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Abstract:
Background: Despite major advances in artificial intelligence (AI) for medicine and healthcare, the deployment
and adoption of AI technologies remain limited in real-world clinical practice. In recent years, concerns
have been raised about the technical, clinical, ethical and legal risks associated with medical AI. To increase
adoption in the real world, it is essential that medical AI tools are trusted and accepted by patients, clinicians,
health organisations and authorities. This paper describes the FUTURE-AI guideline as the first international
consensus framework for guiding the development and deployment of trustworthy AI tools in healthcare.
Methods: The FUTURE-AI consortium was founded in 2021 and currently comprises 118 inter-disciplinary
experts from 51 countries representing all continents, including AI scientists, clinicians, ethicists, and social
scientists. Over a two-year period, the consortium defined guiding principles and best practices for trustworthy
AI through an iterative process comprising an in-depth literature review, a modified Delphi survey, and online
consensus meetings.
Findings: The FUTURE-AI framework was established based on six guiding principles for trustworthy AI in
healthcare, i.e. Fairness, Universality, Traceability, Usability, Robustness and Explainability. Through consensus,
a set of 28 best practices were defined, addressing technical, clinical, legal and socio-ethical dimensions of
trustworthy AI. The recommendations cover the entire lifecycle of medical AI, from design, development
and validation to regulation, deployment, and monitoring. Interpretation: FUTURE-AI is a risk-informed,
assumption-free guideline which provides a structured approach for constructing medical AI tools that will be
trusted, deployed and adopted in real-world practice. Researchers are encouraged to take the recommendations
into account in proof-of-concept stages to facilitate future translation towards clinical practice of medical AI.
Funding: Support for this work was partially provided by the European Union’s Horizon 2020 under Grant
Agreement No. 952103 (EuCanImage), No.952159 (ProCAncer-I), No.952172
(CHAIMELEON), No. 826494 (PRIMAGE) and No. 952179 (INCISIVE).
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1 INTRODUCTION
Despite major advances in the field of medical AI, the deployment and adoption of AI technologies
remain limited in real-world clinical practice. In recent years, concerns have been raised about
the technical, clinical, ethical and social risks associated with medical AI [45, 79]. In particular,
existing research has shown that medical AI tools can be prone to errors and patient harm, biases
and increased health inequalities, lack of transparency and accountability, as well as data privacy
and security breaches [13, 14, 32, 33, 60].

To increase adoption in the real world, it is essential that medical AI tools are trusted and accepted
by patients, clinicians, health organisations and authorities. However, there is an absence of clear,
widely accepted guidelines on how medical AI tools should be designed, developed, evaluated
and deployed to be trustworthy, i.e. technically robust, clinically safe, ethically sound and legally
compliant. To have a real impact at scale, such guidelines for trustworthy and responsible AI must
be obtained through wide consensus involving international and inter-disciplinary experts.
In other domains, international consensus guidelines have made lasting impacts. For example,

the FAIR guideline [81] for data management has been widely adopted by researchers, organisations
and authorities, as they provided a logical framework for standardising and enhancing the tasks of
data collection, curation, organisation and storage. While it can be argued that the FAIR principles
do not cover every aspect of data management, as they focus more on findability, accessibility,
interoperability and reusability of the data, and less on privacy and security, they delivered a code
of practice that is now widely accepted and applied.

For medical AI, initial efforts have focused on providing recommendations for the reporting of AI
studies for different medical domains or clinical tasks (e.g. TRIPOD-AI [16], CLAIM [58], CONSORT-
AI [49], DECIDE-AI [77], PROBAST-AI [16], CLEAR [39]). These guidelines do not provide best
practices for the actual development and deployment of the AI tools but promote standardised
and complete reporting of their development and evaluation. Recently, several researchers have
published promising ideas on possible best practices for medical AI [11, 42, 51, 64, 67, 80]. However,
these proposals have not been established through wide international consensus and do not cover
the whole lifecycle of medical AI (i.e. from design, development and evaluation to deployment,
usage and monitoring). In 2020, a comprehensive self-assessment checklist for trustworthy AI was
defined through consensus by Europe’s High-Level Expert Group on Artificial Intelligence, but it
covered AI in general and did not address the specific risks and challenges of AI in medicine and
healthcare [3].
This paper addresses an important gap in the field of medical AI, by delivering the very first

international, consensus guideline for trustworthy medical AI that covers the entire AI lifecycle
(Figure 1).

The FUTURE-AI consortium was initiated in 2021 and currently comprises 118 international and
inter-disciplinary experts from 51 countries (Figure 1), representing all continents (Europe, North
America, South America, Asia, Africa, and Oceania). Additionally, the members represent a variety
of disciplines (e.g. data science, medical research, healthcare, computer engineering, medical ethics,
social sciences) and data domains (e.g. radiology, genomics, mobile health, electronic health records,
surgery, pathology). To develop the FUTURE-AI framework, we drew inspiration from the FAIR
principles for data management and defined concise recommendations structured according to six
guiding principles, i.e. Fairness, Universality, Traceability, Usability, Robustness, and Explainability
(Figure 2).
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Fig. 1. Geographical distribution of the multi-disciplinary experts.

Fig. 2. Organisation of the FUTURE-AI framework for trustworthy medical AI according to six guiding
principles, i.e. Fairness, Universality, Traceability, Usability, Robustness and Explainability.

2 MATERIALS AND METHODS
The FUTURE-AI framework was defined over a 24-month period through a modified Delphi
approach (Table 1).

FUTURE-AI was initiated with an in-depth literature review on medical AI and trustworthiness,
which resulted in the identification of key dimensions of relevance to trustworthy AI, including
robustness, safety, security, fairness, transparency, traceability, accountability, generalisability,
explainability, usability and responsible AI. To facilitate the use of the framework, some key-
words were grouped, selected and re-ordered to obtain a reduced set of six guiding principles
(Fairness, Universality, Traceability, Usability, Robustness, Explainability), which form the basis of
the FUTURE-AI acronym.
Working groups composed of three experts each (including clinicians, data scientists and com-

puter engineers) explored the six principles separately and proposed an initial set of best practices,
by using AI for medical imaging as an initial use case. Furthermore, the working groups discussed
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Table 1. Summary of the methodology and timeline for establishing the FUTURE-AI guideline.

Step Period

1 Founding of the FUTURE-AI consortium by members of June 2021
research projects in Europe [18]

2 Creation of working groups for each of the six guiding principles July 2021
3 Proposal of a first set of 55 recommendations through a use-case September 2021

driven approach focused on AI in medical imaging
4 Feedback gathering through a survey with >100 international and November 2021 – March 2022

multi-disciplinary experts from all continents
5 Analysis of results and derivation of a more concise list of 22 March 2022 – April 2022

recommendations, generalised to AI for healthcare
6 Second round of feedback from the experts May 2022 – July 2022
7 Analysis of results and derivation of an improved and extended list June 2022 – July 2022

of 30 recommendations
8 Third round of feedback, by focusing on the main disagreements September 2022 – February 2023

and the manuscript’s first draft
9 Four consensus online meetings to discuss remaining June 2023

disagreements, resulting in the final 28 recommendations
10 Finalisation and presentation of the FUTURE-AI consensus June 2023

guideline in a journal publication

the proposed recommendations, and removed overlaps and redundancies across the six principles,
resulting in a first comprehensive set of 54 recommendations.
Subsequently, the FUTURE-AI consortium members provided systematic feedback on the first

version of the FUTURE-AI guideline through a comprehensive survey. The experts could comment
on each recommendation, rate its importance, propose missing recommendations, and provide
additional feedback in free text. Based on the results of the survey, the list of recommendations
was deemed too extensive, and was thus substantially reduced from 54 to 22 recommendations,
while the scope was carefully broadened from AI for medical imaging to AI for healthcare.

The reduced set of recommendations was sent out to the FUTURE-AI consortium, together with
a list of major disagreements that arose, for a second round of feedback and comments. This step
resulted in a new version consisting of 30 recommendations, with a new “General” category in
addition to the six guiding principles to account for recommendations that are transversal across
all the dimensions of trustworthy AI.
Based on the machine learning technology readiness level (ML-TRL) [44], the FUTURE-AI

guideline was refined by distinguishing between medical AI tools at the research or proof-of-
concept stage (i.e. ML-TRL 1 to 4) and those intended for clinical deployment (i.e. ML-TRL 5 to 9), as
they require different levels of compliance. Hence, we asked the members of the consortium to rate
the recommendations as recommended vs. highly recommended, for both proof-of-concept (low
ML-TRL) and deployable AI tools (high ML-TRL). Finally, iterative discussions on the guideline,
disagreements andmanuscript were held, including during four dedicated online meetings, resulting
in a final set of 28 consensus recommendations, which are listed in Table 2.

3 FUTURE-AI GUIDELINE
In this section, we provide definitions and justifications for each of the six guiding principles
and give an overview of the FUTURE-AI recommendations. Table 2 provides a summary of the
recommendations, together with the proposed level of compliance (i.e. recommended vs. highly
recommended). More detailed descriptions are provided in Table 3 in the Appendix for readers who
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Table 2. List of the FUTURE-AI recommendations, together with the expected compliance for both proof-of-
concept (Low ML-TRL) and deployable (High ML-TRL) AI tools (+: Recommended, ++: Highly recommended).

Low High
Recommendations ML- ML-

TRL TRL

Ff
1 Define any potential sources of bias from an early stage ++ ++

F 2 Collect data on individuals’ attributes, when possible + +
3 Evaluate potential biases and bias correction measures + +

1 Define intended clinical settings and cross-setting variations ++ ++
U 2 Use community-defined standards (e.g. clinical definitions, technical standards) + +

3 Evaluate using external datasets and/or multiple sites ++ ++
4 Evaluate and demonstrate local clinical validity + ++

1 Implement a risk management process throughout the AI lifecycle + ++
2 Provide documentation (e.g. technical, clinical) ++ ++

T 3 Define mechanisms for quality control of the AI inputs and outputs + ++
4 Implement a system for periodic auditing and updating + ++
5 Implement a logging system for usage recording + ++
6 Establish mechanisms for human oversight and governance

1 Define intended use and user requirements from an early stage ++ ++
U 2 Provide training materials and activities (e.g. tutorials, hands-on sessions) + ++

3 Evaluate user experience and acceptance with independent end-users + ++
4 Evaluate clinical utility and safety (e.g. effectiveness, harm, cost-benefit) + ++

1 Define sources of data variation from an early stage ++ ++
R 2 Train with representative real-world data ++ ++

3 Evaluate and optimise robustness against real-world variations ++ ++

E 1 Define the need and requirements for explainability with end-users ++ ++
2 Evaluate explainability with end-users (e.g. correctness, impact on users) + +

1 Engage inter-disciplinary stakeholders throughout the AI lifecycle ++ ++
2 Implement measures for data privacy and security ++ ++
3 Define adequate evaluation plan (e.g. datasets, metrics, reference methods) ++ ++
4 Identify and comply with applicable AI regulatory requirements + ++
5 Investigate and address ethical issues + ++G

en
er
al

6 Investigate and address social and societal issues + +

may require more information on any recommendation(s). Note that a glossary of the main terms
used in this paper is provided in Table 4 in the Appendix, while the main stakeholders of relevance
to the FUTURE-AI framework are listed in Table 5 in the Appendix.

3.1 Fairness
The Fairness principle states that medical AI tools should maintain the same performance across
individuals and groups of individuals (including under-represented and disadvantaged groups).
AI-driven medical care should be provided equally for all citizens, independently of their sex,
gender, ethnicity, age, socio-economic status and (dis)abilities, among other attributes. Fair medical
AI tools should be developed such that potential AI biases are minimised as much as possible, or
identified and reported.
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To this end, three recommendations for Fairness are defined in the FUTURE-AI framework. First,
AI developers together with domain experts should define fairness for their specific use case and
make an inventory of potential sources of bias (Fairness 1). Accordingly, to facilitate verification
of AI fairness and non-discrimination, information on the subjects’ relevant attributes should be
included in the datasets (Fairness 2). Finally, whenever this data is available, the development team
should apply bias detection and correction methods, to obtain the best possible trade-off between
fairness and accuracy (Fairness 3).

3.2 Universality
The Universality principle states that a medical AI tool should be generalisable outside the con-
trolled environment where it was built. Specifically, the AI tool should be able to generalise to
new patients and new users (e.g. new clinicians), and when applicable, to new clinical sites. De-
pending on the intended radius of application, medical AI tools should be as interoperable and
as transferable as possible, so they can benefit citizens and clinicians at scale. To this end, four
recommendations for Universality are defined in the FUTURE-AI framework. First, the AI develop-
ers should define the requirements for universality, i.e. the radius of application of their medical
AI tool (e.g. clinical centres, countries, clinical settings), and accordingly anticipate any potential
obstacles to universality, such as differences in clinical workflows, medical equipment or digital
infrastructures (Universality 1). To enhance interoperability, development teams should favour
the use of established community-defined standards (e.g. clinical definitions, medical ontologies,
data annotations, technical standards) throughout the AI tool’s production lifetime (Universality
2). To enhance generalisability, the medical AI tool should be tested with external datasets and,
when applicable, across multiple sites (Universality 3). Finally, medical AI tools should be evaluated
for their local clinical validity, and if necessary, calibrated so they perform well given the local
populations and local clinical workflows (Universality 4).

3.3 Traceability
The Traceability principle states that medical AI tools should be developed together with mecha-
nisms for documenting and monitoring the complete trajectory of the AI tool, from development
and validation to deployment and usage. This will increase transparency and accountability by
providing detailed and continuous information on the AI tools during their lifetime to clinicians,
healthcare organisations, citizens and patients, AI developers and relevant authorities. AI traceabil-
ity will also enable continuous auditing of AI models [62], identify risks and limitations, and update
the AI models when needed. To this end, six recommendations for Traceability are defined in the
FUTURE-AI framework. First, a system for risk management should be implemented throughout
the AI lifecycle, including risk identification, assessment, mitigation, monitoring and reporting
(Traceability 1). To increase transparency, relevant documentation should be provided for the
stakeholder groups of interest, including AI information leaflets, technical documentation, and/or
scientific publications (Traceability 2). After deployment, continuous quality control of AI inputs
and outputs should be implemented, to identify inconsistent input data and implausible AI outputs
(e.g. using uncertainty estimation), and to implement necessary model updates (Traceability 3).
Furthermore, periodic auditing and updating of AI tools should be implemented (e.g. yearly) to
detect and address any potential issue or performance degradation (Traceability 4). To increase
traceability and accountability, an AI logging system should be implemented to keep a record
of the usage of the AI tool, including for instance, user actions, accessed and used datasets, and
identified issues (Traceability 5). Finally, mechanisms for human oversight and governance should
be implemented, to enable selected users to flag AI errors or risks, overrule AI decisions, use
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human judgment instead, assign roles and responsibilities, and maintain the AI system over time
(Traceability 6).

3.4 Usability
The Usability principle states that the end-users should be able to use a medical AI tool to achieve
a clinical goal efficiently and safely in their real-world environment. On one hand, this means
that end-users should be able to use the AI tool’s functionalities and interfaces easily and with
minimal errors. On the other hand, the AI tool should be clinically useful and safe, e.g. improve the
clinicians’ productivity and/or lead to better health outcomes for the patients and avoid harm.
To this end, four recommendations for Usability are defined in the FUTURE-AI framework.

First, through a human-centred approach, target end-users (e.g. general practitioners, specialists,
nurses, patients, hospital managers) should be engaged from an early stage to define the AI tool’s
intended use, user requirements and human-AI interfaces (Usability 1). Second, training materials
and training activities should be provided for all intended end-users, to ensure adequate usage of
the AI tool, minimise errors and thus patient harm, and increase AI literacy (Usability 2). At the
evaluation stage, the usability within the local clinical workflows, including human factors that
may impact the usage of the AI tool [72] (e.g. satisfaction, confidence, ergonomics, learnability),
should be assessed with representative and diverse end-users (Usability 3). Furthermore, the clinical
utility and safety of the AI tools should be evaluated and compared with the current standard
of care, to estimate benefits as well as potential harms for the citizens, clinicians and/or health
organisations (Usability 4).

3.5 Robustness
The Robustness principle refers to the ability of a medical AI tool to maintain its performance
and accuracy under expected or unexpected variations in the input data. Existing research has
shown that even small, imperceptible variations in the input data may lead AI models into incorrect
decisions [23]. Biomedical and health data can be subject to significant variations in the real world
(both expected and unexpected), which can affect the performance of AI tools. Hence, it is important
that medical AI tools are designed and developed to be robust against real-world variations, as well
as evaluated and optimised accordingly.
To this end, three recommendations for Robustness are defined in the FUTURE-AI framework.

At the design phase, the development team should first define robustness requirements for the
medical AI application in question, by making an inventory of the potential sources of variation e.g.
data-, equipment-, clinician-, patient- and centre-related variations (Robustness 1). Accordingly,
the training datasets should be carefully selected, analysed and enriched to reflect these real-world
variations as much as possible (Robustness 2). Subsequently, the robustness of the AI tool, as well
as measures to enhance robustness, should be iteratively evaluated under conditions that reflect
the variations of real-world clinical practice (Robustness 3).

3.6 Explainability
The Explainability principle states that medical AI tools should provide clinically meaningful
information about the logic behind the AI decisions. While medicine is a high-stake discipline that
requires transparency, reliability and accountability, machine learning techniques often produce
complex models which are black boxes in nature. Explainability is considered desirable from a
technological, medical, ethical, legal as well as patient perspective [4]. Explainability is a complex
task which has challenges that need to be carefully addressed during AI development and evaluation
to ensure that AI explanations are clinically meaningful and beneficial to the end-users [29].
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To this end, two recommendations for Explainability are defined in the FUTURE-AI framework.
At the design phase, it should be first established with end-users and domain experts whether
explainable AI is needed for the medical AI tool in questions. In this case, the specific goal and
approaches for explainability should be defined (Explainability 1). After their implementation,
the selected approaches for explainability should be evaluated, both quantitatively using in silico
methods [34], as well qualitatively with end-users to assess their impact on the user’s satisfaction
and performance (Explainability 2).

3.7 General recommendations
Finally, six general recommendations are defined in the FUTURE-AI framework, which apply across
all principles of trustworthy AI in healthcare. First, AI developers should actively engage inter-
disciplinary stakeholders throughout the production lifecycle, including healthcare professionals,
patient representatives, ethicists and social scientists, data managers and legal experts (General 1).
During the whole lifecycle from development to deployment, adequate measures should be put in
place to ensure data protection and security, such as data de-identification andminimisation, privacy-
enhancing techniques, and defences against malicious attacks (General 2). During all evaluation
tasks, appropriate evaluation datasets, metrics and reference methods should be carefully selected
to gather strong evidence on the medical AI tool’s trustworthiness (General 3). The AI development
teams should verify and understand the applicable AI regulations from an early stage, so they can
anticipate and meet their legal obligations (General 4). All general and application-specific ethical
issues should be investigated, discussed and integrated into the practical development of the AI
tool, through continuous interactions with domain specialists and ethicists [53] (General 5). Finally,
to ensure a positive impact on citizens and society, social and societal issues should be investigated
and addressed (e.g. the tool’s impact on working conditions, relationships between citizens and
health services, upskilling or deskilling of citizens and healthcare professionals [5], environmental
sustainability) (General 6).

4 DISCUSSION
Despite the tremendous amount of research in medical AI in recent years, currently, only a limited
number of AI tools have made the transition to clinical practice. While many studies have demon-
strated the huge potential of AI to improve healthcare, significant clinical, technical, socio-ethical
and legal challenges persist.

In this paper, we presented the results of an international effort to establish a consensus guideline
for developing trustworthy and deployable AI tools in healthcare. Through an iterative process
that lasted 24 months, the FUTURE-AI framework was established, comprising a well-structured,
self-contained set of 28 recommendations, which covers the whole lifecycle of medical AI. By
dividing the recommendations across six guiding principles, the pathways towards trustworthy AI
are clearly characterised to facilitate their use throughout the AI tool’s lifecycle.

By the end of the process, all the recommendations were approved with less than 5% disagreement
among all FUTURE-AI members. The FUTURE-AI consortium provided knowledge and expertise
across a wide range of disciplines and stakeholders, resulting in consensus and wide support, both
geographically and across domains. Hence, the FUTURE-AI guideline can benefit a wide range of
stakeholders, as detailed in Table 5 in the Appendix.
FUTURE-AI is a risk-informed framework. It proposes to assess application-specific risks and

challenges early in the process (e.g. risk of discrimination, lack of generalisability, data drifts,
lack of acceptance by end-users, potential harm for patients, lack of transparency, data security
vulnerabilities, ethical risks), then implement tailored measures to reduce these risks (e.g. collect
data on individuals’ attributes to assess and mitigate bias). This is also a risk-benefit balancing
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exercise, as the specific measures to be implemented have benefits and potential weaknesses that the
developers need to assess and balance. For example, collecting data on individuals’ attributes may
increase the risk of re-identification, but can enable to reduce the risk of bias and discrimination.
Hence, in FUTURE-AI, risk management (as recommended in Traceability 1) must be a continuous
and transparent process throughout the AI tool’s lifecycle.

Furthermore, FUTURE-AI is an assumption-free, highly collaborative framework. It recommends
to continuously engage with multi-disciplinary stakeholders to understand application-specific
needs, risks and solutions (General 1). This is crucial to remove assumptions and investigate all
possible risks and factors that may reduce trust in a given AI tool. For example, instead of making
any assumption on possible sources of bias (e.g. sex or age), FUTURE-AI recommends that the
developers engage with healthcare professionals, domain experts, representative citizens, and/or
ethicists early in the process to investigate in depth the application-specific sources of bias, that
may include factors well beyond standards attributes (e.g. breast density for AI applications in
breast cancer).

For deployable AI tools, 24 recommendations out of 28 are rated as highly recommended (Table 2).
For research and proof-of-concept AI tools, only 12 recommendations are rated as highly recom-
mended, but we advise that researchers use as many elements as possible from the FUTURE-AI
guideline to facilitate future transitions towards real-world practice.

The FUTURE-AI guideline was defined in a generic manner to ensure it can be applied across a
variety of domains (e.g. radiology, genomics, mobile health, electronic health records). However,
for many recommendations, their applicability varies across medical use cases. Hence, the first
recommendation in each of the FUTURE-AI framework’s principles is to identify the specificities
to be addressed, such as the types of biases (Fairness 1), the clinical settings (Universality 1), or the
need and approaches for explainable AI (Explainability 1).

The FUTURE-AI framework provides a set of general recommendations on how to enhance the
trustworthiness of medical AI tools but does not impose any specific techniques for implementing
each recommendation. While some examples of techniques are provided in the Appendix (Table
3), the final implementations should be defined by the developers, who should carefully select the
most adequate methods given the application domain, clinical use case and data characteristics, as
well as the advantages and limitations of each method. While we obtained a large consensus, some
AI experts may disagree with some of the recommendations or may consider that some recommen-
dations are either missing or not fully addressed. For example, while we propose mechanisms to
enhance traceability and governance (e.g. AI logging), the issue of liability is yet to be addressed (e.g.
who should be responsible for periodic auditing of the AI tools, who should be accountable when
there is an error). Some of these key issues will require further investigations by multi-disciplinary
researchers in the field of trustworthy AI, as well as by legal experts, regulators and authorities.
Aware of this limitation, we propose FUTURE-AI as a dynamic, living framework. Progressive

development and adoption of medical AI tools will lead to new needs, challenges, and opportunities.
To refine the FUTURE-AI guideline and learn from other voices, we set up a dedicated webpage
(www.future-ai.eu) through which we invite the community to join the FUTURE-AI network and
provide feedback based on their own experience and perspective. On the website, we include a
FUTURE-AI self-assessment checklist, which comprises a set of questions and examples to facilitate
and illustrate the use of the FUTURE-AI recommendations.
Additionally, we plan to organise regular outreach events such as webinars and workshops to

exchange with medical AI researchers, manufacturers, evaluators, end-users and regulators.

https://future-ai.eu/
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APPENDIX
A TABLES

Table 3. Detailed descriptions of the FUTURE-AI recommendations.

Recommendation Description
Fairness 1.
Define sources of bias

Bias in medical AI is application-specific [22]. At the design phase, the development team
should identify possible types and sources of bias for their AI tool [25]. These may include
group attributes (e.g. sex, gender, age, ethnicity, socioeconomics, geography), the medical
profiles of the individuals (e.g. with comorbidities or disability), as well as human biases
during data labeling, data curation, or the selection of the input features.

Continued on next page
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Table 3 – Continued from previous page
Recommendation Description

Fairness 2.
Collect data on attributes

To identify biases and apply measures for increased fairness, relevant attributes of the
individuals, such as sex, gender, age, ethnicity, risk factors, comorbidities or disabilities,
should be collected. This should be subject to informed consent and approval by ethics
committees to ensure an appropriate balance between the benefits for non-discrimination
and risks for re-identification.

Fairness 3.
Evaluate & correct biases

When possible, i.e. the individuals’ attributes are included in the data, bias detection methods
should be applied by using fairness metrics [8, 9]. To correct for any identified biases, mitiga-
tion measures should be applied (e.g. data re-sampling, bias-free representations, equalised
odds post-processing) [47, 65, 68, 78, 82] and tested to verify their impact on both the tool’s
fairness and the model’s accuracy. Importantly, any potential bias should be documented
and reported to inform the end-users and citizens (see Traceability 2).

Universality 1.
Define clinical settings

At the design phase, the development team should specify the clinical settings in which
the AI tool will be applied (e.g. primary healthcare centres, hospitals, home care, low vs.
high-resource settings, one or multiple countries), and anticipate potential obstacles to
universality (e.g. differences in clinical definitions, medical equipment or IT infrastructures
across settings).

Universality 2.
Use existing standards

To ensure the quality and interoperability of the AI tool, it should be developed based
on existing community-defined standards. These may include clinical definitions, medical
ontologies (e.g. SNOMED CT [10], OMOP [48]), interface standards (e.g. DICOM, FHIR HL7),
data annotations, evaluation criteria [52], and technical standards (e.g. IEEE [36] or ISO [2]).

Universality 3.
Evaluate using external data

To assess generalisability, technical validation of the AI tools should be performed with
external datasets that are distinct from those used for training [12]. These may include
reference or benchmarking datasets which are representative for the task in question (i.e.
approximating the expected real-world variations). Except for AI tools intended for single
centres, the clinical evaluation studies should be performed at multiple sites [71] to assess
performance and interoperability across clinical workflows. If the tool’s generalisability
is limited, mitigation measures (e.g. transfer learning or domain adaptation) should be
considered, applied and tested.

Universality 4.
Evaluate local clinical
validity

Clinical settings vary in many aspects, such as populations, equipment, clinical workflows,
and end-users. Hence to ensure trust at each site, the AI tools should be evaluated for their
local clinical validity [43]. In particular, the AI tool should fit the local clinical workflows
and perform well on the local populations. If the performance is decreased when evaluated
locally, re-calibration of the AI model should be performed (e.g., through model fine-tunning
or retraining).

Traceability 1.
Implement risk management

Throughout the AI tool’s lifecycle, the development team should analyse potential risks,
assess each risk’s likelihood, effects and risk-benefit balance, define risk mitigation measures,
monitor the risks andmitigations continuously, andmaintain a riskmanagement file. The risks
may include those explicitly covered by the FUTURE-AI guiding principles (e.g. bias, harm),
but also application-specific risks. Other risks to consider include human factors that may lead
to misuse of the AI tool (e.g. not following the instructions, receiving insufficient training),
application of the AI tool to individuals who are not within the target population, use of the
tool by others than the target end-users (e.g. technician instead of physician), hardware failure,
incorrect data annotations or input values, and adversarial attacks. Mitigation measures
may include warnings to the users, system shutdown, re-processing of the input data, the
acquisition of new input data, or the use of an alternative procedure or human judgment
only.

Traceability 2.
Provide documentation

To increase transparency, traceability, and accountability, adequate documentation should be
created and maintained for the AI tool [41], which may include (i) an AI information leaflet to
inform citizens and healthcare professionals about the tool’s intended use, risks (e.g. biases)
and instructions for use; (ii) a technical document [6, 28, 56] to inform AI developers, health
organisations and regulators about the AI model’s properties (e.g. hyperparameters), training
and testing data, evaluation criteria and results, biases and other limitations, and periodic
audits and updates; (iii) a publication based on existing AI reporting standards [17, 50, 59],
and (iv) a risk management file (see Traceability 1).

Continued on next page
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Table 3 – Continued from previous page
Recommendation Description

Traceability 3.
Implement continuous
quality control

The AI tool should be developed and deployed with mechanisms for continuous monitoring
and quality control of the AI inputs and outputs [63], such as to identify missing or out-of-
range input variables, inconsistent data formats or units, incorrect annotations or data pre-
processing, and erroneous or implausible AI outputs. For quality control of the AI decisions,
uncertainty estimates should be provided (and calibrated [20]) to inform the end-users on
the degree of confidence in the results [40]. Finally, when necessary, model updates should
be applied to address any identified limitations and enhance the AI models over time [21].

Traceability 4.
Implement periodic auditing

The AI tool should be developed and deployed with a configurable system for periodic
auditing [63], which should define site-specific datasets and timelines for periodic evaluations
(e.g. every year). The periodic auditing should enable the identification of data or concept
drifts, newly occurring biases, performance degradation [69] or changes in the decision
making of the end-users. Accordingly, necessary updates to the AI models or AI tools should
be applied [21].

Traceability 5.
Implement AI logging

To increase traceability and accountability, an AI logging system should be implemented to
trace the user’s main actions in a privacy-preserving manner, specify the data that is accessed
and used, record the AI predictions and clinical decisions, and log any encountered issues.
Time-series statistics and visualisations should be used to inspect the usage of the AI tool
over time.

Traceability 6.
Implement human oversight

Given the high-stake nature of medical AI, human oversight is essential and increasingly
required by policy makers and regulators [1, 43]. Human-AI interfaces and human-in-the-
loop mechanisms should be designed and implemented to perform specific quality checks
(e.g. to flag biases, errors or implausible explanations), and to overrule the AI decisions
when necessary. Furthermore, governance of the AI tool in the health organisation should
be specified, including roles and responsibilities for performing risk management, periodic
auditing, human oversight, and AI tool maintenance.

Usability 1.
Define user requirements

The AI developers should engage clinical experts, end-users (e.g. patients, physicians) and
other relevant stakeholders (e.g. data managers, administrators) from an early stage, to
compile information on the AI tool’s intended use and end-user requirements (e.g. human-AI
interfaces), as well as on human factors that may impact the usage of the AI tool [73] (e.g.
ergonomics, intuitiveness, experience, learnability).

Usability 2.
Provide training

To facilitate best usage of the AI tool, minimise errors and harm, and increase AI literacy, the
developers should provide training materials (e.g. tutorials, manuals, examples) in accessible
language and/or training activities (e.g. hands-on sessions), taking into account the diversity
of end-users (e.g. clinical specialists, nurses, technicians, citizens or administrators).

Usability 3.
Evaluate clinical usability

To facilitate adoption, the usability of the AI tool should be evaluated in the real world with
representative and diverse end-users (e.g. with respect to sex, gender, age, clinical role, digital
proficiency, (dis)ability). The usability tests should gather evidence on the user’s satisfaction,
performance and productivity. These tests should also verify whether the AI tool impacts the
behaviour and decision making of the end-users.

Usability 4.
Evaluate clinical utility

The AI tool should be evaluated for its clinical utility and safety. The clinical evaluations of
the AI tool should show benefits for the clinician (e.g. increased productivity, improved care),
for the patient (e.g. earlier diagnosis, better outcomes), and/or for the healthcare organisation
(e.g. reduced costs, optimised workflows), when compared to the current standard of care.
Additionally, it is important to show that the AI tool is safe and does not cause harm to
individuals (or specific groups), such as through a randomised clinical trial [83].

Robustness 1.
Define sources of data
variation

At the design phase, an inventory should be made of the application-specific sources of
variation that may impact the AI tool’s robustness in the real world. These may include
differences in equipment, technical fault of a machine, data heterogeneities during data
acquisition or annotation, and/or adversarial attacks [24].

Robustness 2.
Train with representative
data

Clinicians, citizens and other stakeholders are more likely to trust the AI tool if it is trained on
data that adequately represents the variations encountered in real-world clinical practice [61].
Hence, the training datasets should be carefully selected, analysed and enriched according to
the sources of variation identified at the design phase (see Robustness 1).

Continued on next page
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Robustness 3.
Evaluate & optimise
robustness

Evaluation studies should be implemented to evaluate the AI tool’s robustness (including
stress tests and repeatability tests [46]), by considering all potential sources of variation
(see Robustness 1), such as data-, equipment-, clinician-, patient- and centre-related varia-
tions. Depending on the results, mitigation measures should be implemented to optimise
the robustness of the AI model, such as regularisation [74], data augmentation [55], data
harmonisation [26], or domain adaptation [27].

Explainability 1.
Define explainability needs

At the design phase, it should be established if explainability is required for the AI tool. In
this case, the specific requirements for explainability should be defined with representative
experts and end-users, including (i) the goal of the explanations (e.g. global description of the
model’s behaviour vs. local explanation of each AI decision), (ii) the most suitable approach
for AI explainability [75], and (iii) the potential limitations to anticipate and monitor (e.g.
over-reliance of the end-users on the AI decision [30]).

Explainability 2.
Evaluate explainability

The explainable AI methods should be evaluated, first quantitatively by using in silico
methods to assess the correctness of the explanations [7, 35], then qualitatively with end-
users to assess their impact on user satisfaction, confidence and clinical performance [57].
The evaluations should also identify any limitations of the AI explanations (e.g. they are
clinically incoherent [19] or sensitive to noise or adversarial attacks [31], they unreasonably
increase the confidence in the AI-generated results [15]).

General 1.
Engage stakeholders
continuously

Throughout the AI tool’s lifecycle, the AI developers should continuously engage with inter-
disciplinary stakeholders, such as healthcare professionals, citizens, patient representatives,
expert ethicists, data managers and legal experts. This interaction will facilitate the under-
standing and anticipation of the needs, obstacles and pathways towards acceptance and
adoption.

General 2.
Ensure data protection

Adequate measures to ensure data privacy and security should be put in place throughout
the AI lifecycle. These may include privacy-enhancing techniques (e.g. differential privacy,
encryption), data protection impact assessment and appropriate data governance after de-
ployment (e.g. logging system for data access, see Traceability 5). If de-identification is
implemented (e.g. pseudonymisation, k-anonymity), the balance between the health benefits
for citizens and the risks for re-identification should be carefully assessed and considered.
Furthermore, the manufacturers and deployers should implement and regularly evaluate
measures for protecting the AI tool against malicious attacks, such as by using system-level
cybersecurity solutions or application-specific defense mechanisms [38] (e.g. attack detection
or mitigation).

General 3.
Define adequate
evaluation plan

To increase trust and adoption, an appropriate evaluation plan should be defined (including
test data, metrics and reference methods). First, adequate test data should be selected for
assessing each dimension of trustworthy AI. In particular, the test data should be well
separated from the training to prevent data leakage [37]. Furthermore, adequate evaluation
metrics should be carefully selected, taking into account their benefits and potential flaws [76].
Finally, benchmarking with respect to reference AI tools or standard practice should be
performed to enable a comparative assessment of model performance.

General 4.
Comply with AI regulations

The development team should identify the applicable AI regulations depending on the relevant
jurisdictions. This should be done at an early stage to anticipate regulatory obligations based
on the medical AI tool’s intended classification and risks.

General 5.
Investigate ethical issues

In addition to the well-known ethical issues that arise in medical AI (e.g. privacy, transparency,
equity, autonomy), AI developers, domain specialists and professional ethicists should identify,
discuss and address all application-specific ethical, social and societal issues as an integral
part of the development and deployment of the AI too [54].

General 6.
Investigate social issues

Social and societal implications should be considered and addressed when developing the AI
tool, to ensure a positive impact on citizens and society. Relevant issues include the impact of
the AI tool on the working conditions and power relations, on the new skills (or deskilling)
of the healthcare professionals and citizens [66], and on future interactions between citizens,
health professionals and social carers. Furthermore, for environmental sustainability, AI
developers should consider strategies to reduce the carbon footprint of the AI tool [70].
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Table 4. A glossary of main terms used in the FUTURE-AI guideline (ranked alphabetically).

Term Definition
AI auditing A periodic evaluation of an AI tool to assess its performance and working conditions over

time, and to identify potential problems.
AI deployment The process of placing a completed AI tool into a live clinical environment where it can be

used for its intended purpose.
AI design Early stage of an AI’s production lifetime, during which specifications and plans are defined

for the subsequent development of the AI tool
AI development The process of training AI models and building AI-human interfaces, based on the specifica-

tions and plans from the AI design phase.
AI evaluation The assessment of an AI tool’s added value in its intended clinical setting.
AI model A program trained using a machine learning algorithm to perform a given task based on

specific input data.
AI monitoring The process of tracking the behavior of a deployed AI tool over time, to identify potential

degradation in performance and implement mitigation measures such as model updating.
AI regulation A set of requirements and obligations defined by public authorities, that AI developers,

deployers and users must adhere to.
AI risk Any negative effect that may occur when using an AI tool.
AI tool A software that comprises the AI model plus a user interface that can be used by the end-users

to perform a given AI-powered clinical task.
AI training The process of using machine learning algorithms to build AI models that learn to perform

specific tasks based on existing data samples.
AI updating The process of re-training or fine-tuning the AI model after some time to improve its perfor-

mance and correct identified issues.
AI validation The assessment of an AI model’s performance.
Attribute Personal quality, trait or characteristic of an individual or group of individuals, such as sex,

gender, age, ethnicity, socioeconomic status or disability. Protected attributes refer to those
attributes that, by law, cannot be discriminated against (i.e. attributes that are protected by
law).

Benchmarking The practice of comparing the performance of multiple AI tools (or an AI tool against the
standard practice) based on a common reference dataset and a set of predefined performance
criteria and metrics.

Bias Systematic, prejudiced errors by an AI tool against certain individuals or subgroups due to
inadequate data or assumptions used during the training of the machine learning model.

Clinical safety The capability of an AI tool to keep individuals and patients safe and not to cause them any
harm.

Clinical setting The environment or location where the AI tool will be used, such as a hospital, a radiology
department, a primary care centre, or for home-based care.

Clinical utility The capability of an AI tool to be useful in its intended clinical settings, such as to improve
clinical outcomes, to increase the clinicians’ productivity, or to reduce healthcare costs.

Concept drift Changes in relationship between AI model inputs and outputs.
Data drift Changes in the distribution of the AI model’s input data over time.
Data quality control The process of assessing the quality of the input data, to identify potential defects that may

affect the correct functioning of the AI tool.
Deployable AI AI developed with a high technology readiness level (TRL) (5-9) intended for deployment in

clinical practice.
Ethical AI AI that adheres to key ethical values and human rights, such as the rights to privacy, equity

and autonomy.
Explainability The ability of an AI tool to provide clinically meaningful information about the logic behind

the AI decisions.
Fairness The ability of an AI tool to treat equally individuals with similar characteristics or subgroups

of individuals including under-represented groups.
Continued on next page
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Table 4 – Continued from previous page
Term Definition

Human oversight A procedure or set of procedures put in place to ensure an AI tool is used under the supervision
of a human (e.g. a clinician), who is able to overrule the AI decisions and take the final clinical
decision.

Intended use Clinical purpose or clinical task that the AI tool aims to realise in its intended clinical setting.
Logging The process of keeping a log of events that occur while using an AI tool, such as user actions,

accessed and used datasets, clinical decisions, and identified issues.
Proof-of-concept AI AI developed with a low machine learning technology readiness level (ML-TRL) (1-4) to

demonstrate the feasibility of a new AI method or new AI concept.
Real world The clinical environment in which AI tools will be applied in practice, outside the controlled

environment of research labs.
Responsible AI AI that is designed, developed, evaluated, and monitored by employing an appropriate code of

conduct and appropriate methods to achieve technical, clinical, ethical, and legal requirements
(e.g. efficacy, safety, fairness, robustness, transparency).

Robustness The ability of an AI tool to overcome expected or unexpected variations, such as due to noise
or artefacts in the data.

Third-party evaluator An independent evaluator who did not participate in any way in the design or development
of the AI tool to be evaluated.

Traceability The ability of an AI tool to be monitored over its complete lifecycle.
Trustworthy AI AI with proven characteristics such as efficacy, safety, fairness, robustness, transparency,

which enable relevant stakeholders such as citizens, clinicians, health organisations and
authorities to rely on it and adopt it in real-world practice.

Trustworthy AI vs.
Responsible AI

For trustworthy AI, the emphasis is on the characteristics of the AI tool and how they are
perceived by the stakeholders of interest (e.g. patients, clinicians), while for responsible AI,
the emphasis is on the developers, evaluators and managers of the AI tool, and the code of
conduct and methods they employ to obtain trustworthy AI tools.

Universality The ability of an AI tool to generalise across clinical settings.
Usability The degree to which an AI tool is fit to be used by end-users in the intended clinical setting.

Table 5. List of stakeholder groups (ranked alphabetically) that can benefit from the FUTURE-AI guideline.

Stakeholders FUTURE-AI usage
AI ethicists

• To embed ethics into the development of medical AI tools.

AI evaluators/clinical trialists
• To perform more comprehensive, multi-faceted evaluations of medical AI tools based
on the principles of trustworthy AI.

• To assess the trustworthiness of AI tools.

Citizens and patients
• To increase literacy about medical AI and trustworthy AI.
• To increase engagement in the production and evaluation of medical AI tools.

Conferences/journals
• To promote best practices and new methods for trustworthy AI among researchers
reading or publishing scientific papers.

Continued on next page
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Table 5 – Continued from previous page
Stakeholders FUTURE-AI usage

Data managers
• To support the development and deployment of medical AI tools that are compliant
with data protection/governance principles.

Educational institutions
• To educate students from all disciplines (machine learning, computer science,
medicine, ethics, social sciences) on the principles and approaches for trustwor-
thy AI.

Funding agencies
• To promote new research projects that integrate best practices and new approaches
for responsible AI.

Health organisations
• To guide healthcare organisations in the evaluation, deployment and monitoring of
medical AI tools.

• To verify the trustworthiness of AI tools.

Healthcare professionals
• To adopt the principles of trustworthy AI and best practices among the healthcare
professions.

• To engage clinicians in the design, development, evaluation andmonitoring of medical
AI tools.

IT managers
• To promote IT solutions for the deployment and monitoring of trustworthy and
secure AI tools in clinical practice.

Legal experts
• To ensure compliance with applicable laws and regulations related to medical AI and
data protection.

Manufacturers of medical AI
devices • To adopt best practices for responsible AI within companies.

• To develop and/or commercialise new AI tools that will be accepted, certified and
deployed for clinical use.

Public authorities
• To adapt existing regulations and policies on medical AI.

Regulatory bodies
• To enhance the procedures for the evaluation, certification and monitoring of AI tools
as medical devices.

Researchers and developers in
medical AI. • To investigate new methods according to the recommendations for trustworthy AI.

• To develop proof-of-concepts that can more easily transition into deployable AI tools
for clinical practice.

Continued on next page
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Table 5 – Continued from previous page
Stakeholders FUTURE-AI usage

Scientific/medical societies
• To promote the principles of trustworthy AI and best practices among scientific and
medical communities.

Social scientists
• To ensure social and societal dimensions of medical AI are considered.

Standardisation bodies
• To develop new standards that facilitate the implementation, evaluation and adoption
of trustworthy AI tools in healthcare.
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