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Abstract
Powerful methods for identifying careless respondents 
in survey data are not just important to ensure the valid-
ity of subsequent data analyses, they are also instrumental 
for studying the psychological processes that drive humans 
to respond carelessly. Conversely, a deeper understanding 
of the phenomenon of careless responding enables the 
development of improved methods for the identification of 
careless respondents. While machine learning has gained 
substantial attention and popularity in many scientific 
fields, it is largely unexplored for the detection of careless 
responding. On the one hand, machine learning algorithms 
can be highly powerful tools due to their flexibility. On the 
other hand, science based on machine learning has been 
criticized in the literature for a lack of reproducibility. We 
assess the potential and the pitfalls of machine learning 
approaches for identifying careless respondents from an 
open science perspective. In particular, we discuss possible 
sources of reproducibility issues when applying machine 
learning in the context of careless responding, and we give 
practical guidelines on how to avoid them. Furthermore, 
we illustrate the high potential of an unsupervised machine 
learning method for the identification of careless respond-
ents in a proof-of-concept simulation experiment. Finally, 
we stress the necessity of building an open data repository 
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1 | INTRODUCTION

Participants in surveys may not comply with survey instructions due to, for instance, fatigue, lack of motivation, or 
failure to correctly understand the instructions. This phenomenon is known as careless responding in the psychology 
literature and has been identified as a major threat to the validity of research results (e.g., Arias et al., 2020; Huang, 
Liu, & Bowling, 2015; McGrath et al., 2010; Meade & Craig, 2012; Woods, 2006). If sufficiently many responses 
are careless, any knowledge drawn from these responses is potentially biased and at worst inaccurate. Considering 
the ubiquity of survey data in psychology together with the societal impact of the field, this can have dire conse-
quences for future research, policy decisions, and societal outcomes. For example, careless responding may inflate 
or deflate the effect size of an experimental manipulation, or even reverse the sign of the effect. Such over- or 
underestimation of the effectiveness of the manipulation may result in type I or type II errors in hypothesis testing 
(cf. Arias et al., 2020), possibly leading to inefficient or downright harmful policies, or effective policies not being 
implemented. Since careless responding is widely prevalent and suspected to be present in all survey data (Ward 
& Meade, 2023), it is broadly recommended to screen survey data for careless responses (e.g., Arias et al., 2020; 
Huang, Liu, & Bowling, 2015; Meade & Craig, 2012), for which a plethora of different methods exist (see, e.g., tab. 
1 in Arthur et al., 2021, for an overview). Effective screeners for careless responding are of particular relevance in 
social and personality psychology, as accurately identifying careless respondents is essential for understanding the 
psychological processes that drive participants to respond carelessly. For instance, careless responding has been 
linked to personal characteristics (e.g. Kim, Dykema, et al., 2018) and personality traits (e.g., Bowling et al., 2016). In 
turn, enhanced psychological understanding of careless responding can lead to further improvement of screeners for 
careless responding. While machine learning methods have not received much consideration in the literature on the 
identification of careless responding, their potential for this task has recently been pointed out in a review paper by 
Arthur et al. (2021), with pioneering studies being conducted by Schroeders et al. (2022) and Welz and Alfons (2023).

In machine learning, there is a distinction between supervised and unsupervised learning (e.g., Hastie et al., 2009). 
Supervised learning algorithms aim to predict a response variable of interest. The data are split into a training set and 
a test set, with the algorithm learning predictive relationships on the training set, and the test set being used to eval-
uate predictive performance (i.e., to compare the predictions with the observed outcomes). Unsupervised learning, 
on the other hand, is exploratory in nature, and corresponding algorithms are trained on the full data set. There is no 
observed response variable, hence it is not possible to evaluate predictions on a test set. For instance, regression and 
classification are supervised learning tasks, whereas clustering is an unsupervised learning task. In practice, identify-
ing careless responding is typically an unsupervised learning problem, since a researcher does not know in advance 
which respondents in a given survey are careless and which ones are not. Supervised learning techniques are only 
suitable subject to availability of training data with high-quality labels for careless respondents, for example, from an 
earlier survey containing the same items. Then, a supervised learning algorithm could be trained on the earlier survey 
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with labeled benchmark data sets, which would enable the 
evaluation of methods in a more realistic setting and make 
it possible to train supervised learning methods. Without 
such a data repository, the true potential of machine learn-
ing for the identification of careless responding may fail to 
be unlocked.

K E Y W O R D S
careless responding, guidelines, machine learning, open science, 
reproducibility, unsupervised learning
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ALFONS and WELZ

using the carelessness labels as the response variable, and the trained algorithm could be applied to the new survey 
to identify careless respondents. In a recent study, Schroeders et al. (2022) collect training data for supervised learn-
ing via an experimental manipulation, in which some participants are instructed to respond carelessly, whereas others 
are instructed to respond truthfully. However, Schroeders et al.  (2022) themselves question whether participants 
complied with those instructions, and Ulitzsch et al. (2022a, 2022b) further criticize that respondents who are being 
instructed to respond carelessly may not behave in a comparable manner to those displaying careless responding 
outside of such an experiment.

Machine learning in psychology has seen increasing popularity, for example, in personality assessment (Miotto 
et  al.,  2022), measuring emotions (Kleinberg et  al.,  2020), predicting depression (Fokkema & Strobl,  2020), and 
detecting differential item functioning (Strobl et al., 2015). Then again, other studies across various fields have crit-
icized science based on machine learning for a lack of reproducibility (e.g., Kapoor & Narayanan, 2022, and refer-
ences therein). Even before widespread adoption of machine learning, the reproducibility crisis in the social sciences 
has rightfully received widespread attention in the literature (e.g., Open Science Collaboration,  2015; Pashler & 
Wagenmakers, 2012). This begs the following fundamental question: If machine learning may amplify reproducibility 
issues, is it reasonable and responsible to explore this approach for the identification of careless responding? On 
the other hand, various open science practices have been proposed to address the reproducibility crisis (e.g., Miguel 
et al., 2014), such as registering preanalysis plans or sharing data and code from analyses, and we can draw from this 
experience.

In this paper, we discuss the benefits and risks of using machine learning for the detection of careless respond-
ing, and we outline how open science practices mitigate reproducibility issues with machine learning. We provide a 
proof-of-concept simulation experiment that illustrates the potential of machine learning in the context of careless 
responding, and we highlight relevant directions for future research. Moreover, we argue how open science practices, 
most notably building an open data repository of labeled benchmark data sets, are at the heart of solving persis-
tent issues due to careless responding. Finally, we provide researchers with recommendations for “good enough” 
practices.

2 | THE PHENOMENON OF CARELESS RESPONDING

Numerous definitions of careless responding exist in the literature, with likely the most commonly used definition 
being “a response set in which the respondent answers a survey measure with low or little motivation to comply with survey 
instructions, correctly interpret item content, and provide accurate responses” (Huang et al., 2012). An alternative defi-
nition is given by Ward and Meade (2023): “careless responding occurs when participants are not basing their response 
on the item content, and it can occur when a respondent does not read an item, does not understand an item, or is unmoti-
vated  to think about what the item is asking.”

The latter definition highlights that careless responding may not be intentional (e.g., Huang et al., 2012; Ward 
et al., 2017; Ward & Pond, 2015), such as participants misunderstanding an item due to poor or ambiguous word-
ing. For instance, items that combine multiple statements into one item (e.g., “How important is it to you to get good 
grades and please your parents?”; Gehlbach, 2015) or negatively-worded items may confuse survey participants due 
to increased difficulty of cognitive processing (Chyung et al., 2018; Gehlbach, 2015; Swain et al., 2008; Weijters 
& Baumgartner, 2012), resulting in a higher risk of careless responses. A more fundamental issue with traditional 
rating-scale items was raised by Uher  (2023), arguing that rating scales might be interpreted differently by each 
participant, which can lead to misinterpretation and, in turn, responses that fall under the definition of careless 
responses even though the intention behind such responses is not actually careless. In general, deficiencies in survey 
design can precipitate careless responding, therefore survey designers should write precise, clear, and unambiguous 
questions, avoid vagueness, use simple, clear, and neutral language (e.g., Stantcheva, 2022), and avoid excessively 
lengthy questionnaires to prevent carelessness due to survey fatigue (Berry et al., 1992; Bowling et al., 2021; Ward 
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ALFONS and WELZ

et al., 2017). Besides survey design, the literature has identified that careless responding is influenced by partici-
pant personality. For instance, Bowling et al.  (2016) find that conscientiousness, agreeableness, extraversion, and 
emotional stability are each negatively related to carelessness, while respondent disinterest (Meade & Craig, 2012) 
correlates positively with carelessness.

Careless responding is not to be confused with other types of response bias such as response faking (also known 
as dissimilation; Nichols et al., 1989), malingering (Berry et al., 1992), or socially desirable responding (Paulhus, 2002). 
These types of response bias are characterized by a respondent's intention to systematically misrepresent their true 
score for a certain scale—which requires careful content-dependent responding—while careless respondents do not 
have this intention since their responses are content-independent (cf. Ward & Meade, 2023).

To briefly address terminology, the term careless responding has first been used in Haertzen and Hill (1963), with 
frequently used synonyms being insufficient effort responding (Huang et al., 2012), content nonresponsitivity (Nichols 
et al., 1989), participant inattention (Maniaci & Rogge, 2014), inconsistent responding (Greene, 1978), protocol invalidity 
(Johnson, 2005), and random responding (e.g., Beach, 1989, although Schroeders et al., 2022, criticize this term for 
being a misnomer since carelessness can also emerge in non-random patterns).

2.1 | Characterization of careless responding

Ward and Meade (2023) categorize three major ways in which carelessness manifests: invariability, inconsistency, and 
fast responses. Invariability is characterized by identical patterns of responses, for example, 1-2-3-1-2-3. In the most 
extreme case, this boils down to straightlining, that is, always giving the same response (also known as longstring; 
Johnson, 2005). Inconsistent careless responses “do not match patterns that would be expected based on theoretical/
logical grounds or trends in the data” (Ward & Meade, 2023). Hence, such responses fail to meet an expected level 
of consistency. Often, inconsistent responding is characterized by choosing answer categories near-randomly, for 
instance near the scale endpoints (extreme responding; Bachman & O’Malley, 1984) or with equal probability across 
all categories. Fast responses are responses that have been given at such a speed that renders it arguably impossible 
that a respondent has “read, understood, and responded accurately to the survey items” (Ward & Meade, 2023). Indeed, 
impossibly fast responses have been found to be indicative of carelessness (e.g., Bowling et al., 2016, 2023; Huang 
et al., 2012; Meade & Craig, 2012; Wise & Gao, 2017). However, response times may only be indicative of care-
less responses if they are impossibly fast, since also attentive respondents may have relatively fast response times, 
thereby posing a risk of misclassification (Curran, 2016; Meade & Craig, 2012; Ulitzsch et al., 2022a).

Importantly, the line between attentive and careless responding can be blurry, in particular regarding inconsistent 
responses. For instance, so-called misresponses may occur in negatively-worded items if a participant inadvertently 
chooses an answer category opposite to their true beliefs due to superficial reading (e.g., Baumgartner et al., 2018). 
Another example is that participants may be attentive for the first few items but subsequently respond based on their 
overall impression of what the survey is measuring rather than the specific item content (e.g., Weijters et al., 2013).

2.2 | Prevalence and effects of careless responding

While careless responding is considered to be widely prevalent (Bowling et al., 2016; Curran, 2016; Meade & Craig, 2012; 
Ward et al., 2017; Ward & Meade, 2023; Ward & Pond, 2015), there does not seem to be a consensus about the 
level of carelessness prevalence. For instance, Curran (2016), Huang et al. (2012, 2015b), and Meade and Craig (2012) 
estimate the prevalence to be between 10% and 15% of survey participants, whereas others estimate it to be 3.5% 
(Johnson,  2005) or 46% (Oppenheimer et  al.,  2009). Either way, Ward and Meade  (2023) conjecture that careless 
responding is likely present in all survey data. There is evidence that already a small proportion of careless respondents 
of 5%–10% can jeopardize the validity of research findings through a variety of psychometric issues (Arias et al., 2020; 
Credé, 2010; Schmitt & Stults, 1985; Woods, 2006), such as reduced scale reliability (Arias et al., 2020) and construct 
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ALFONS and WELZ

validity (Kam & Meyer, 2015), attenuated factor loadings, improper factor structure, and deteriorated model fit in factor 
analyses (Arias et al., 2020; Huang, Bowling, et al., 2015; Woods, 2006), as well as inflated type I or type II errors in 
hypothesis testing (Arias et al., 2020; Huang, Liu, & Bowling, 2015; Maniaci & Rogge, 2014; McGrath et al., 2010; 
Woods, 2006). These psychometric issues are particularly relevant for social and personality psychology due to the 
widespread use of lengthy Likert-scale questionnaires, psychometric techniques such as reliability estimation, and statis-
tical models such as factor models. For instance, fundamental instruments like the NEO PI-R (Costa & McCrae, 1992) 
comprise 240 items, although Bowling et al. (2021) estimate via a latent growth curve analysis that if a researcher wants 
a minimum of 90% of participants to respond carelessly to no more than 5% of all items, the maximum number of items 
they should include in an online survey may be as small as 79. Therefore, it is plausible that carelessness prevalence 
in such lengthy questionnaires exceeds the levels of 5%–10% that are deemed problematic. Consequently, empirical 
research using such lengthy instruments should very carefully screen the collected data for careless responding.

2.3 | Identifying careless responding

One may distinguish between a-priori and post-hoc methods for the identification of careless responding. A-priori 
methods are based on certain items that are included in the survey before administration. The rationale is that atten-
tive participants respond in a very specific manner to such items, and deviating responses are suspected to be care-
less. Examples include self-report items (“Did you respond accurately and truthfully to all questions?”), instructed items 
(“Choose the middle answer category”), and bogus items (“I am paid biweekly by leprechauns”; Meade & Craig, 2012). 
Details on a-priori methods can be found in Meade and Craig (2012), while an evaluation and further discussion is 
provided in Curran and Hauser (2019).

A large number of post-hoc detection methods have been proposed in the literature, for instance consistency 
indicators such as psychometric synonyms and psychometric antonyms (Meade & Craig, 2012), longstring indices 
(Johnson, 2005), multivariate outlier analyses (e.g., Curran, 2016), or threshold values for response times (Bowling 
et al., 2023; Huang et al., 2012). Other detection methods rely on theoretical models, such as person-fit statistics 
that are based on item response theory (e.g., Drasgow et al., 1985; see Karabatsos, 2003, for an empirical comparison 
of person-fit statistics), structural equation models (e.g., Kim, Reise, & Bentler, 2018; Reise et al., 2016), or mixture 
models (e.g., Arias et al., 2020; Steinmann et al., 2022; Van Laar & Braeken, 2022). Specifically, Ulitzsch et al. (2022a) 
propose a mixture model based on item response theory that incorporates response times, and extend this approach 
in Ulitzsch et al. (2022b) to identify careless responding without requiring response times. The latter two methods are 
designed for identifying various careless response styles but are computationally very intensive.

Detailed overviews of common methods for the detection of careless responding, together with their strengths 
and weaknesses, are given in Arthur et al. (2021), Curran (2016), DeSimone et al. (2015), and Ward and Meade (2023).

3 | MACHINE LEARNING AS REMEDY TO CARELESS RESPONDING?

Machine learning is largely unexplored for the detection of careless responding, but its high potential for this purpose 
has been acknowledged in the literature. For instance, Arthur et  al.  (2021) envision that machine learning could 
detect careless responding in real-time in the foreseeable future.

In one of the few works available on the detection of careless responding via machine learning, Schroeders 
et al. (2022) study a gradient boosting approach (Friedman, 2002). As a supervised learning technique, gradient boost-
ing requires a-priori labels regarding which respondents are careless and which are not. In their experiment, Schroeders 
et al. (2022) therefore instructed one part of the participants to respond carelessly and another to respond truthfully. 
They find that neither gradient boosting nor any of the considered traditional methods achieves satisfactory perfor-
mance in distinguishing these two groups, as for instance at most 19% of the flagged careless respondents were in fact 
instructed to be careless. In their discussion, the authors express doubts whether participants in both groups complied 
with the instructions. This highlights one limitation of using an experimental manipulation to collect training data for 
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ALFONS and WELZ

supervised learning techniques for the detection of careless respondents, as incorrectly labeled participants are detri-
mental to the performance of such algorithms (cf. Cannings et al., 2020). Ulitzsch et al. (2022a, 2022b) discuss further 
limitations of this experimental approach, most notably that it hinges on the assumption that respondents instructed to 
perform carelessly behave comparably to careless respondents in out-of-lab conditions. Indeed, it seems plausible that 
careless responding stems from an intrinsic state-of-mind rather than being a conscious action that can be instructed.

In a typical survey, it is not known a-priori which respondents are careless, so that the identification of careless 
respondents constitutes an unsupervised learning problem. As careless responding manifests in various distinct ways 
(see Section 2.1), different unsupervised learning techniques may be necessary to detect different types of careless 
responses. For instance, autoassociative neural networks (autoencoders; Kramer, 1992) were originally developed to 
separate signal from noise in electrical engineering and signal processing applications. Autoencoders compress the 
data to a lower-dimensional representation while preserving as much information as possible, so that random noise is 
filtered out in the compression. They may therefore be particularly suited to identify inconsistent careless responses, 
which Ward and Meade (2023) hypothesize to be the most prevalent form of careless responding.

The flexibility of machine learning methods is the key for their often excellent performance, but this flexibility 
comes at a cost. Machine learning approaches rely on hyperparameters, which need to be carefully selected by the 
researcher prior to training the algorithm, or whose optimal values are determined during training by searching over 
a pre-specified grid of candidate values. The use of machine learning methods without due care has therefore been 
criticized in the literature for yielding results that are not reproducible. An overview of relevant studies is provided by 
Kapoor and Narayanan (2022). While these studies investigate machine learning in other contexts, similar concerns 
apply when using machine learning techniques for the detection of careless responding. However, much of the liter-
ature on reproducibility of machine learning is focused on supervised learning. Kapoor and Narayanan (2022) trace 
reproducibility issues back to incorrect use of machine learning techniques, resulting in so-called data leakage. Most 
forms of data leakage identified by those authors stem from issues with the test set, for example, the training and 
test sets not being completely disjoint samples (which causes inflated estimates of prediction performance). Such 
concerns are not applicable in unsupervised learning. A form of data leakage that is also relevant for unsupervised 
learning is the use of variables that are not legitimate, for example, variables that are not available to the researcher 
at the time of conducting the analysis. For detecting careless responses, such issues can be avoided by using only the 
survey responses to train the algorithm, as well as legitimate auxiliary information like response times.

While data leakage is less of an issue, the flexibility of machine learning methods through the selection of hyper-
parameters remains a concern for unsupervised learning techniques (see also, e.g., Valtonen et al., 2024). It is well 
known that flexibility in data analysis can be abused by researchers to show whatever they want to show (Simmons 
et  al.,  2011). In line with, for example, Simmons et  al.  (2011) and Valtonen et  al.  (2024), the key to overcoming 
potential reproducibility issues is transparency. Researchers should be transparent in reporting, even if no careless 
responses are detected, and provide replication files that include all preprocessing for computational reproducibility. 
Regarding the former, researchers should clearly report which methods are used for detecting careless respond-
ents, how those methods were trained, and what they did with the respondents that were detected as careless (cf. 
Valentine et al., 2021, for a discussion on the reporting of outliers). Some studies suggest the adoption of checklists 
(e.g. Kapoor & Narayanan, 2022; Mitchell et al., 2019; Mongan et al., 2020), in which authors are asked to address 
specific points or questions in order to ensure correct and reproducible use of machine learning. Regarding compu-
tational reproducibility, machine learning methods are well suited. Although some machine learning methods can be 
accessed via point-and-click interfaces in software such as SPSS (IBM Corp, 2022), most machine learning implemen-
tations require the use of code for programming languages such as R (R Core Team, 2022) or Python (Van Rossum 
and Drake, 2009). Sharing such code in the form replication files on platforms such as the Open Science Framework 
(https://osf.io/) or GitHub (https://github.com/) is minimal effort for researchers.

Finally, when applying machine learning for detecting careless responses, researchers should focus on methods 
that are appealing from a conceptual point of view, and they should give sufficient thought to the selection of hyperpa-
rameters. Specifically, we recommend researchers to consider whether certain hyperparameters can be selected based 
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ALFONS and WELZ

on subject-matter knowledge rather than via computational procedures based on trial-and-error of several values. For 
instance, surveys in psychology typically collect information on various constructs, with the number of included scales 
being known to the survey designer (e.g., 30 facet scales in the revised NEO Personality Inventory; Costa & McCrae, 1992). 
Consider the aforementioned example of autoencoders (Kramer, 1992), which are illustrated in Figure 1. Autoencoders 
are conceptually appealing for multi-scale surveys, as they are based on a low-dimensional representation of the data 
and can be viewed as a non-linear generalization of principal component analysis (Kramer, 1991). The dimension of this 
low-dimensional representation is a hyperparameter of the autoencoder (i.e., the number of nodes in the bottleneck layer 
shown in Figure 1), which could be set equal to the number of scales included in the survey (cf. Welz & Alfons, 2023).

4 | PROOF-OF-CONCEPT

In order to gain insight into whether machine learning is a promising approach for identifying careless respondents, 
we conduct a small simulation experiment. The computations are performed in R version 4.2.2 (R Core Team, 2022) 
and Python version 3.8.10 (Van Rossum and Drake, 2009). Replication files are available from https://github.com/
mwelz/OpenScienceML_Replication.

4.1 | Data generation

We simulate rating-scale data sets consisting of responses of n  =  400 participants to p  =  240 items, with each 
item providing 5 Likert-type answer categories (anchored by 1 = “strongly disagree” and 5 = “strongly agree”). This 
hypothetical survey measures q = 30 constructs, each of which is measured by a scale of eight items. The correla-
tions between items within the same scale are randomly drawn from the interval [0.4, 0.6], while items from differ-
ent scales are uncorrelated. 1 Based on these random correlation matrices, the Cronbach's α values of the scales 
range between 0.869 and 0.905 across the 1000 repetitions. 2 All eight items within a given scale follow the same 
response probability distribution. We consider three distinct types of distributions for the different scales: centered 
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F I G U R E  1   Illustrative example of an autoassociative neural network (autoencoder; Kramer, 1992) with input 
variables xxx1, . . . ,xxx4. In such a network, the outcome variables are identical to the input variables. The network 
architecture consists of several layers, with each layer containing a certain number of nodes. In each node, a 
so-called activation function is applied to a linear combination of the nodes from the previous layer. The nodes 
in the bottleneck layer yield low-dimensional representations (here A ẑzz

1
 and A ẑzz

2
 ) of the data from the input layer, 

while the output layer provides reconstructions in the original dimension (here A x̂xx
1
, . . . , x̂xx

4
 ). The network is fitted by 

minimizing the reconstruction error according to a certain loss function.
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ALFONS and WELZ

about the midpoint, skewed towards agreeing, and polarizing (likely to agree or to disagree). Table 1 lists the specific 
response  probability distributions. Each of the three distributions is used in 10 scales, resulting in the aforementioned 
total of 3 × 10 × 8 = 240 items. We reverse half the items (four negatively-worded items per scale) and randomize the 
order of the items, with the same order being used for all participants.

Subsequently, we select a certain percentage of participants to be careless respondents. We refer to this percent-
age as the carelessness prevalence, which we set to 5%, 10%, 15%, 20%, 25%, and 30% of respondents, respectively. 
For each of the selected careless respondents, we replace the responses from a certain item onward by careless 
responses. This reflects the sentiment that careless respondents tend to be attentive at first but become careless 
at some point in the survey due to, for example, boredom or fatigue (Bowling et al., 2021; Galesic & Bosnjak, 2009; 
Gibson & Bowling, 2020; Ward & Meade, 2023). More precisely, for each careless respondent, we randomly select a 
carelessness onset item between the first and 192nd item (which corresponds to 80% of all items). From this onset 
item onward, we draw the responses with equal probability from the five answer categories. That is, we focus on a 
specific type of inconsistent careless responses (see Section 2.1).

4.2 | Methods

Among machine learning methods, autoencoders (Kramer,  1992) are conceptually appealing for the detection of 
inconsistent careless responding, as they are designed to filter out noise from the data (see Section 3). The network 
architecture of an autoencoder is illustrated in Figure 1. An autoencoder learns patterns in the data, such as consist-
ent response patterns of attentive respondents. That is, an autoencoder compresses the observed responses to a 
latent low-dimensional representation and reconstructs the responses again via the learned patterns. 3 Responses 
that are reconstructed well indicate that the autoencoder has successfully learned the internal structure that under-
lies these responses. Conversely, responses that cannot be reconstructed well indicate that such responses are inher-
ently different from the underlying structures learned by the autoencoder. This applies to inconsistent responding, 
for which internal structure is largely absent. Consequently, poor reconstruction performance is expected for incon-
sistent careless responding. To map the reconstructed responses into participant-level scores, we follow Hawkins 
et  al.  (2002) and compute the mean squared reconstruction error (MSRE) for each participant by averaging the 
squared reconstruction errors (scaled by the range of the answer categories) over the p items:

MSREi =
1
p

p

∑
j=1

(
xij− x̂ij
Lj−1

)2
, i= 1, . . . ,n,�

where xij denotes the response of the ith participant to the jth item, A x̂
ij
 the corresponding reconstruction from the 

autoencoder, and Lj the number of answer categories for the jth item. A large MSRE may be an indication that the 
participant engaged in inconsistent careless responding.

We compare the autoencoder to several benchmark methods that are recommended in the behavioral science 
literature (Arthur et al., 2021; Curran, 2016; DeSimone et al., 2015; Goldammer et al., 2020; Ward and Meade, 2023): 
Mahalanobis distances (Mahalanobis, 1936), personal reliability (Jackson, 1976; see Johnson, 2005, for a descrip-
tion), psychometric synonyms (Meade & Craig, 2012), intra-individual response variability (IRV; Dunn et al., 2018; 

8 of 21

Type of distribution P [X = 1] P [X = 2] P [X = 3] P [X = 4] P [X = 5]

Centered 0.15 0.20 0.30 0.20 0.15

Skewed 0.10 0.15 0.20 0.25 0.30

Polarizing 0.30 0.175 0.05 0.175 0.30

Note: The random variable X denotes the response to an item with five Likert-type answer categories (1 = “strongly 
disagree”, 2 = “disagree”, 3 = “neither agree nor disagree”, 4 = “agree”, 5 = “strongly agree”).

T A B L E  1   Response probability distributions of items within the corresponding scales.
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ALFONS and WELZ

Marjanovic et al., 2015), and the lz person-fit statistic for polytomous items (Drasgow et al., 1985). 4 These methods 
are comparable to the autoencoder in that they also compute certain scores for the respondents that are intended to 
reflect the level of carelessness, which we call carelessness scores.

Typically, an observation is considered a potential careless respondent if its carelessness score exceeds a certain 
threshold value. However, we evaluate the methods in a way that provides more complete insights into the intrin-
sic ability of methods to distinguish careless respondents from the remaining observations, irrespective of specific 
choices for the threshold values (cf. Curran & Denison, 2019, who argue that one should avoid that a method is 
favored simply because better threshold values have been developed). Intuitively, a method performs well if the most 
extreme carelessness scores are found predominantly in true careless respondents. This notion is operationalized in 
so-called recall curves, which visualize how many true careless respondents are recovered among the first k observa-
tions with the highest or lowest carelessness scores (depending on the method), for varying values of k. That is, the 
observations are first sorted according to the carelessness scores in descending order (autoencoder, Mahalanobis 
distances, IRV) or ascending order (personal reliability, psychometric synonyms, lz person-fit). Then we compute how 
many careless respondents are included among the first k observations, and we divide by the total number m of 
careless respondents. To construct the recall curve, this is computed for all values of k = 0, …, n. Recall curves are 
monotonically increasing and will for some k attain the maximum value of 1, as increasing k eventually exhausts the 
entire sample, which naturally includes all m careless respondents. The quicker a recall curve reaches a value close to 
1, the better the corresponding method performs.

For a given data set, we apply the six considered methods and compute the respective recall curves. We repeat 
this procedure for the 1000 simulated data sets and report average recall curves across repetitions.

4.3 | Results

Figure 2 shows the recall curves of the six compared methods for various prevalence levels of careless responding. 
For comparison, a solid black reference line illustrates an ideal recall curve for hypothetical carelessness scores that 
rank the m true careless respondents before any other participants. The closer a method comes to that reference line, 
the better its detection performance. We stress that our findings are limited to the specific simulation design with 
only one type of inconsistent careless respondents.

The autoencoder yields the best performance with recall curves being quite close to the respective ideal recall 
curves, which indicates that it succeeds in assigning the highest carelessness scores predominantly to the care-
less respondents. Mahalanobis distances are the closest competitor, although there is a clear drop in performance, 
followed by the lz person-fit and personal reliability. Psychometric synonyms perform rather poorly, with perfor-
mance further deteriorating for increasing prevalence level. Even though the careless responses are generated by 
selecting response categories completely at random, that variability is not high enough to get picked up by IRV. 
Actually, the fact that the recall curves of IRV lie below a hypothetical diagonal line is an indication that IRV performs 
worse than randomly labeling respondents as careless.

4.4 | Additional simulations, discussion, and limitations

Since the design of our simulation experiment is somewhat stylized, we investigated variations of this baseline design, 
in which we (i) use various correlation structures between the items, (ii) draw the onset item for careless respond-
ing only from a later part in the survey, and (iii) generate different types of careless respondents. The simulation 
designs and results are described in detail in our GitHub repository containing the replication files: https://github.
com/mwelz/OpenScienceML_Replication.

In the following summary of our findings, we focus on the autoencoder and its closest competitors Mahalanobis 
distances and the lz person-fit. Across the investigated correlation settings, the autoencoder performs outstandingly, 
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ALFONS and WELZ

although it is not always the best method. In a setting with low correlations within the scales, the lz person-fit 
performs best, but it is clearly outperformed by the autoencoder for moderate to high correlations within the scales. 
In a setting with nonzero correlations between scales, Mahalanobis distances perform best, but the gap to the auto-
encoder decreases with increasing carelessness prevalence. Also in other designs, the performance of Mahalanobis 
distances deteriorates with increasing prevalence, while the autoencoder remains stable across prevalence levels. 
In the variation of the design with a careless onset later in the survey, the autoencoder yields the best performance 
by a considerable margin. In the variation of the design with another type of inconsistent careless responding, the 
autoencoder performs near perfectly, as do Mahalanobis distances. As can be expected since the autoencoder is 
designed to filter out random noise from the data, it does not work well for the two investigated types of invariable 
careless respondents, but neither do Mahalanobis distances or the lz person-fit. 5

To summarize, the autoencoder outperforms the benchmark methods regarding the identification of inconsistent 
careless respondents, whereas the benchmark methods exhibit more variability in their performance across simula-
tion designs. Moreover, the excellent performance of the autoencoder remains stable for relatively high prevalence 
of careless responding. This is a desirable property, as the level of prevalence may increase with survey length (cf. 
Bowling et al., 2021). Nevertheless, we emphasize that these results should not be mistaken for conclusive evidence 
that autoencoders are superior to existing methods, as the limited number of simulation designs does not suffice to 
draw general conclusions. We do not aim to make a specific methodological contribution about the use of autoen-
coders, rather we use the autoencoder as an example to highlight the potential of machine learning for the detec-
tion of careless responding. Furthermore, it is worth pointing out that the sample size of n = 400 is quite typical 
nowadays for surveys in psychology, and that our results indicate that machine learning methods may work well in 
such sample sizes, even for a relatively high ratio of items to observations (p = 240). Finally, a general limitation of 
our simulations is that it is unclear how our findings generalize to empirical settings, where data are more noisy and 
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F I G U R E  2   Recall curves of the six compared methods for various prevalence levels of careless responding in 
a simulated survey with n = 400 participants and p = 240 items, averaged across 1000 repetitions. A solid black 
reference line illustrates the best possible recall curve that can be achieved in each setting.

 17519004, 2024, 2, D
ow

nloaded from
 https://com

pass.onlinelibrary.w
iley.com

/doi/10.1111/spc3.12941 by E
rasm

us U
niversity R

otterdam
 U

niversiteitsbibliotheek, W
iley O

nline L
ibrary on [11/03/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



ALFONS and WELZ

careless responding is more fuzzy, making the latter harder to detect (cf. Meade & Craig, 2012). Accordingly, our 
simulation experiment should be viewed as a proof-of-concept that machine learning is a promising direction for 
further research on the identification of careless responding.

5 | WHERE DO WE GO FROM HERE?

In the previous section, we compared various methods for identifying careless respondents on simulated data. While 
such data have the attractive property that the researcher knows the ground truth, they are necessarily rather styl-
ized. That is, in the context of careless responding, the researcher needs to make simplified assumptions on the data 
generating processes of attentive responses and careless responses. While one should try to be somewhat realistic 
in those assumptions, it is impossible to translate the complex and intricate nature of human responses into tractable 
code for a simulation experiment. In empirical data collected from surveys, on the other hand, the researcher simply 
does not know the ground truth as to which participants responded carelessly. This begs the question: How can we 
study methods for identifying careless respondents in a more realistic setting?

5.1 | Building an open data repository

The answer may be simple, but its implementation certainly is challenging: building an open data repository with data 
sets in which careless respondents are labeled. An example of a popular benchmark data base in empirical psychology 
is the Eugene-Springfield Community sample (ESCS; Goldberg, 2008), which is publicly available in the Harvard Data-
verse (https://dataverse.harvard.edu/dataverse/ESCS-Data). The fact that the ESCS is publicly available and easily 
accessible has arguably contributed to it being a popular benchmark data base for testing novel psychometric meth-
ods. In the same spirit, we envision an easily accessible repository of benchmark data sets for testing methods for the 
identification of careless respondents. For common instruments such as the revised NEO Personality Inventory (NEO 
PI-R; Costa & McCrae, 1992), sharing data allows to establish specific benchmark data sets from different popula-
tions. Ideally, labels for careless respondents are then established through scientific consensus. That is, if researchers 
are transparent about the identification of careless respondents and share the relevant code, over time meta-analyses 
can be conducted, which together with manual inspection by subject-matter experts may lead to a consensus about 
which respondents can be considered careless in certain benchmark data sets.

Nevertheless, as scientific consensus is a lengthy process, we advocate for a more concerted approach. To 
emulate the process, many labs studies (Klein et al., 2014) may be fruitful for creating labels for careless respondents 
in specific data sets: many teams of researchers screen the same data set for careless respondents yielding many sets 
of labels, and a smaller team of subject-matter experts performs the meta-analysis and manual inspection to deter-
mine a final set of labels (e.g., to reduce likely false positives). For smaller teams of researchers, a multiverse analysis 
(Steegen et al., 2016) may be a suitable alternative for constructing labels in a similar fashion. Although the resulting 
labels should not be confused with the ground truth about which respondents are careless, we conjecture that labels 
of a high enough quality can be established to allow for the evaluation of newly-developed methods on realistic data 
sets in future research.

In addition to labeled benchmark data sets, this open data repository may also contain a collection of simula-
tion protocols from which researchers can choose for further evaluation of methods. While simulation experiments 
permit researchers to know the true careless respondents but on stylized data, benchmark data sets would provide 
realistic data, but with some uncertainty left regarding the labels of careless respondents. Evaluating methods via 
simulation experiments and on benchmark data sets may therefore offer complementary insights in order to find 
the best performing methods. Similarly, recommendations for the values of hyperparameters (or suitable ranges of 
values) can be developed for specific machine learning methods through such a thorough evaluation. This reduces 
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ALFONS and WELZ

researcher degrees of freedom in the application of machine learning, which may increase reproducibility (cf. Simmons 
et al., 2011).

5.2 | Supervised learning revisited

While benchmark data sets with high-quality labels allow researchers to evaluate methods for identifying careless 
respondents on realistic data, we argue that they offer another, far greater benefit: they make it possible to train 
supervised learning methods. As discussed in Section 3, a previous study on supervised learning in the context of 
careless responding by Schroeders et  al.  (2022) collected labeled training data via an experiment in which some 
participants were instructed to respond carelessly and others to respond truthfully. Besides relying on participants to 
follow instructions, such an experimental manipulation has the further drawback that it may influence the observed 
response behavior: it is doubtful whether participants who are instructed to respond carelessly behave in a way that 
resembles intrinsic careless responding behavior (Ulitzsch et al., 2022a, 2022b). Hence, such an experimental manip-
ulation does not seem to be a suitable approach for obtaining labeled training data for supervised learning. On the 
contrary, careless responding behavior is not influenced when labels are created post-hoc as outlined in the previous 
section.

When trained on data with high-quality labels, supervised learning methods offer various advantages over unsu-
pervised learning methods. First, in principle any supervised learning method can be trained to detect various types 
of careless responding, possibly all types that are present in the training data. This is not evident for unsupervised 
learning methods, and certain unsupervised methods may only be able to identify specific types of careless respond-
ing (cf. our results for the autoencoder from Section 4.4). Second, through the use of additional (expert) knowledge 
in the form of labels, supervised learning methods may require fewer observations in training than unsupervised 
learning methods to effectively distinguish between careless and attentive respondents.

As outlined in Section  5.1, subject-matter knowledge and manual inspection may play an important role in 
constructing labels of high quality, which is time consuming and may not always be feasible. Even without such a step 
to construct a final set of labels, the availability of various sets of labels from a many labs study (Klein et al., 2014) or a 
multiverse analysis (Steegen et al., 2016) offers other possibilities in that it allows to study supervised learning meth-
ods under uncertainty with respect to the labels. That is, a supervised learning method could be trained on different 
labels and the resulting predictions for classifying new observations could be aggregated across the different trained 
algorithms to accommodate label uncertainty.

Many supervised learning methods, such as gradient boosting (Friedman, 2002), random forests (Breiman, 2001), 
or basic forms of neural networks (e.g., Hastie et al., 2009, Chapter 11), require that all observations have information 
on the same input variables. Consequently, such methods need to be trained for specific surveys. For instance, if 
labeled benchmark data sets are available for the NEO PI-R instrument (Costa & McCrae, 1992), they can be used to 
train a supervised learning algorithm. This pretrained algorithm can then be made publicly available. If a researcher 
collects new data for the NEO PI-R instrument, they can easily apply the pretrained algorithm to identify careless 
respondents. Note that applying a pretrained algorithm to new data from a potentially different domain is known as 
transfer learning (e.g. Weiss et al., 2016), and that using a pretrained algorithm implies that the researcher no longer 
has any degrees of freedom regarding the hyperparameters. Furthermore, it avoids any reproducibility issues that 
stem from data leakage (see Section 3, as well as Kapoor & Narayanan, 2022).

This approach may be suitable for commonly used instruments such as NEO PI-R, but it has practical limitations 
given the vast number of instruments used in psychology. However, there exist advanced types of neural networks 
that can work with different input dimensions (e.g., Hochreiter & Schmidhuber, 1997; Vaswani et al., 2017), which 
have been highly successful, for example, in the field of natural language processing. One example is the popular 
text generation tool ChatGPT (OpenAI,  2023), which can take prompts of any length to generate the requested 
text. It may be possible to train such advanced neural networks on labeled benchmark data sets from a variety of 
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ALFONS and WELZ

instruments, so that the pretrained algorithm can then be used to identify careless respondents in newly collected 
data from surveys of any number of items.

While the possibilities are enticing, there are limitations to using pretrained supervised learning algorithms that 
need to considered. As careless and attentive response behavior may differ between populations, labeled training 
data from various populations are necessary. Otherwise, the response behavior on the newly collected data (in which 
careless respondents should be identified) may be too different from the training data to achieve good performance. 
In the latter example of an advanced neural network that is trained on various surveys, further limitations apply. 
Response behavior may not only differ between populations, but they may also depend on context and survey char-
acteristics such as length and item homogeneity (Ulitzsch et al., 2022b). Hence, the training data may need to come 
from a relatively large number of surveys to cover enough range of possible response behaviors.

Although these limitations imply that pretrained supervised learning algorithms for the identification of careless 
responding are likely still years away from practical use in empirical research, we argue that supervised learning is 
nonetheless an exciting playground for future methodological research. Pretrained supervised learning algorithms 
could be revolutionary for identifying careless respondents, but their potential can only be unlocked through an 
extensive repository of open benchmark data sets.

6 | “GOOD ENOUGH” PRACTICES FOR RESEARCHERS

Similar to general guidelines on data analysis (Simmons et al., 2011) and outlier handling (Valentine et al., 2021), 
transparency is key for avoiding pitfalls with respect to reproducibility, even if no careless respondents are identified. 
Accordingly, Table 2 provides a minimal checklist for “good enough” practices in using machine learning to identify 
careless respondents. Where possible, we recommend motivating choices regarding the specific machine learning 
methods and their hyperparameters by subject-matter knowledge. If the latter is not feasible, hyperparameter values 
may be set based on recommendations in the literature, but cross-validation (e.g., Hastie et al., 2009, Chapter 7)  may 
be preferable. 6 If cross-validation is used, details such as the number of folds and the loss function should be reported. 
In addition, researchers should clearly describe the decision rules together with the threshold values that will be used 
to identify respondents as careless, and how identified careless respondents will be treated for subsequent data anal-
ysis. Ideally, these strategies are detailed during preregistration of the study (see Hardwicke & Wagenmakers, 2022, 
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Stage Recommendation

Study planning Choose methods that are conceptually appealing and report the motivation for your choices.
Example: Autoencoders are well suited to detect inconsistent careless responding in surveys 

containing multiple scales, as they are designed to filter out noise by compressing the 
data to a low-dimensional representation.

Study planning If possible, select values of hyperparameters by subject-matter knowledge and report 
your reasoning. Otherwise provide justification based on literature, or report the 
cross-validation strategy that will be used to determine the hyperparameter values.

Example: The number of nodes in the bottleneck layer of the autoencoder corresponds to 
the dimension of the low-dimensional representation of the data, hence it is set to the 
number of scales in the survey.

Study planning Report decision rules and threshold values for identifying careless respondents.

Study planning Report how any identified careless respondents will be treated for further analysis.

Study planning Preregister the study or submit it as a registered report.

Study execution Report which (or how many) respondents are identified as careless, or if no careless 
respondents have been found.

Post-study Share replication files and report which software versions have been used in the analysis.

T A B L E  2   Checklist for “good enough” practices in machine learning for the identification of careless 
respondents.
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ALFONS and WELZ

for an introduction to preregistration) or, alternatively, in a registered report (see, e.g, Kiyonaga & Scimeca, 2019, 
for practical considerations on registered reports). After the analysis, researchers should report which (or how many) 
participants were identified as careless respondents, or if no careless respondents have been found. If space in the 
paper is limited, all of these details should be given, for example, in an online supplement.

Moreover, the use of machine learning methods should always go hand in hand with sharing data and code in the 
form of replication files. We thereby emphasize an old idea of Knuth (1984) with respect to writing code: “Instead of 
imagining that our main task is to instruct a computer what to do, let us concentrate rather on explaining to human beings 
what we want a computer to do.” While researchers may be reluctant to share their code if they feel that the code is 
not efficient or pretty enough, we argue that such fears are unwarranted. As psychologists or data analysts, we are 
not expected to be expert programmers—the code just needs to get the job done. Sharing code in any form is always 
preferred to not sharing code at all. Rather than being concerned with efficiency or prettiness, researchers should 
focus their efforts on making the code more understandable for fellow researchers (or their future selves, if they need 
the code again after a number of months or years). We recommend interspersing code with plenty of comments that 
explain in easily understandable language what is done and, more importantly, why it is done. Furthermore, authors 
should state which software versions they used for the analysis, as software may change over time.

On a final note, as this paper is focused on the identification of careless respondents, we mostly refer to Arthur 
et al.  (2021) for recommendations on how to handle respondents that are identified as careless. Nevertheless, we 
emphasize that binary decisions by the researcher on whether or not to remove identified careless respondents 
are bound to cause issues, not just regarding reproducibility but also with respect to the validity of the subsequent 
statistical analyses. In particular in social and personality psychology, removing careless respondents leads to a biased 
sample, as careless responding is linked to person characteristics and personality (see Ulitzsch et al., 2022a, for a 
detailed discussion and references). In the more general context of outliers, removing outliers has been shown to 
invalidate statistical theory, therefore distorting confidence intervals and inflating rejection rates in hypothesis testing 
(Chen & Bien, 2020; Karch, 2022). Alternatively, robust methods should be considered, which are designed to be  influ-
enced less by individual observations and to give reliable results even when outliers are present in the sample (see, e.g. 
Maronna et al., 2018, for a technical overview of robust methods). An outlook on robust methods in psychometrics is 
given in Mair (2018), while a specific example in the context of mediation analysis is provided by Alfons et al. (2022). 
However, while robust methods for general types of outliers are well studied, further research is necessary regarding 
their behavior in the presence of careless responding. Hence, a more detailed discussion on robust statistical meth-
ods is out of scope for this paper. Another alternative to binary decisions about excluding careless respondents is to 
use weighted two-step estimation approaches (e.g., Hong & Cheng, 2019; Ulitzsch et al., 2023b). In the first step, a 
weight is determined for each respondent such that a low weight reflects a higher confidence that the respondent is 
careless. In the second step, these weights are applied in subsequent analysis so that careless respondents contribute 
less to the estimates. For a general discussion on such procedures for downweighting careless respondents, we refer 
to Ulitzsch et al. (2023a, 2023b). A disadvantage of this approach is that standard errors and hypothesis tests in the 
second step do not incorporate the uncertainty from obtaining the weights in the first step. On the other hand, the 
weights in the first step can be based on carelessness scores from machine learning methods, 7 which has the advan-
tage that no threshold value needs to be selected to determine which respondents are considered careless. Hence, 
such a weighted two-step estimation approach may still be appealing when detecting careless responding via machine 
learning. Nevertheless, we are not aware of any studies on using carelessness scores from machine learning methods 
in two-step downweighting procedures, hence further research is needed on this approach.

7 | DISCUSSION

Taking an open science perspective, we discussed the potential and the pitfalls of machine learning approaches for 
the identification of careless respondents. We analyzed possible causes of reproducibility issues, and we stressed 
the importance of transparency and open science practices as a remedy. Results from a proof-of-concept simulation 
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experiment indicate that this may be a fruitful direction for further research. Looking ahead, we outlined how building 
an open data repository of labeled benchmark data sets is instrumental in advancing this area of research. Finally, we 
provided a checklist for “good enough” practices in the application of machine learning for the detection of careless 
respondents, with a focus on how to avoid reproducibility issues.

While a large part of the literature on careless responding is focused on the identification of careless responding as 
a preprocessing step for further analysis of survey data (e.g., Arias et al., 2020; Arthur et al., 2021; Ward & Meade, 2023), 
careless responding is an interesting phenomenon to study in its own right. As such, machine learning methods for iden-
tifying careless responding can also be viewed as tools for exploratory data analysis rather than preprocessing tools. We 
believe that it is in this role that machine learning methods can lead to important contributions to the field of social and 
personality psychology. Accurate tools for identifying careless respondents open the door for building new theory and 
designing new experiments, for instance linking careless responding to personality traits (e.g. Bowling et al., 2016). In turn, 
a better understanding of the phenomenon of careless responding can help further improve methods for its identification.

Moreover, the existing literature is largely concerned with identifying which respondents are careless, and this 
paper is no exception. However, for instance Ward and Meade (2023) deem it rare that carelessness occurs for all 
items. As careless responding is likely linked to survey fatigue (e.g., Bowling et al., 2021), careless responding may 
occur only in a subset of items, most notably in items towards the end of the survey. For this reason, Welz and 
Alfons (2023) use machine learning to identify the onset of careless responding, that is, the point in a survey from 
which onward participants respond carelessly (if such a point exists). This approach can be developed further into 
a tool for monitoring in real-time whether participants become careless, which could be directly incorporated into 
survey software. For example, the corresponding participants could then be given an intervention in order to refocus 
their attention, which may improve the quality of the collected data. Detecting careless responding in real-time could 
furthermore help identify potential flaws in the survey design during pretesting. For instance, items at which careless 
responses accumulate might be improperly worded, or having many participants start responding carelessly from 
some point onward could indicate excessive survey length. Consequently, not only could data quality be improved, 
but also the quality of survey design by detecting and fixing potential design flaws. It follows that machine learning 
methods may not only serve as potentially powerful screeners for careless responding, but may also offer solutions 
to persisting problems with data quality in survey-based research in psychology.

Arthur et al.  (2021) already envisaged that artificial intelligence and machine learning tools to detect careless 
responding in real-time could exist in the foreseeable future. In this paper, we draw up a roadmap for the required 
research. Crucially, it all hinges on open science practices: without transparency and open data, we may not get there.
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ENDNOTES
	 1	 If the resulting matrix is not positive semidefinite, we find the nearest positive definite matrix via function nearPD() in the 

R package Matrix (Bates et al., 2023).

15 of 21

 17519004, 2024, 2, D
ow

nloaded from
 https://com

pass.onlinelibrary.w
iley.com

/doi/10.1111/spc3.12941 by E
rasm

us U
niversity R

otterdam
 U

niversiteitsbibliotheek, W
iley O

nline L
ibrary on [11/03/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://orcid.org/0000-0002-2513-3788
https://orcid.org/0000-0002-2513-3788
https://orcid.org/0000-0003-2945-1860
https://orcid.org/0000-0003-2945-1860


ALFONS and WELZ

	 2	 We use function genOrdCat() from the R package simstudy (Goldfeld & Wujciak-Jens, 2022) to generate the data. With 
this function, supplied target values for the correlations only hold approximately on the population level, hence the same 
applies to the Cronbach's α values.

	 3	 Regarding the hyperparameters, we set the number of nodes in the mapping and demapping layers equal to 1.5 × p, where 
p = 240 is the number of items in the survey. The number of nodes in the bottleneck layer corresponds to the dimension 
of the latent low-dimensional representations and is therefore set to the number of scales q = 30 in the survey. Follow-
ing Kramer (1992), we use nonlinear activation functions for the mapping and demapping layers, namely the hyperbolic 
tangent tanh(x) = 2/(1 + exp(−2x)), and the linear activation function identity(x) = x in the bottleneck layer. For training the 

algorithm, we use the robust pseudo Huber loss function A loss(x) = δ
2

(√
1+ (x/δ)2 −1

)
 with δ = 1, which is optimized via 

stochastic gradient descent (Goodfellow et al., 2016, Chapter 8) with learning rate 0.0001, batch size 10, and 100 epochs. 
We implement the autoencoder with the R package keras (Allaire & Chollet, 2022), which is an R interface to the Python 
library Keras (Chollet, 2022), which in turn is an interface to the TensorFlow library (Abadi et al., 2015).

	 4	 We use the R package careless (Yentes & Wilhelm, 2021) to compute the following benchmark methods: function mahad() 
for (squared) Mahalanobis distances, evenodd() for personal reliability, psychsyn() for psychometric synonyms, and irv() 
for intra-individual response variability. In addition, we compute the polytomous lz person-fit statistic via function lzpoly() 
in the R package PerFit (Tendeiro, 2021). We use all functions with their default values, with two exceptions: (i) we set 
plot = FALSE in mahad() to suppress plotting the Mahalanobis distances, and (ii) if the default value of argument critval in 
psychsyn() results in fewer than 6 item pairs to be considered psychometric synonyms, we set the value so that at least 
6 item pairs remain in consideration. This is motivated by Goldammer et al. (2020), who recommend using psychometric 
synonyms only with more than 5 item pairs of sufficient correlation. Furthermore, we do not consider psychometric anto-
nyms, as these are conceptually equivalent to psychometric synonyms (Meade & Craig, 2012).

	 5	 Note that for invariable careless responding, low scores can be expected for the autoencoder, personal reliability, psycho-
metric synonyms, IRV, and the lz person-fit, while high scores can be expected for Mahalanobis distances. For computing 
the recall curves, the observations are sorted accordingly.

	 6	 Note that cross-validation is not only applicable to supervised learning methods. Despite the lack of a response variable or 
observed labels, hyperparameters of unsupervised learning methods can typically be selected via cross-validation with a 
suitable objective function. Consider the autoencoder from Section 4, where we use the reconstruction error as measured 
by the pseudo Huber loss function to train the algorithm. To select hyperparameters via cross-validation, the out-of-sample 
pseudo Huber reconstruction error across participants can be minimized.

	 7	 If necessary, the carelessness scores can be transformed such that they are positive and that lower scores are indicative of 
carelessness.
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