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ABSTRACT 

 This thesis investigates the complex realm of Russian disinformation, including its 

historical roots, its dissemination methods, and its possible countermeasures. Historical 

instances of disinformation, ranging from the Cold War era to contemporary times, suggest 

consistent themes, motives, and strategies employed by Russia in shaping narratives, 

manipulating public opinion, and undermining democratic processes. By examining social 

media, state-controlled media outlets, propaganda, and cyberoperations, we see an intricate 

web of techniques employed to disseminate false information, amplify divisive narratives, 

and exploit existing vulnerabilities in target societies. This thesis also examines possible 

countermeasures to combat Russian disinformation, and by drawing upon case studies and 

best practices, it analyzes the effectiveness of strategies such as fact checking, media-

literacy programs, and international sharing of information. We also need to bolster 

cybersecurity, promote transparency in social media platforms, and develop 

comprehensive legislation to address the multifaceted nature of the disinformation 

challenge. 
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I. INTRODUCTION 

A. OVERVIEW 

As technology advances and the distribution of news and information becomes 

easier, manipulating news and information has become easier. This creates opportunities 

for national adversaries to gain an advantage. Over the last two decades, disinformation 

and misinformation have become so common in digital media that it can be difficult for 

readers to distinguish the truth. This includes both misinformation and disinformation 

(Merriam-Webster, n.d.). Misinformation is incorrect or misleading information, while 

disinformation is when deceptive information is intentionally spread to influence public 

opinion or hide the truth. Disinformation can be part of an “influence operation” for 

political or military goals. 

Influence operations use disinformation to “weaponize” information against an 

enemy. They try to manipulate public opinion, disrupt activities, or destroy entities. The 

psychological effects of disinformation are fear, confusion, and cynicism. For example, in 

2020, COVID-19 vaccine rumors and conspiracy theories ranged from “vaccines don’t 

work” to more elaborate ideas like “the government is putting microchips in vaccines to 

track you” (Kelen & Maragakis, 2022). On social media such as Facebook and Twitter, 

some groups discouraged people from getting vaccinated, contributing to the spreading of 

the COVID-19 virus and many deaths. Disinformation can overwhelm its audience with 

dramatic fake statistics, fake correlations, and emotional stories. Users on social media that 

“like” and “share” this content with their followers help disperse these false stories. 

Healthcare professionals have complained that they not only have to fight the COVID-19 

pandemic but also an “infodemic,” which the World Health Organization defines as too 

much information, including false or misleading information during a disease outbreak 

(Eysenbach, 2020). Much like a virus, misinformation and disinformation can spread 

quickly. 

Russia has run many online influence and disinformation campaigns targeting 

countries. Since at least 2013, the Russian government has used a unit called the Internet 
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Research Agency, whose primary mission is to spread “dezinformatsiya” or disinformation 

(Boghardt, 2009). Their disinformation campaigns are coordinated operations that contrive 

false, misleading, or manipulated information to destabilize their enemies. Technological 

advancements have greatly helped Russia’s campaigns (Martin et al., 2019). This thesis 

will examine how Russian influence campaigns have grown, their current methods, their 

effectiveness, and possible countermeasures. 

B. BACKGROUND 

In 1923 the Russian government created a “special disinformation office” to 

manage “false information with the intention to deceive public opinion (Prokhorov, 1973).” 

These campaigns have targeted race, ethics, and political issues, including elections, for 

100 years. It was noted (Kennan, 1946): 

[They] undermine general political and strategic potential of major western 
powers. Efforts will be made in such countries to disrupt national self-
confidence, to hamstring measures of national defense, to increase social 
and industrial unrest, to stimulate all forms of disunity ... [P]oor will be set 
against rich, black against white, young against old, newcomers against 
established resident, etc.  

As an illustration, in 1982, an English newspaper in India published an article titled 

“Operation INFEKTION,” which said that the United States was responsible for creating 

and spreading the HIV/AIDS virus (Shevchenko, 2023). Since it was difficult to check the 

validity of such a claim, it created distrust and political division in the U.S. government. 

Furthermore, U.S. media only detected the Operation INFEKTION article six years later. 

Today, similar stories circulate on the Internet rapidly and reach millions of readers. 

Malicious software such as botnet technology, password crackers, and distributed denial 

of service (DDoS) are used by Russian cyber actors in these influence campaigns. 

More recently, a report revealed Russia’s “bots” (automated Internet processes), 

“trolls” (online provocateurs), social media, impersonation, and other technical methods to 

disrupt democracy and interfere with the United States Presidential election (Mueller, 

2019). However, Mueller’s criminal investigation was completed three years after the 2016 
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Presidential election, long after the damage was done, allowing Russia three years to 

improve its methods for future election meddling.  

Much of this disinformation is offered by impersonators. Although social media 

platforms are trying to curtail or deter profile impersonators, large-scale remedies have yet 

to be implemented (Allcott et al., 2019). This is especially troubling given that nearly 55% 

of adult Americans receive daily news from social-media sources like Twitter, Facebook, 

Instagram, YouTube, Reddit, and Snapchat (Suciu, 2019). Also, legitimate online news 

sources can show disinformation when they have been victims of site defacement or 

unauthorized modification of their sites. 

C. OUTLINE  

This thesis will discuss how influence campaigns are constructed and implemented 

and how Russia uses them, identifying historical and current strategies. It will describe how 

technological advancements aid Russia’s active measures and influence campaigns. It also 

suggests ways to discover and debunk Russian disinformation and the importance of media 

literacy. 

This thesis has five chapters. Chapter II describes a historical perspective on 

disinformation campaigns, influence campaigns, and specific Russian influence 

campaigns, including 20th-century election meddling, post–Cold War strategies, and 

campaigns exploiting preexisting conflicts. Chapter III analyzes the technologies and 

social media platforms that Russia uses for disinformation and how they can be identified. 

Chapter IV suggests countermeasures and makes recommendations for combatting Russian 

disinformation campaigns. Chapter V gives a final assessment and suggestions for future 

work. 

NAVAL POSTGRADUATE SCHOOL  |  MONTEREY, CALIFORNIA  |  WWW.NPS.EDU

_________________________________________________________



4 

THIS PAGE INTENTIONALLY LEFT BLANK 

NAVAL POSTGRADUATE SCHOOL  |  MONTEREY, CALIFORNIA  |  WWW.NPS.EDU

_________________________________________________________



5 

II. HISTORICAL PERSPECTIVES ON DISINFORMATION 
CAMPAIGNS 

A. INFORMATION OPERATIONS 

The DOD defines Information Operations (IO) as a military activity involving a set 

of capabilities or tactics concerning information. DOD Joint Publication (JP) 3–13 says 

that information operations have five pillars: “computer-network operations (CNO), which 

include computer-network attacks (CNA), computer-network defenses (CND), and 

computer-network exploitations (CNE); psychological operations (PSYOP); electronic 

warfare (EW); operations security (OPSEC); and military deception (MILDEC)” (U.S. 

Joint Chiefs of Staff, 2012). When U.S. Cyber Command (USCYBERCOM) was 

established in 2010 as a unified combatant command, CNO became “cyberspace 

operations,” including offense and defense (USCYBERCOM, 2010). Along with this 

change came its own doctrine (U.S. Joint Chiefs of Staff, 2022). Also, in 2010, PSYOP 

became “military information support operations” (MISO) to reflect PSYOP personnel 

deployed to U.S. embassies overseas (Myers, 2017).  

How is information used to get people to believe or trust in a narrative beneficial to 

the teller? It helps to distinguish: 

• Propaganda: An argument or story told to sway people’s political or social 

ideas (U.S. Joint Chiefs of Staff, 2012). It is possible for it to be true while yet 

being deceptive, or it might be false. Propaganda is used when a government 

wants to increase the effectiveness of its efforts to communicate its goals, 

policies, and values through public affairs such as speeches and press releases 

(Cohen, 2021). For example, the Taliban used propaganda in Afghanistan to 

promote their ideology, recruit fighters, and undermine the Afghan 

government’s and foreign forces’ legitimacy (Walla, 2021). They used 

religious language and symbolism to appeal to people’s religious beliefs and 

represented themselves as Afghanistan’s only legitimate Islamic authority. 

They also used propaganda to criticize the Afghan government and foreign 

forces as “un-Islamic” and not respecting Islamic values. To recruit fighters, 
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the Taliban represented themselves as a legitimate resistance movement 

fighting against a foreign occupation and corrupt government. They also used 

images of martyrs and fighters to appeal to young men disillusioned with 

Afghanistan’s current political and social situation (Al Jazeera, 2022). They 

undermined the legitimacy of the Afghan government and foreign forces by 

portraying the Afghan government as corrupt and illegitimate and foreign 

forces as occupiers interfering in Afghan affairs (Jensen, 2021). They also 

criticized the Afghan government and foreign forces for their lack of progress 

in development, security, and governance.  

• Misinformation: False information spread for entertainment or other purposes 

not intended to influence. False conspiracy theories or hoaxes have been 

disseminated through social media without concrete evidence (Cohen, 2021). 

Misinformation is common in social media. Because of the ease of 

distributing information, it is common to see misinformation shared, and 

many users do not check its validity (Allen, 2023).  

• Disinformation: False information that is not propaganda. Examples are 

spreading fake news through media outlets and tampering with private or 

classified messages. Because disinformation is knowingly false information, it 

differs from misinformation by being more powerful and destructive. A recent 

example is when the Chinese government appeared to conduct an online 

disinformation campaign about COVID-19 that blamed the outbreak on the 

United States (Kurlantzick, 2020). 

In an information-warfare campaign, accurate factual information rather than 

propaganda, misinformation, and disinformation can also help convey a clear and accurate 

message to the target audience. Factual information is information that can be 

independently verified and is based on objective evidence. Ensuring that the factual 

information used in a campaign is accurate, relevant, and up-to-date can be crucial. 

Misrepresenting or distorting the facts can undermine the campaign’s credibility and 

damage the organization’s reputation. Examples of factual information are: 
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• Statistics: Data such as the number of people affected by a problem, such as 

the prevalence of a particular disease or the economic impact of a specific 

policy (Turcilo & Obrenovic, 2020). Politicians often use statistics to justify 

their campaign claims or policy development. Statistics are also helpful in 

microtargeting voters, a marketing technique that uses data analytics and 

digital technology to identify and reach narrow groups of people with 

personalized messages or advertisements. It analyzes large amounts of data 

such as browsing history, online behavior, social media activity, and other 

demographic information (Patterson, 2018). Barack Obama’s 2008 and 2012 

presidential campaigns extensively used microtargeting (Issenberg, 2020). 

They used data analytics to identify supporters and donors and created 

targeted messages and advertisements to reach these groups.  

• Expert opinions: Quotes and opinions from experts in relevant fields, such as 

medical professionals, academics, or industry leaders. It can give credibility to 

a campaign. Expert opinion from accredited doctors was used to combat the 

misinformation spread during the COVID-19 pandemic (Contreras, 2023).  

• Historical facts: Information about the history of an issue or topic to provide 

context and help people understand the roots of a problem. An example is 

showing footage of past wars that honor the sacrifices made by military 

personnel throughout history. During the Vietnam War, the U.S. government 

referred to the shared heritage of the Vietnamese people and the Americans to 

gain public support.  

• Scientific evidence: For campaigns related to health, the environment, or 

technology, scientific studies and research can support arguments and claims. 

During the Cold War, the U.S. and the Soviet Union advertised their 

technological advancements in nuclear weapons and space exploration to gain 

advantages in the arms race. 
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B. INFLUENCE 

Possible tactics in influence operations include (Larson et al., 2009): 

• Understand the target audience: Deep understanding of the target audience’s 

beliefs, values, motivations, and decision-making enables tailored influence 

operations. In the military, this is used in recruiting. By understanding the 

demographics of people more likely to join the armed services, recruiters can 

spend more time in schools and communities that favor better results. For 

instance, recruits will likely come from families in the middle of the wealth 

distribution with a median wealth of $87,000 (Stickles, 2022).  

• Build trust and credibility: Use credible sources, testimonials, and consistent 

messaging.  

• Use obfuscation, confusion, and the disruption or diminution of truthful 

reporting and messaging. Russia has chosen this more contemporary 

propaganda model (Paul & Matthews, 2016). Russia appears to have enjoyed 

some success.  

• Make emotional appeals: This can be achieved through images, stories, and 

symbols that resonate with the target audience. In the war between Russia and 

Ukraine, Russians have posted images of Russian soldiers and vehicles on the 

Internet since the Russian invasion of Ukraine began (Brody, 2022). Some of 

these showed the flag of the Soviet Union, apparently to appeal to Ukrainians 

that were sympathetic to the Soviet Union in the past.  

• Use a multi-channel approach: Use a variety of traditional and digital media to 

reach a wider audience.  

• Monitor and adapt continually: Since the effectiveness of an influence 

operation can change over time, one must adjust the operation to the evolving 

situation and feedback from the target audience.  
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• Encourage groupthink: This psychological phenomenon occurs within a group 

of people with strong cohesion and a desire for unanimity, leading them to 

make irrational or dysfunctional decisions in conformity to the group (Janis, 

1972). Groupthink can lead to a narrow-minded mentality that stifles 

creativity, critical thinking, and dissenting opinions, resulting in suboptimal 

decisions. 

C. INFLUENCE IN MARKETING 

Influence is well understood in marketing, providing some models for political 

influence. It affects the success of a marketing campaign or strategy (Peek, 2023). Several 

external factors can affect success: 

• Demographic factors: Age, gender, economic, occupation, status, and location 

of the people involved can be used to identify a target audience (Nadeem, 

2020). For instance, in a study shown in Figure 1, a person in the age range of 

18–29 is more likely to get their news from social media, and a person over 

the age of 65 is more likely to get their news from a print source (Nadeem, 

2020). These demographics enable a political influence campaign to target 

subpopulations more effectively.  
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Figure 1. Demographic factors. Source: Nadeem (2020). 

• Technological factors: Social media, websites, and smartphone applications 

are examples of technology that can influence in different ways. Marketers 

can gather information about the behavior of their targets to assess the best 

marketing methods.  

• Political factors: A country’s political situation can affect its influence 

environment (Weir, 2019). The decisions made in politics can affect the 

regulations, tariffs, and other standards that control the expenses of buying 

products and carrying out operations. Also, politics can affect the global 

economy, altering a country’s actions. 

• Social factors: The attitudes and beliefs commonly held by a population 

include various aspects such as career, age, and social interactions (Nadeem, 

2020). Multiple social factors influence the way people react to social 
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experiences. An example is when a company donates money to charitable 

organizations to help those in need. One’s beliefs, opinions, and values may 

be influenced by the people that governments or organizations engage with 

and the values an organization portrays.  

• Internal marketing influences: Several internal factors can affect marketing 

operations as well (Peek, 2023): 

• Employees: Teams involved in marketing promote content and products while 

engaging with consumers. 

• Managers: People in a company with leadership positions make decisions 

about services, products, and work processes. They may also develop 

campaigns and strategies for launching new products. 

• Systems: An organization’s marketing and work processes rely on technology 

to reach their marketing objectives. 

• Materials: A business’s inventory of the resources used in designing services 

or producing goods. 

D. INFLUENCE OPERATIONS IN GUATEMALA 

As an example of a political influence operation, the Central Intelligence Agency 

(CIA) played a significant role in Guatemala during the Cold War era. In 1954, it 

orchestrated a coup that overthrew democratically elected President Jacobo Árbenz, who 

had implemented land reforms that were thought a threat to the interests of the United 

States (Anglis, 2021). Influence operations contributed to the success of the coup. The 

operations involved propaganda, financial support for anti-government groups, and the 

arming and training rebel forces (Kane, 2019). 

The CIA spread propaganda and disinformation through radio, television, and 

newspapers. They also produced pamphlets highlighting a supposed communist threat in 

Guatemala. In addition, the agency created a network of informants and agents within the 

Guatemalan government, military, and business community. By sowing fear and confusion 
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among the population, the CIA conveyed a message that communism was the actual threat 

and cause of their troubles. Because of the CIA’s support to overthrow the government 

using covert actions and psychological warfare, Árbenz resigned from office and fled to 

the Mexican embassy in Guatemala City. 

E. RUSSIAN INFLUENCE CAMPAIGNS 

Russia is experienced in electoral interference (Mueller, 2019). The CIA 

investigated Russian election interference in the 1964, 1968, and 1984 U.S. presidential 

elections (Jones, 2022). Largely unconcerned with political parties, the Russians generally 

encouraged votes for candidates that did not directly oppose communist politics and 

practices. 

According to the CIA’s pre-Soviet Union demise estimates, the Soviets were 

believed to have spent roughly $3 billion annually on disinformation campaigns. 

(McMahon, 1980). Propaganda efforts decreased in pace after the disintegration of the 

Soviet Union but continued to be well-coordinated and concentrated on promoting a 

communist regime in Russia (Abrams, 2016). For example, the Russians tried to sway 

Western public opinion by warning of the dangers that would follow the fall of the USSR 

(Schoen & Lamb, 2012). The U.S. Active Measure Working Group (AMWG) worked to 

debunk Russian disinformation attempts, and they succeeded for a time (USIA, 1992;  

Abrams, 2016).  

To capitalize on confusion after the terrorist attack on September 11, 2001, the 

Russian media and television outlets of RT and Sputnik promoted conspiracy theories 

suggesting that the attack was coordinated by the United States (Hotchkiss, 2019). Despite 

the lack of evidence, they became headlines in U.S. newspapers. After 2001, Russia mainly 

targeted former Soviet states, the National Atlantic Treaty Organization (NATO), and the 

European Union (EU) (Topor & Tabachnik, 2021). Russian disinformation campaigns 

occurred against Europe, Sweden, Ukraine, Estonia, and others, and campaigns became 

bolder. For instance, when Russia shot down a Malaysian aircraft over Ukraine in 2014, 

Russian actors posted many reports that a Ukrainian fighter jet was responsible for the 
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crash (Lewis & Marwick, 2017). However, an investigation later confirmed that a Russian 

surface-to-air-missile was responsible.  

In the 2016 U.S. Presidential election, Russia found Donald Trump to be a 

favorable candidate. Disinformation increased on social media, promoting Trump and 

denigrating his primary competitor, Hillary Clinton. The anti-Clinton campaign used 

doctored photos and videos, such as those showing Clinton shaking hands with the Al 

Qaeda leader, which were widely distributed across social-networking sites (Jensen et al., 

2019). Russian actors also used spear phishing against a Clinton campaign member, John 

Podesta, and accessed email correspondence between him and the presidential candidate. 

These were later released through Wikileaks, an anti-secrecy organization used in other 

Russian disinformation campaigns. Another disinformation campaign (“Pizzagate”) 

alleged that a pizza parlor was a child sex-trafficking ring supervised by Hillary Clinton 

(Horton, 2020). Pizzagate escalated to the extent that a gunman drove 300 miles to free 

victims he believed to be trapped in the basement. It was circulated using botnets traced to 

St. Petersburg and was reposted by many people, including Donald Trump to his 36 million 

followers. 

Russian disinformation often exploits tensions in a society. For example, between 

2015 and 2017, a campaign using at least 13 accounts created over 129 Facebook events 

(O’Sullivan, 2018). 300,000 people viewed the event invitations, and 65,000 confirmed 

that they would attend the event. The activities were planned around various contentious 

political topics to turn people in the United States against one another. In one instance, they 

planned and publicized two events from opposite points of view and held them on the same 

day and in the same location in Houston, Texas, hoping to create violence. This 

disinformation campaign only cost $200 to coordinate but could have caused hundreds of 

thousands of dollars in personal and property damage (Allbright, 2017). 

The Russian government’s disinformation operations represent a significant threat 

to democratic societies. The Russian government employs various tactics, such as 

spreading false information, fabricating social media profiles, and promoting divisive 

content, in an attempt to create chaos, erode faith in democratic establishments, and 

ultimately achieve its geopolitical objectives (Jones, 2022). These tactics have effectively 
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exploited societal fault lines and amplified existing divisions, with significant 

consequences for domestic politics and international relations. Addressing the challenge of 

Russian disinformation operations requires a coordinated effort from governments, civil 

society organizations, and technology companies. 
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III. METHODS OF SPREADING DISINFORMATION 

A. DISINFORMATION METHODS  

Over the years, Russia has created a set of false narratives that it persistently injects 

into the global information environment through its disinformation and propaganda 

ecosystem (U.S. Department of State, 2022). These narratives are adjusted to fit 

circumstances. They often show little relation to truth, as they come from a country without 

a free press to contradict them and are solely designed to shape the information 

environment to support Russian policy goals. We identify five commonly heard narratives. 

1. Theme 1: Russia Is the Victim 

Russian authorities frequently depict their nation as a targeted party and rationalize 

their forceful actions as requisite reactions to the conduct of the United States and its 

associates (U.S. Department of State, 2022). The Russian government accuses the United 

States of engaging in “Russophobia” and labels anyone questioning Russian activities as 

xenophobic and Russophobic. This tactic was used significantly following the invasion of 

Ukraine in 2014 (Welle, 2021), for which Russia maintained that the international 

community reacted negatively to the invasion because people feared and despised Russia. 

The figure below shows that until Russia invaded Ukraine, the Russian Foreign Ministry 

and state-funded disinformation sources did not mention Russophobia (DFRLab, 2018). 
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Figure 2. Graph displaying the terms “Russophobia” and “Russophobe” 

mentioned by RT, Sputnik, and the Russian Foreign Ministry between 
2001 and 2017. Source: DFRLab (2018). 

2. Theme 2: Historical Revisionism 

Russian narratives often distort history to make Russia appear more favorably (U.S. 

State Department, 2022). This is done when history does not support Russia’s political 

goals. As an example, the Soviet Union and Nazi Germany signed the Molotov-Ribbentrop 

non-aggression pact in 1939, which posed political challenges for the government. As a 

result, a misleading account of the start of World War II was presented. It has been 

observed that Russia tends to exaggerate by accusing individuals who do not share their 

distorted version of history as Nazis. 

We see a similar narrative with the 2022 Russian invasion of Ukraine (Beauchamp, 

2022). Early in the conflict, the Russian government denied involvement, and its news 

media claimed that the Ukrainian government was responsible for the unrest in eastern 

Ukraine. However, as the conflict escalated and Russian military personnel and equipment 

were clearly observed in the region, Russia represented itself as a protector of ethnic 

Russians in Ukraine and a defender of Ukraine’s territorial integrity. According to Russia, 
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Ukraine was taken over by Nazis, who intervened to rescue Ukraine. This was achieved 

through the annexation of Crimea and the support provided to separatists in eastern 

Ukraine. 

3. Theme 3: The Collapse of Western Civilization is Imminent 

Another narrative that is common in Russia is the idea that Western civilization is 

in decline and has forsaken “traditional values” because it defends the rights of LGBTQ+ 

people, supports gender equality, and encourages diversity favorably (U.S. State 

Department, 2022). Since the 19th century, Russians have referred to “the rotting West,” 

an idea that comes from Karl Marx (Kirchick, 2014). This story is told from a “values” 

perspective, and hence it uses words like “tradition,” “family values,” and “spirituality.” 

Russia asserts that it supports these values and gender norms and takes a stand against the 

“decadence” of the United States of America and other Western nations favorably (U.S. 

State Department, 2022). The Western world, according to Putin, has replaced the terms 

“mother” and “father” with “parent 1 and 2,” while Foreign Minister Lavrov has said that 

students in Western countries “learn at school that Jesus Christ was bisexual” (Times, 

2023). 

4. Theme 4: The U.S. Creates Revolutions Themselves 

Russia has accused the United States of inciting revolutions in several countries, 

including Kazakhstan, Moldova, Georgia, Kyrgyz Republic, Ukraine, and countries in the 

Middle East and Africa favorably (U.S. State Department, 2022). Russia tends to challenge 

the legitimacy of popular movements that are pro-democracy, pro-reform, or not in their 

geopolitical interests. They often assert that the United States is secretly supporting these 

movements. (Cordesman, 2022). These charges are leveled against groups that are part of 

civil society as well as independent media outlets that report on violations of human rights 

and corruption. Russia frequently rejects the idea that the people of other nations have 

agency, dignity, and the right to speak for themselves independently. 
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5. Theme 5: The Kremlin Can Shape Reality According to Their 
Desires. 

When reality is too far from the narrative it wants to give, Russia creates alternative 

realities and sows uncertainty about reality. Contradicting storylines can confuse targets 

and deter responses, which is done with state-funded misinformation sources and social 

media (Gamberini, 2020). For example, on March 4, 2018, Russia tried to kill former 

Russian military intelligence officer Sergei Skripal and his daughter Yulia. Within four 

weeks after that event, the Russian state-run media outlets RT and Sputnik spread 735 

articles with 138 different and sometimes contradictory stories (U.S. Department of State, 

2022). Russia has used this strategy to shift attention away from its participation in events 

such as the downing of Malaysia Airlines Flight 17 and the invasion and occupation of 

Georgia in 2008 (Demirjian, 2014). 

B. RUSSIAN ACTORS 

Russia uses many actors for disinformation, including both state actors formally 

linked with a government and non-state actors posing as enterprises or civil society 

(Klimburg, 2011). A good non-state actor is more appealing to a Russian misinformation 

campaign since it allows the government to deny involvement; examples are cyber 

terrorists, non-governmental groups, hackers, and hacktivists (Traynor, 2007). Hacktivists 

employ anonymous cyber proxies to participate in cyber civil disobedience for political 

causes; anyone can use a proxy for their Internet browser by following instructions on the 

Internet. Instructions for doing ICMP floods, TCP SYNC floods, and general ping floods 

for cyberattacks were provided in Russia to allow amateurs to participate in Estonian 

cyberattacks in 2007 (Saleem & Hassan, 2009). Another example is when Internet trolls 

targeted a Finnish journalist investigating Russian cybercrime (Aro, 2016). Internet bullies 

bombarded them with threats to their personal and professional reputations, intimidated 

interviewees, and waged Facebook and Twitter campaigns against them.  

Russia has also used non-governmental organizations to propagate disinformation. 

Such organizations appear less biased, letting them participate in “soft” tasks like 

education, history, and cultural exchanges (Linvill & Warren, 2020). Non-governmental 
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organizations can also better conceal their influences. The Ghanaian organization 

“Eliminating Barriers to the Liberation of Africa” (EBLA), which supported Internet 

activism and human rights, was, for example, closely linked to the Russian Internet 

Research Agency (Ward, 2020). EBLA’s objectives included influencing the 2016 United 

States Presidential election by emphasizing persecution in black neighborhoods, police 

brutality, and civil rights problems. EBLA established Facebook and Twitter pages in 

Internet media read by predominantly black communities around the United States.  

Russia creates disinformation through its agencies and employs civilians to produce 

media. The Internet Research Agency, a highly guarded structure known as the “Troll 

Factory” in St. Petersburg, Russia, manages this (Aro, 2016). Employees create and 

distribute the material on the Internet, and they operate like a factory with specialized 

sections to foster societal animosity and undermine political authority. The U.S. Justice 

Department charged Russian Internet Research Agency personnel in February 2018 for 

interfering with the 2016 presidential elections with trolls on social networking sites (The 

United States of America v. Internet Research Agency LLC, 2018). 

C. MEDIA PLATFORMS IN DISINFORMATION CAMPAIGNS 

False social-media information can travel faster than verified news since it can 

encourage its spread by design (Zannettou et al., 2018). Since any user can create a website, 

discussion board, or social media account, it is easy to report disinformation. Twitter, 

Facebook, and Instagram social-media platforms have been used by Russian 

disinformation campaigns (Woolley, 2016). Facebook, for instance, has 2.2 billion active 

users and offers easy signup by requiring only a name, email, and birthday. Furthermore, 

user identities are unverified, so malicious actors can create multiple accounts to share 

disinformation and are not required to mention Russia. To combat these efforts, Facebook 

reportedly deleted over three billion fake accounts in 2019 (Stengel, 2020), but this was 

after the 2016 election. 

Twitter allows users up to 2400 posts daily (Vosoughi et al., 2017), which is ideal 

for a disinformation campaign. Humans cannot produce disinformation that fast, but bots 

can, and Twitter bots have become valuable to cyber criminals. Twitter says it denies over 
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500,000 new user requests from bots daily with CAPTCHA authorization, a weak form of 

verification (Twitter, 2020). “Cyborgs,” human-assisted bots, have now bypassed 

authentication efforts effectively (Chu, 2012). Traditionally, the number of followers, 

likes, and reposts of a user reflect their popularity and influence, so bots try to generate 

large amounts of such activity to make themselves look credible and popular. Fake 

accounts are valuable for spreading disinformation because anonymity prevents 

accountability. Twitter auditing revealed in 2018 that nearly 60% of President Donald 

Trump’s Twitter followers were bots (Fishkin, 2018). Following the 2016 election, Twitter 

published a list of over 10 million fake accounts and their posts to show the public the 

impact and reach of Russian disinformation (Twitter, 2020). However, researchers estimate 

that 15% of Twitter’s user databases are still undetected bots (Varol et al., 2017).  

Russia also spreads disinformation on cultural and subgroup message boards like 

4chan and Reddit. 4chan is a site where users communicate anonymously with little 

moderation, and it contains much hate and extremist speech on topics such as white 

supremacy and anti-Semitism. In June 2020, white supremacists on 4chan launched a 

Twitter disinformation campaign to exacerbate racial tensions (Merrin, 2019). They tried 

to overwhelm popular Twitter hashtags like #BlackLivesMatter, #BLM, 

#AllWhitesAreNazis, and #AWAN with disinformation. These posts came from a small 

number of accounts and were posted simultaneously with similar content, so they were 

suspicious and should have been recognized by Twitter management. These were likely 

Russian trolls posing as both white supremacists and black activists. 

Reddit is a discussion website with shared links, images, and dialog. Unlike 4chan, 

Reddit is controlled by moderators and is only semi-anonymous, which makes it harder for 

trolls to exploit. However, disinformation still gets posted. Reddit banned a popular 

subgroup posting disinformation about President Trump, “r/The_Donald,” due to racism, 

sexism, bigotry, and falsified information (Hurtado et al., 2019).  

The Russian government also broadcasts “official” disinformation through 

domestic media platforms such as Sputnik and Russia Today. These often criticize 

independent media institutions (Fernquist, Kaati, & Schroeder, 2018). Much of their 

disinformation is lies or half-truths about espionage, terrorism, and national elections.  
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D. ELECTION INTERFERENCE 

1. The United States 

Russia has been trying to influence elections worldwide since the 17th century 

(Shimer, 2020). Election interference is also a goal of many Russian military operations. 

Many of these disinformation campaigns aim to sow discord among the population and 

attempt to get elected the candidate that best suits Russia’s interests. 

In the 1964 U.S. presidential election between Lyndon Johnson and Barry 

Goldwater, the Soviet Union saw the conservative Goldwater as a threat (Jones, 2022). 

Moscow was very concerned about Goldwater’s anti-Soviet beliefs, and Soviet and 

Czechoslovak intelligence agencies launched a disinformation operation portraying 

Goldwater as a racist and mentally unfit for office. Georgy Filatov, a researcher at the 

Russian Academy of Sciences, created a document that illustrates this objective (Shandra, 

2021). The document was found in the Russian State Archive of Contemporary History, 

and it translates to: 

Top secret. Instance number two. 

For the Central Committee of The Communist Party of the Soviet Union. 

The Ministry of Foreign Affairs of the USSR and the KGB under the 
Council of Ministers of the USSR consider it expedient, in connection with 
the electoral campaign in the United States, to implement in the near future 
through closed channels of third countries a number of active measures 
(publication of materials in the foreign press we use, instigation in the 
relevant political circles of information, etc.) designed to have a beneficial 
effect on the foreign policy of the Soviet Union on the course and results of 
the presidential elections in the United States and to strengthen anti-
Goldwater sentiments both in the United States itself and in other capitalist 
and neutralist countries. 

At the same time, it is understood that some of the planned measures, after 
their implementation, can be used by the U.S. Democratic Party and its press 
in their own interests in the preelection struggle against Goldwater. 

The main direction of the planned activities is to show: 

1. Goldwater’s victory in the elections and pursuit of the foreign policy 
course outlined in the program of the Republican Party would mean a 
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decline in U.S. authority among both allied and neutralist states, leading to 
U.S. political isolation from Europe, Asia, Africa, and Latin America. 

2. The possibility of Goldwater’s election as president causes concern 
throughout the bourgeois world and is already a source of discord in NATO, 
since the U.S. allies, given Goldwater’s extremism, cannot allow him to 
play with their fate, don’t want to associate themselves with his program 
that threatens the outbreak of a nuclear war. Goldwater’s rise to power 
would lead to intensify the confrontation between the United States and its 
allies. 

3. The coming to power of Goldwater, openly proclaiming methods of 
interference in the affairs of other states, and primarily in the internal affairs 
of socialist countries, would have led to an aggravation of U.S. relations 
with these countries, and above all with the USSR, would have increased 
the danger of an atomic conflict. 

Along with this, the Ministry of Foreign Affairs of the USSR and the KGB 
under the USSR Council of Ministers consider it desirable to prepare and 
implement measures to discredit Goldwater as a person among the 
American population. This means, in particular: 

a) To prepare a document indicating the indirect involvement of Goldwater 
as a far-right leader in the assassination of President Kennedy. To propose, 
if necessary, to make this document public shortly before the election day 
to prevent Goldwater and his supporters from taking appropriate 
countermeasures. 

b) To inspire documented information abroad that Goldwater periodically 
suffers from mental disorders (maniac, drug addict). 

We ask for consent. 

Vasily Kuznetsov [First Deputy Minister of Foreign Affairs of the USSR] 

Chairman of the KGB under the Council of Ministers of the USSR Vladimir 
Semichastny. 

September 3, 1964 

One “active measure” by the Soviets was creating and delivering printed 

disinformation materials in the United States and worldwide and sent to many journalists 

and politicians. The hope was that U.S. and foreign news organizations would propagate 

this disinformation material and spread it further. A former Czechoslovak intelligence 
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official claimed. “I believe the outcome was far more successful in developing countries 

than in the United States (Jones, 2022).” 

It is difficult to prove that the interference in the 1964 election by the USSR 

changed the outcome, but the intent was there. This same intent was seen in the 2016 U.S. 

presidential election. The investigation led by Special Counsel Robert Mueller looked into 

Russian efforts to manipulate the election, including possible collaboration between the 

Trump campaign and Russian actors and whether the campaign committed any financial 

crimes (Mueller et al., 2019). This report revealed the lengths Russia went to manipulate 

this election with planning years in advance. In 2014, Russian agents traveled to the U.S. 

to create social media accounts on various political issues (Parks, 2019). They amassed 

hundreds of thousands of likes and followers and earned credibility and reach by gaining 

retweets and interaction from Trump supporters and associates such as Kellyanne Conway 

and Donald Trump Jr. This let them reach a wider audience (Abrams, 2019). This 

groundwork was like that in marketing campaigns for understanding the audience. 

Another key element of this election interference was Russian operatives stealing 

Hillary Clinton’s emails (Mueller et al., 2019). Because a foreign adversary hacked her, 

she lost some credibility as a leader. Also, her emails could be used as ammunition against 

her (Keith, 2016). When the margin of victory is small, swaying the vote a little with 

influence operations can be enough to change an outcome (O’Neill, 2022).  

In the 2020 presidential election, Putin authorized “influence operations aimed at 

denigrating President Biden’s candidacy and the Democratic Party, supporting Trump, 

undermining public confidence in the electoral process and exacerbating socio-political 

divisions in the U.S.” (Intelligence Community Assessment, 2021). Russian agents used 

more fake social media accounts and attempted to hack into email servers and state voting 

systems. This time however, the U.S. government and social-media platforms were more 

aware of Russia’s tactics and stopped many attacks (Facebook.com, 2021) by locking down 

and actively monitoring servers (CISA, 2022). Efforts to reduce disinformation spread 

were also implemented by locating and removing thousands of fake accounts (Culliford, 

2021). However, they could only remove a few since Facebook has 2.2 billion daily users 

and Instagram has over a billion (Bushwick, 2022). Social media platforms now use 
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artificial intelligence to identify fake accounts and disinformation (Anand, 2022), but this 

task is also not simple. Another issue is whether social-media platforms are willing to 

remove this content of influence operations when it earns them money. 

2. Election Interference in Other Countries 

The U.S. is not alone as a victim of Russian election meddling (Brattberg & Maurer, 

2018). In the 2017 Netherlands general elections, Dutch intelligence officials feared 

Russian interference like that during U.S. presidential elections might also happen to them. 

In January 2018, the Dutch Foreign Minister confirmed that the Dutch intelligence agency, 

AIVD, had provided information to the U.S. about Russian interference in the U.S. election 

of 2016. In March 2018, AIVD claimed that Russian hackers had tried to get into the Dutch 

government’s systems. The report claimed the hackers were part of the Cozy Bear group 

associated with the Russian intelligence agency FSB. In January 2018, the Dutch 

intelligence agency and the police’s cybercrime unit established a task force to monitor and 

prevent future foreign interference in elections. 

The French also have seen election interference from the Russians. The French 

2017 election saw hacking attempts and disinformation campaigns (Hosenball, 2017). In 

February 2017, the Macron campaign reported targeting by an extensive hacking attack 

that released thousands of emails and documents. Some text was altered to create false 

narratives about the campaign. Furthermore, Russian-based media outlets such as RT and 

Sputnik promoted anti-Macron propaganda and spread false information about the 

candidate. The French government tried to counter foreign interference by increasing 

cybersecurity and promoting media literacy and critical thinking. Although Macron won 

the election, the hacking and disinformation may have influenced voter opinions and 

contributed to a more polarized electorate. 

In 2014, Ukraine faced a major political crisis when Russia invaded and annexed 

Crimea. Then there were claims of Russian interference in Ukraine’s political affairs and 

presidential elections (Polityuk & Zinets, 2019). Russia was accused of conducting 

disinformation campaigns by spreading false information, spreading propaganda, and 

manipulating media narratives to undermine the legitimacy of Ukraine’s government. 
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Russia was also alleged to have supported separatist movements in eastern Ukraine’s 

Donetsk and Luhansk regions, which aimed to establish independent entities aligned with 

Russia. Cyberattacks were also directed at Ukraine during this period, with evidence 

pointing to Russian involvement (Joselow, 2016). These attacks targeted various 

government institutions, electoral infrastructure, and media outlets, apparently to disrupt 

Ukraine’s political and electoral processes. Russia also supported pro-Russian candidates 

and parties in Ukraine; allegations of financial assistance, political backing, and attempts 

to manipulate election results to favor candidates sympathetic to Russia’s interests were 

made. 

The conflict between Russia and Georgia in 2008 showed Russian interference in 

another former Soviet Union republic. The situation was complex and multifaceted, 

involving military operations, political tensions, and territorial disputes. While election 

interference was not a significant part of the conflict, there were allegations of Russian 

involvement in Georgia’s political processes then (Sanger & Santora, 2020).  

Russia had close ties with the breakaway regions of Abkhazia and South Ossetia in 

Georgia, which had declared independence from Georgia in the early 1990s (Dickinson, 

2021). Russia was accused of providing funding and political backing to these separatist 

movements, which played a significant role in the tensions leading up to the conflict. After 

the military conflict, Russia officially recognized the independence of Abkhazia and South 

Ossetia, despite the international community largely considering them as part of Georgia 

(Wolff, 2019). This move further complicated the political situation in the region and had 

implications for Georgia’s sovereignty and territorial integrity. 

Russia also sought to influence political dynamics in Georgia by supporting pro-

Russian political parties and figures (Sanger & Santora, 2020). Georgia was also subject to 

cyberattacks during a conflict that disrupted its government and communication systems 

(Dickinson, 2021). The attacks were aimed at critical infrastructure, including government 

websites, news agencies, and banks. These cyberattacks are believed to be carried out by 

actors affiliated with Russia or Russia itself. Additionally, Russia was accused of spreading 

disinformation and propaganda to influence the narrative surrounding the conflict. This 

involved disseminating false information and misleading narratives through channels such 
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as social media, news outlets, and online forums. The apparent goal was to create 

confusion, manipulate public opinion, and damage Georgia’s credibility. For instance, false 

information was also disseminated to portray Georgia as the aggressor in the conflict.  
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IV. COUNTERMEASURES AND RECOMMENDATIONS 

Russian influence campaigns are complex and multifaceted, and countering them 

requires a comprehensive and multi-pronged approach (Bodine-Baron, 2018). Russia 

conducts influence campaigns differently depending on the target. If the target is a United 

States election, they try to divide conservatives and liberals; if the target is neighboring 

states, they try to divide ethnic Russian populations from their governments (Helmus et al., 

2018). Knowing the target and how the Russians plan to attack it enables countermeasures 

with the best chances of success. monitoring elections 

France had already been on alert in 2017 following allegations of Russian 

interference in the U.S. presidential elections in 2016 (Conley & Vilmer, 2022). It took 

some measures to counter meddling in elections. Nonetheless, the campaign of Emmanuel 

Macron was targeted on May 5, 2017, by a cyberattack that released thousands of emails 

and documents. This was just two days before the final round of presidential elections. The 

attack was later attributed to the group Fancy Bear, believed to be affiliated with Russian 

intelligence agencies. The group is known to use hacking to target political campaigns, 

government agencies, and other high-value targets. The cyberattack on Macron’s campaign 

involved phishing emails that targeted campaign staff with malware-infected attachments. 

The attackers accessed the campaign’s email system, allowing them to monitor 

communications and steal sensitive data. 

After this attack, the French government established a task force called the National 

Coordination of the Protection of the Electoral Process (CNPPUE) (Daniels, 2017). It 

gathered representatives from government agencies, including the General Directorate for 

External Security, the agency responsible for conducting counterintelligence operations. 

The CNPPUE monitored social media and other online platforms for signs of 

disinformation and other attempts to influence the election (Conley & Vilmer, 2022). They 

also worked closely with political parties and candidates to improve online security and 

provided training on detecting and preventing disinformation campaigns. The government 

increased funding for cyber defense and established a cybersecurity center for the 

presidential campaign, staffed by experts from government agencies. 

NAVAL POSTGRADUATE SCHOOL  |  MONTEREY, CALIFORNIA  |  WWW.NPS.EDU

_________________________________________________________



28 

Russia may have provided financial support to Marine Le Pen and her party, the 

National Front (FN), during the 2017 French presidential election (Sonne, 2018). Evidence 

is a €9 million loan reportedly provided to the party by a Russian bank, the First Czech 

Russian Bank, in 2014. At the time, the FN was struggling financially, and this loan was 

seen as a lifeline for the party. However, Marine Le Pen has denied that this loan was linked 

to the 2017 election, and the Russian bank has since been shut down due to money-

laundering allegations. 

By good planning to counter foreign interference in their 2017 presidential election, 

France conducted their elections without significant interruption by outside influence 

campaigns. While releasing stolen data just before the second round of the election may 

have been embarrassing, it was not damaging (Daniels, 2017). The attack ultimately failed 

to sway the election, and Macron went on to win by a significant margin. 

A. EDUCATING THE PUBLIC 

A good way to counter Russian influence campaigns is to educate the public about 

their tactics, motivations, and goals (Matthews, 2021). While this can be effective, it is also 

hard to implement because of confirmation bias. This is a cognitive bias that means people 

tend to look at new information in a way that supports what they already believe (Simkus, 

2023). The tendency is to look for, understand, and remember information to support one’s 

beliefs while dismissing or downplaying information against them. 

Confirmation bias can cause people to read ambiguous information in support of 

what they already think, which can cause them to mistake or misinterpret the information. 

This can be especially hard when judging evidence or making choices based on information 

that needs to be completed or clarified. Confirmation bias can be especially strong with 

issues important to people’s identities or deeply held beliefs, like political or religious 

beliefs. People may reject information that goes against their beliefs. 

Russian influence operations frequently exploit confirmation bias because targeted 

messaging and propaganda to reinforce preexisting beliefs and tendencies is a powerful 

persuasion method (Eckel, 2022). With sophisticated algorithms and machine learning, 

they can identify their target audience’s preferences, values, and beliefs and tailor their 
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messaging to those biases. This can create a reinforcing loop in which people see 

information confirming their beliefs, making them more receptive to further propaganda 

and disinformation. 

 For critical thinking and making good decisions, one must be aware of confirmation 

bias. One must also consider how the same information can be seen and interpreted 

differently. This can help people identify disinformation and propaganda and reduce their 

campaigns’ effectiveness (Ciampaglia, 2018). 

To create a better-informed public, policymakers must provide ways to educate the 

public (Abrams, 2021). If they can see the long-term costs of having the public fall prey to 

disinformation campaigns, they may be more apt to promote educating the public on such 

matters. While a disinformation campaign conducted by an outside government might help 

a political campaign today, that might not always be the case in the future, and preventing 

disinformation from spreading is critical to a lasting democracy.  

Other strategies to educate the public about influence campaigns are: 

• Develop educational materials about disinformation campaigns: These can 

explain the tactics used, such as false information, misleading headlines, 

manipulation of images or videos, fake social-media accounts, and bots and 

trolls  (Simkus, 2023). Educational materials can be distributed through social 

media, news outlets, and schools.  

• Run public-awareness initiatives through social media, public events, and 

advertising. Civil society organizations, such as think tanks and advocacy 

groups, can help by conducting research. 

• Public figures must be knowledgeable about identifying and countering 

disinformation campaigns (Abrams, 2021). Lawmakers y can create laws and 

regulations to prevent the spread of false information and limit the impact of 

disinformation campaigns.  

• Encourage social-media companies to promote media literacy by informing 

users about identifying fake news, propaganda, and disinformation (Simkus, 
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2023). They can also label or remove content that appears to be 

disinformation by setting policies. 

• Tracing and attributing disinformation to its sources: Network monitoring can 

analyze network traffic to identify patterns and trends that may indicate 

disinformation. 

• Estimating influence can be done by causal inference (Smith et al., 2018). 

This involves identifying the causal effect of an event on an outcome of 

interest based on the relationships between users and their actions in a social-

media network. This model accounts for both direct and indirect effects of 

users on each other and confounding factors that may affect the relationship 

between users and their actions. With this model, one can rank users based on 

their influence on the network to identify influential users more efficiently. 

• Another method used for network monitoring is machine learning and natural-

language processing to analyze Twitter data and identify clusters of users who 

spread false information (Huber, 2020). Network analysis can then identify 

the key influencers in these clusters. Researchers found that many 

disinformation campaigns were highly organized and coordinated, with a 

small group of key influencers driving the spread of false information. 

• Once an influence campaign has been identified, attributing it to a source by 

forensic analysis of the network traffic is the next step (NIST, 2022). One 

method is to use the geolocation data found in the images’ metadata on social 

media posts and emails. Another is to do an IP address analysis to locate 

servers used for distributing such information since they are often located near 

the source. 

• If malware is associated with disinformation, its origins can be traced 

independently. The malware’s code can be examined to identify distinctive 

characteristics or signatures that may help determine its source. Signatures can 

also be used in tracing network traffic. Signature identification can exploit 
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information collected by antivirus vendors and security researchers on a more 

global scale (Smith et al., 2018).  

B. PROMOTING MEDIA LITERACY 

A more general solution to the challenge of disinformation is the improvement of 

media literacy, the accessing, analyzing, evaluating, and creating media in various forms 

(Guess et al., 2020). Literate users are more discerning consumers of information and better 

able to identify and critically evaluate sources of information. Media literacy involves 

understanding how media works, including how news is reported, how images and videos 

are created and edited, and how messages are conveyed through different media channels 

(Terrell, 2022). By understanding the consequences of sharing false or misleading 

information, people can become more cautious about what they share online and more 

likely to verify the accuracy of information before sharing it. 

The related term “digital readiness” refers to a person’s or a community’s 

proficiency in using digital technologies, including Internet accessibility, digital devices, 

and digital literacy (Guess et al., 2020). It is the necessary knowledge, skills, and outlook 

to navigate and use digital technologies. People and societies lacking digital readiness may 

be more vulnerable to disinformation because they may lack the critical thinking skills to 

understand how information is created and disseminated and to effectively identify false or 

misleading information. For example, people unfamiliar with digital platforms or social 

media may not recognize when an online post has been manipulated or is part of a 

coordinated disinformation campaign (Terrell, 2022). Also, societies without digital 

readiness may have more robust digital infrastructure, making them more vulnerable to 

cyberattacks, hacking, and other forms of digital interference. 

A study examined digital readiness gaps among American adults based on 

socioeconomic status, educational attainment, and age (Horrigan, 2020). It found 

significant disparities in digital readiness, with lower-income, less-educated, and older 

adults being less ready. It suggests that efforts to close these gaps should include increasing 

access to affordable Internet services and providing digital skills training and support.  
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C. INCREASING TRANSPARENCY 

Another way to combat disinformation is for governments and social media to mandate 

increased transparency in political advertising by requiring disclosure of the sources of 

funding for political ads (Brennen & Perault, 2022), including the names of donors and the 

amounts donated. Social media and online advertising should also maintain archives of 

political ads that include this information (Horrigan, 2020). Fact-checking organizations 

can help verify the accuracy of political ads and identify misleading or false claims. On 

Internet pages, links to fact-checking results can be added automatically. 

Supporting independent media can help promote transparency and provide diverse 

viewpoints to reduce disinformation’s influence (Jozwiak, 2023). For instance, Radio Free 

Europe/Radio Liberty counters Russian influence campaigns by providing independent 

news and information where the government censors or heavily controls the media. It can 

help in these ways: 

• Fact-based reporting: This can provide audiences with accurate information 

and counter disinformation campaigns (Sullivan, 2022). 

• Investigative journalism: Investigations into corruption and human rights 

abuses where the media is suppressed (Jozwiak, 2023). 

• Language expertise: News and information in local languages can counter-

propaganda. 

• Partnership with local media: Provide training and support for independent 

journalism (Sullivan, 2022) to strengthen the media in countries where it is 

suppressed. 

D. STRENGTHENING CYBERSECURITY 

To prevent hacking and other forms of cyberattacks used to aid the dissemination 

of disinformation, we must strengthen cybersecurity measures for political campaigns, 

government agencies, and critical infrastructure (Schneier, 2017). Firewalls, intrusion-

detection systems, and antivirus software can significantly reduce unauthorized access to 
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systems and networks. This can help prevent the creation of fake accounts that 

disinformation campaigns use to spread through compromised systems. Governments and 

political organizations can invest in more robust cybersecurity defenses, including 

encryption and multi-factor authentication, to control access better. Organizations can 

provide cybersecurity training to help employees recognize and respond to phishing 

attempts, malware, and other cyberattacks. 

Regular security assessments can identify vulnerabilities in systems and networks 

and fix them before they can be exploited (Cavelty & Wenger, 2020). Improved 

information sharing between government agencies, political organizations, and technology 

companies can help to detect and respond to cyber threats more quickly and effectively. 

International cooperation between governments can reduce political interference by 

sharing information, coordinating responses, and imposing consequences for malicious 

cyber activity.  

E. FACT CHECKING  

The U.S. Constitution First Amendment guarantees a right to freedom of speech 

and expression, including the ability to share false information. Nonetheless, the Supreme 

Court has ruled that the Constitution does not protect certain types of speech, such as 

defamation, perjury, fraudulent schemes for financial gain, false light tort, and lies that 

cause significant emotional harm (Volokh, 2022). It can be challenging and expensive to 

refute false claims legally. Even if one successfully proves that the allegations are unlawful, 

the lies and disinformation may have already spread to the public and can be challenging 

to contain. Nevertheless, s independent fact-checking organizations that debunk false 

claims and provide accurate information can encourage people to verify the information 

before accepting it as true (Murray, 2016). Social media platforms can also help by 

providing mechanisms for users to report false or misleading content. When multiple 

reports are received, the posts can be reviewed and potentially removed if found to violate 

platform policies. Social media platforms can further refine their algorithms to prioritize 

content from reliable sources and deprioritize potentially misleading or false information. 

These measures can go a long way in limiting the reach and impact of false claims. 
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F. HOLDING ACCOUNTABLE THOSE RESPONSIBLE 

When evidence of foreign political interference is found, those responsible should 

face the consequences (Eckel, 2022). Failure to acknowledge that crimes have been 

committed legitimizes criminal behavior. For instance, after the 2016 U.S. presidential 

elections, actions were taken against Russia (Lucas, 2020): 

• The U.S. government imposed economic sanctions on Russian entities and 

people involved in the interference, including the IRA, which was identified 

as responsible for the social-media disinformation campaign. 

• The Justice Department indicted 13 Russian nationals and three Russian 

companies associated with the IRA. 

• The U.S. government expelled 60 Russian diplomats in 2018 and closed a 

Russian consulate. 

• The news coverage increased public awareness about election interference, 

and the revelation of the tactics used by the Russians should reduce future 

interference. 

NAVAL POSTGRADUATE SCHOOL  |  MONTEREY, CALIFORNIA  |  WWW.NPS.EDU

_________________________________________________________



35 

V. CONCLUSIONS 

Russian disinformation poses increasingly significant challenges to global stability, 

democratic processes, and information integrity. This thesis has explored the origins, 

strategies, and impacts of Russian disinformation campaigns, identifying the sophisticated 

tactics employed by Russian state actors to manipulate public opinion, sow divisions, and 

undermine trust in democratic institutions. From social-media manipulation to creating 

fake news outlets and weaponizing hacked information, Russia has shown significant 

adaptability in exploiting information vulnerabilities. 

To combat this threat, a multi-faceted approach is essential. First, monitoring 

elections is crucial to safeguarding democratic processes. Establishing independent 

oversight bodies and deploying software tools can help detect and counter disinformation 

efforts. While the U.S. did bolster its monitoring and cybersecurity for the 2020 elections, 

it needs to continue this activity consistently. Russian disinformation campaigns will 

continue to evolve and adapt to new technology, and it is crucial to stay ahead of their 

tactics and techniques to counter them effectively.  

International cooperation is essential in addressing the transnational nature of 

Russian disinformation campaigns. Governments, intelligence agencies, and civil society 

organizations must collaborate to share intelligence, exchange best practices, and develop 

coordinated responses. Multilateral forums and initiatives can facilitate information 

sharing, joint exercises, and policy harmonization to strengthen the fight against 

disinformation. 

Technological advancements can also help detect and counter disinformation. 

Improved algorithms, machine-learning models, and artificial intelligence can help identify 

and flag deceptive content, aiding more accurate and reliable information. Collaboration 

between technology companies, researchers, and governments is necessary to develop and 

implement innovative solutions. 

Exploring the psychological and cognitive factors that make individuals susceptible 

to disinformation helps design effective countermeasures. Research should explore the 
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psychological mechanisms underlying the reception and spread of disinformation and 

identify good strategies for debunking false narratives. Research should also assess the 

effectiveness of media-literacy programs, fact-checking organizations, transparency 

measures, regulatory frameworks, and international partnerships. Comparative studies and 

careful evaluations can identify best practices and inform evidence-based policymaking. 
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