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Chapter summary 

Empirical policy evaluation is necessary to answer the question: what is a good policy? 
To answer this question, this chapter will review the management of policy evaluation 
and cover key performance indicators for evaluation, such as efciency and fdelity. On 
the basis of these indicators, common frameworks for policy evaluation are explained. 
Some of the challenges in conducting policy evaluation, though, are the complex and 
variable aspects of all policies, as well as their context-specifc antecedents and out-
comes. Tis makes comparison between policies very challenging, if not impossible; 
hence, we close with an example of strategies for standardizing the evaluation of poli-
cies across domains and approaches. Ultimately, the purpose of this chapter is to iden-
tify not only what comprises a strong policy but also how to produce efective policies 
that maximize the number of people reached and impacted. 

Learning objectives 

• Understand the important aspects and necessary steps of policy evaluation 

• Distinguish key policy performance indicators: effcacy, effectiveness, effciency, 
fdelity, adaptation, and sustainability 

• Recognize the main elements of common approaches to evaluate policy 

• Be able to develop a general policy evaluation framework 

• Utilize a standardized scoring system for evaluating different types of policies 

Introduction 

In the second chapter of this book, we covered processes of policy development and imple-
mentation, particularly as they relate to evidence. In these processes, the ultimate aim is to 
generate the best possible outcomes for the lowest costs in resources. Clear structures to 
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Policy evaluation 227 

implement, manage, and track policies are paramount for establishing accountability among 
stakeholders and facilitating later analysis (see, for example, Ministry of Foreign Afairs, 
2009; Australian Development Agency, 2009). However, no matter how much we invest in 
systematic structures or uses of evidence to inform the policy content, we cannot know if a 
policy is efective unless we perform an appropriate evaluation. 

Tere are many possible ways to evaluate a policy. Besides being based on scientif-
cally rigorous evidence, Lindblom (1959), for instance, classically suggested that a “good” 
policy is one that achieves agreement about a particular desired outcome across key deci-
sion-makers. While this may sufce on some superfcial levels, a more robust and compre-
hensive assessment of the benefts and shortcomings of policies can be obtained through 
rigorous evaluation, which entails generating information on expected and actual impacts 
of specifc policies, as well as the processes involved in their development, implementation, 
sustainability, and use of resources (OECD, 2015a). Evaluation is also to be distinguished 
from monitoring, which refers to the continuous assessment of implementation against an 
agreed-upon schedule (OECD, 2015a). 

To explain policy evaluation, the chapter is structured as follows – frst, we discuss 
policy implementation and how evaluation is embedded within it. On this basis, we provide 
a coarse framework (an overarching guideline with principles for a construct that can help 
direct the approach taken without specifying or itemizing all content) detailing what should 
be established in an evaluation process and how it could be managed. Subsequently, com-
mon approaches to policy evaluation are presented in a simplifed framework with special 
emphasis on key indicators, such as efcacy, fdelity, adaption, and sustainability. Further, the 
chapter reviews how data could be collected and interpreted to assess whether a given policy 
is a “good” policy beyond Lindblom’s classic description. Finally, we present a systematic 
scoring system that allows the comparison of diferent policies across topics and contexts 
and their present and potential uses. 

Beginning with the journey in mind 

The degree to which the insights generated by evaluations are useful strongly depends 
on the quality and type of data and evidence gathered: claims about a policy’s effects 
on an attribute of interest would only be appropriate if relevant supportive data were 
obtained. Ideally, to enhance generalizability and external validity, the data should be 
obtained across different types of contexts and populations. It is good practice to deter-
mine and define the criteria for interpreting whether a policy has met its goal or reached 
the desired outcome a priori. Additionally, in order to promote transparency and main-
tain accountability, these criteria can be determined in collaboration with policymak-
ers and other key stakeholders and then be shared publicly (e.g. using an open data 
framework) (Zuiderwijk & Janssen, 2014). Retrospectively applied effectiveness criteria 
are often chosen arbitrarily and are easily disputable. The observation that a decision 
had a beneficial outcome does not readily mean that the decision was good or that the 
outcome was planned. Therefore, plans for impact or outcome assessment should have 
already been considered and determined as the selection of the most suitable policy for 
a given issue is made. To facilitate policy design and planning, two common approaches 
are used: ex ante (before the policy implementation) and ex post impact (after the policy 
implementation) (OECD, 2014a). 



  

 

 

 
  

 

 
 

 

 
 
 

 

 
 
 
 

228 Ruggeri et al. 

Ex ante evaluation 

Ex ante assessment focuses on the planning and design of the policy itself and poses the 
question, “Will this policy have an impact and, if so, in what way?” To do this, ex ante also 
has to consider “What is the problem that needs to be resolved?” as well as “What are the 
likely intended and unintended outcomes of this policy?” Te ex ante assessment is useful 
to establish the need for a policy prior to the actual implementation. An ex ante assess-
ment provides the advantage of choosing among diferent policy options on the basis of 
expected impacts – the fexibility in changing implementation strategies, through planned 
and well-documented adaptation, comes from the implementation design and real-world 
practice. Te implementation design includes the means through which the policy objectives 
are realized as well as the objectives themselves. An example of an approach to ex ante impact 
assessment is presented in Box 11.1. 

BOX 11.1 EUROPEAN COMMISSION GUIDELINES FOR 
POLICY PLANNING 

There is no “gold standard” for how policies working in different segments of the policy 
ought to be planned and designed, and the cycle to have a schematic understanding 
process may differ considerably across organ- of how such a process may be applied in 
izations, contexts, and levels of policymaking practice. As an example, the guidelines for ex 
(e.g. local, state, national). Nevertheless, it ante policy planning applied by the European 
may be valuable for the various stakeholders Commission (2016) are presented next. 

1 Bring together an inter-service group consisting of people who work in felds related to 
the subject that will be evaluated 

2 Inter-service group prepares the impact assessment 
3 Announce to stakeholders and policymakers that they can provide feedback about the 

potential challenges and the impact of the implemented policy 
4 Commence a 12-week, open public consultation to make sure that the stakeholders and 

policymakers have the chance to voice their opinions 
5 Collection of data, input from stakeholders, and further evidence 
6 Write the impact assessment report 
7 Send report to the Regulatory Scrutiny Board for review; the review includes a closer 

look at what can be improved and formulates advice for future policies 
8 If the report is accepted by the board, submit further policy initiatives to inter-service 

consultation 

Policy implementation 

Afer considering these many factors, the move toward systematically realizing policies can 
begin. It is important to establish the implementation plan early to avoid potential biases as 
well as structural barriers (fnancial, organizational, transactional) that can lead to bottlenecks 
and other challenges later in the process. Te policy implementation plan translates an idea 
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into policy – it details how a policy is put into action, defnes the monitoring process, and 
ensures that all planned aspects are performed (Centers for Disease Control and Prevention, 
2015). Implementation plans comprise a set of selected implementation strategies intended to 
achieve desired outcomes (e.g. enhancing the speed and quality at which a policy is adopted, 
implemented, and sustained). For example, implementation strategies include steps such as 
accessing new funding, starting a dissemination organization, or conducting educational meet-
ings (Powell et al., 2015). Further, the implementation plan should contain clear guidelines 
defning at which point a policy is considered fully implemented. In practice, policies ofen 
need to be rolled out incrementally over time and space; thus, it is useful to distinguish between 
initial, medium, and longer term policy implementation when designing a policy evaluation. 
For example, some policies are immediately ready for enforcement and monitoring, whereas 
more complex policies (e.g. the Paris Agreement on climate change) require several years to 
achieve full implementation. Similarly, some areas within a jurisdiction are immediately ready 
to implement a new policy, whereas other areas require additional capacity building frst. Te 
knowledge about how an intervention was executed provides the basis for assessing its efec-
tiveness and impact. Te information about what policy aspects were implemented and the 
extent to which they were achieved allows us to evaluate how the policy components that were 
originally planned relate to the observed efects. Furthermore, an understanding of these fac-
tors allows policy evaluators to recognize when and to what extent a policy is not being imple-
mented as planned (e.g. with low fdelity) which can lead to the termination of potentially 
efective policies and the continuation of inefectively implemented policies (Brownson et al., 
2015). Knowledge of how to adapt policies that are being mis-implemented to get them back 
on track and even when to de-implement (e.g. replace, terminate, or defund) inefective and 
potentially harmful policies are key actions that all policy evaluators must consider. 

Ex post evaluation 

To assess whether a policy has been implemented appropriately and efectively, robust assessment 
is critical (Howlett et al., 2015). Tis is known as ex post policy evaluation, which is a systematic 
assessment of progress made toward meeting objectives, implementation processes, and the inte-
gration of relevant evidence and methods (World Health Organization, 2007). An ex post assess-
ment explores whether a policy’s impact goal was reached and, thus, determines the efectiveness of 
an intervention and the need for any alternative action (for example, revising or adapting existing 
policies and adjusting the implementation plan). Without evaluation, it is impossible to determine 
efectiveness and whether further adoption and wider policy dissemination are appropriate. Te 
World Health Organization (WHO) divides policy evaluation into two forms. First, the evaluation 
focuses on the content of the policy – its vision, objectives, and target areas. Second, the evaluation 
of the plan refers to assessing the proposed implementation strategies, targets, and their indicators. 
Furthermore, because there are numerous possible ways to approach an evaluation, every evalua-
tion team can choose the procedure that is most suitable to a given policy and its implementation 
(Trochim, 2009). It is important to note that evaluation is not a static process, but it can be iterative 
and fexibly adjusted according to the context (Menon, Karl, & Wignaraja, 2009). 

Process 

According to the WHO (2007), it is critical to evaluate the full scope of the development 
process of a policy. Tis includes considerations of whether the development followed the 
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best practice guidelines, whether the key stakeholders were involved in the process, and the 
extent to which the plan was checked against the available resources and the best available 
evidence. Further, a strong policy plan would take local conditions and needs into account 
when detailing key areas of action and steps necessary for successful implementation by 
specifc stakeholders (Menon et al., 2009). Te evaluation assesses whether these actions are 
taken, and in instances where this is not the case, it analyzes the reasons behind the failure 
to adhere to the plan. Evaluation, therefore, may inform all aspects of a given policy and may 
provide insights into iterations of related initiatives, regardless of whether the planned out-
comes are met or not. For this reason, the United Nations Development Programme (Menon 
et al., 2009) considers policy planning, monitoring, and evaluation to be interrelated pro-
cesses, which provides an important link between past, present, and future initiatives and 
development results. Equally important is the need to evaluate the quality of the regulatory 
and policy tools that are being used to develop the policy (OECD, 2014b). 

Monitoring 

Have you ever made a New Year’s resolution? If you are like many people, you probably com-
mitted to changing something, but shortly afer January 1 the efort going into those changes 
started tapering away, and achieving the goals you set out became increasingly unlikely. But 
how early were you aware that things were not going as planned, and what could you have 
changed had you known? Tis is not so diferent from monitoring policies, which is ofen a 
critical feature of interventions during and afer implementation. 

Monitoring is a key element in evaluations because there are numerous factors, such 
as changes in the environment or staf, that make policy implementation challenging (WHO, 
2007). Tis is important given that the contexts and settings in which policy implementation 
is taking place are complex and dynamic. Monitoring is defned as the ongoing process of 
assessing the progress of the policy implementation strategies toward the set goal (Menon et 
al., 2009; WHO, 2007). In this regard, it is necessary to determine whether the pre-specifed 
actions were performed, if the progress proceeded as planned, and whether any difcul-
ties or unanticipated challenges arose (Menon et al., 2009; WHO, 2007). On this basis, the 
planned and performed implementation strategies can be adjusted to ensure that the desired 
goals and policy objectives are successfully met (Menon et al., 2009). Te resulting fndings 
may be used to communicate and engage with the key stakeholders about the status and the 
advances made toward the objectives (Menon et al., 2009). 

Tere is no fxed timeline for when monitoring should begin or how long it should last. 
However, Waterman and Wood (1993) outline the four key stages of monitoring, each being 
an iteration of the previous one: 

Stage 1 – Collect the facts: examine qualitative information to understand if a policy-related 
issue exists 

Stage 2 – Identify relevant stimuli: produce a database of information for regular evaluation 
Stage 3 – Statistical analysis: evaluate changes over time to understand impacts 
Stage 4 – Re-examine initial information: use all insights once policy is fully implemented 

to go back to policymakers to understand and consider further actions 

In some cases, these approaches may be outdated in modern policy contexts, yet the general 
nature of the timeline remains relevant. 
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Te main contribution of monitoring is that it identifes adjustments needed within 
implementation of the policy, particularly when the data indicate problems and the need for 
redirecting course. When this occurs, “patches” can address the identifed issues and help to 
avoid repeating mistakes (Howlett et al., 2015). As policies usually comprise bundles of mul-
tiple policy tools, instead of abandoning existing policies and replacing them with new ones, 
policy designers can restructure policies by adding or subtracting elements or objectives to 
or from the existing policy mix. Of course, the specifc context and likely results of the pol-
icy redesign need to be taken into account when introducing changes over time (Howlett & 
Rayner, 2013). 

Monitoring itself should not replace a full evaluation, but the information that it pro-
duces may be a useful tool in terms of transparency (i.e. ad hoc reporting on progress to 
stakeholders) and overall efectiveness (by allowing one to identify and correct issues earlier 
in the process). While monitoring is diferent from evaluation, monitoring activities ofen 
produce the data needed to inform and drive key evaluation activities. 

Evaluation management 

Evaluations are ofen complex processes that surpass the workload capacity of individuals and 
instead require full teams. Tis includes the input and engagement of stakeholders and part-
ners, as they may provide feedback and contribute to decision-making across every step of the 
evaluation (Menon et al., 2009). Roles and responsibilities should be attributed on the basis 
of competencies and, when necessary, external expertise (e.g. from statisticians, analysts) 
should be contracted. Additionally, an evaluation team should oversee the whole evaluation 
process and should compile the information acquired by the diferent members of the eval-
uation group. Te evaluation team is also responsible for maintaining communication with, 
and disseminating key fndings to, policymakers, key stakeholders, and community partners. 

Te European Commission (EC; European Commission, 2016) states that to evaluate 
policies efectively, the evaluation team should fulfll the following features: political support, 
resources, expertise, coverage, integration, and structure. To plan and perform the evalua-
tion process, the evaluation group and defned stakeholders should designate an evaluation 
manager, who intermediates among the involved parties and takes on the daily responsibil-
ities of the evaluation (Menon et al., 2009). According to the United Nations Development 
Program (UNDP) (Menon et al., 2009), the evaluation manager should lead the evaluation 
process, debrief the evaluators, coordinate the diferent parties involved, provide the relevant 
data to the key stakeholders, manage the contract agreements, and review the evaluation 
plan and reports. Following the evaluation, a management response, consisting of a state-
ment about recommendations and further procedures, should be written and monitored 
until all planned actions are taken or canceled (Fertman & Allensworth, 2016; Rogers, 2014). 

Tere are many diferent approaches to performing an evaluation. Te choice of which 
approach to use is based on the questions one is trying to address, the feasibility and resources 
available, the criteria that will be used to judge program performance, and the performance 
standards that must be reached for the program to be considered successful (Community 
Tool Box, n.d.). Although there is no single “just” approach to evaluations, similar consider-
ations apply to most planned and applied evaluations (see Figure 11.1). 

Te following steps outline practical elements within an adapted evaluation framework 
of the WHO (WHO, 2007) and the UNDP (Menon et al., 2009). Evaluations are complex 
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FIGURE 11.1 A pragmatic framework for evaluation and monitoring 

Step 1 
Choosing an evaluation 

manager 

Step 2 
Aim and scope of the 

evaluation 

The results of an evaluation can be used for future decisions. Hence, key stakeholders should be 
consulted what information they need to reach a  decision. In this process, an evaluation manager should 
be chosen who leads the progression of the evaluation process and intermediates with the key players. 

Based on the requested details from the key stakeholders, evaluators can decide what data is necessary 
to provide this information. In addition, evaluators must be aware who the data requires in order to 
provide the evaluation report in a proper way (e.g. in terms of language or technical details). 

Step 3 
Finding evaluators and 

allocate funding 

Based on the required data and set priorities, the planners have to decide how the available resources 
will be distributed. If no funding has been allocated yet, strategies have to be developed how to acquire 
the necessary resources. 

Step 4 
Assessing the ethical 

issues 

Step 5 
Preparing the 

implementation 

A clear plan should entail: the context, purpose, evaluation method, research design, time frame, 
resources size and scope of the evaluation. Responsibilities should be clarified and roles should be 
distributed. Potential risks should be considered and possible solution prepared in the plan. The results, 
conclusions and recommendations of the evaluation should be summarized in a report. 

To ensure an ethical correct procedure, ethical issues of the evaluation have to be assessed and 
managed. 

Step 6 
Dissemination of results 

Once the policy has been evaluated, and conclusions have been drawn, the results need to be 
disseminated.. Recommendations to policymakers, key stakeholders, and community partners should be 
made. Following this, continuous evaluation for the future can be planned as evaluations constitute an 
iterative process. .  

processes that require numerous considerations beyond the ones mentioned in the oversim-
plifed version outlined here. Nonetheless, the framework provides a useful basis for evalu-
ation planning. 

Features of evaluation 

Te literature on policy evaluation converges on several features (see Table 11.1) considered 
to be key performance indicators (KPIs) in any policy evaluation. Te features are applied 
and explained in an example concerning a municipality that aims to reduce the use of per-
sonal cars to reduce trafc congestion by distributing free public transport tickets. 

When one evaluates the sustainability of a policy in the long term, it is necessary to 
establish that the efectiveness is not a mere superfcial efect in which the expected results 
are initially shown but do not last (Loewenstein & Chater, 2017; Sunstein, 2017a). Consider 
an example from the New York City (NYC) Human Resources Administration Department 
of Social Services (HRA-DSS), which is the largest US social services agency combating 
poverty and income inequality. For decades, HRA-DSS workforce development programs 
tried to help NYC residents to move out of poverty and of welfare. Tis target was pur-
sued by placing individuals into jobs as quickly as possible, without much consideration of 
the sustainability of this impact or unintended consequences. Tis approach inadvertently 
resulted in individuals not being trained in line with long-term employability goals. Tis 
placed them in lower wage positions with little access to higher wage sectors. Te resulting 
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TABLE 11.1 Features of evaluation 

Feature Defnition Application 

Effcacy Effcacy refers to the ability of a program 
to achieve the overall planned purpose 
(Gertler, Martinez, Premand, Rawlings, 
& Vermeersch, 2016). 

Effectiveness Effectiveness examines how the 
observed effect relates to the desired 
outcome by comparing the observed 
outcome to a baseline measure. Thus, 
effectiveness indicates the extent 
to which the intervention made a 
difference toward that goal (O’Donnell, 
2008; Gertler et al., 2016). 

Effciency Effciency describes the relationship 
between the used resources (e.g. funds, 
expertise; Menon et al., 2009) and the 
achieved success. This could require 
the estimation of optimization and 
maximization points, which refect the 
use of the smallest amount of resources 
to gain the greatest possible level of 
desired output. 

Fidelity Fidelity denotes whether an 
intervention was implemented the 
way it was planned (Bradshaw & 
Klein, 2007; O’Donnell, 2008). A 
high-fdelity program would have been 
implemented exactly as planned, 
whereas a low-fdelity program 
would have been carried out with 
considerable difference from how 
implementation was envisioned 
(Bradshaw & Klein, 2007). 

Adaption While fdelity is an important feature 
of policy interventions, in some cases 
adapting the original intervention 
may be necessary. Policies may 
need to be adapted for new settings, 
for new populations, or for changes 
in contextual factors, such as 
environmental, political, sociocultural, 
or economic ones (Allen, Shelton, 
Emmons, & Linnan, 2018). Adaption 
may also be required in order to 
promote the sustainability of an 
intervention (Shelton, Cooper, & 
Stirman, 2018). 

Effcacy would measure whether 
the overall goal to reduce the use of 
personal cars is met. 

Effectiveness measures the extent 
to which the distribution of free 
public transport tickets truly led to a 
decrease in the use of personal cars. 

Assessment of effciency focuses 
on the extent to which outcomes 
were maximized with the fewest 
unwanted effects in the shortest 
time and smallest resource use. 
Most effciency measures are likely 
to overlap with cost-effectiveness, 
though would offer more scalar 
understanding rather than static 
calculations. 

Fidelity would indicate whether 
the public transport tickets were 
distributed as planned. 

The intervention might need to be 
adapted if it turns out that distribution 
of free public transport tickets leads 
to overcrowded buses during peak 
hours. A possible adaption could be to 
also encourage the use of bikes in the 
city by offering free minutes for bike-
sharing platforms. 
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Feature Defnition Application 

Sustainability Sustainability indicates the estimated 
life of the observed effect and whether 
it is expected to continue after the 
implementation is completed. The 
assessment evaluates the ability of the 
population addressed to maintain and 
manage the obtained results in the 
future (Fertman & Allensworth, 2016; 
Pollitt, 2013). Additionally, sustainability 
may also involve the continued 
assessment of the ongoing delivery or 
implementation of the policy over time 
(Shelton et al., 2018). 

Termination Termination refers to the reality that 
not all policies should be, can be, 
or are meant to be sustained. Over 
time, policies are often adapted, 
defunded, replaced, or fully terminated. 
Termination may be required if the 
evaluation reveals that the unintended 
consequences negate the intended 
impacts of the policy or if the policy 
intervention is actually causing harm. 

Sustainability would be met if the 
effect of the intervention (reduced use 
of personal cars) is maintained in the 
long term. 

An appropriate evaluation would also 
consider what impacts termination 
may have, such as an unwanted 
increase in individual use of personal 
cars or the reduced use of public 
transport requiring changes to 
standard schedules. 

lack of sustainability soon materialized in an observed low retention rate for the placements. 
One in four who took a position was back to receiving cash assistance within 12 months 
(Glen, 2017). On a superfcial and short-term level, the program achieved success in con-
necting individuals to jobs. However, it sufered long-term shortcomings in failing to keep 
people employed or placing them in jobs that could not meet their fnancial needs. Tis 
example illustrates that in some cases a meaningful evaluation requires assessment of both 
the immediate and long-term efects of a policy. Policy evaluation should not stop when the 
policy implementation phase comes to an end. On the contrary, ex post assessment should be 
performed to assess the sustainability of the policy (ideally at least a year afer policy imple-
mentation) by using the policy platform concept described in Chapter 10. 

Use of policy models to form ex post evaluations 

As described in full detail in Chapter 10, a pragmatic model for evidence-driven policies 
should include a robust framework for evaluation. While it is not exhaustive, that framework 
covers the primary features and some additional indicators that are common in the evalua-
tion literature (see Table 11.2). It is recommended that the parameters of the target indicators 
be defned in as much detail as possible during the operationalization of the issue. Defnition 
of the parameters is crucial for ensuring that the primary objectives of the policy are tangible. 



   

 

TABLE 11.2  Primary indicators for evaluation analysis 

Term Questions 

Context1 What is the context in which the policy was initiated? 
What are the key features (size, scope, nature, behavioral barriers) of the 
problem or opportunity involved? 
Did the context change during the policy implementation? 
What is the fnal status of the context? 

Purpose What is the purpose of the policy? 
Are fdelity and effcacy ensured? 

Timeline What are the key dates from identifying the issues through the evaluation? 
How long did the implementation process last? 
How much time was needed before the data and the insights were available? 

Resources What resources (e.g. fnancial costs, human costs, social capital) were required 
for the policy? 

Impact What are the specifc benefts or harms for individuals, groups, or populations 
that the policy delivered (usually compared to a baseline or status quo method)? 
Were the benefts and impacts equitably distributed?2 

Reach What proportion of the population is reached by the intervention? 
How representative of the overall population are the individuals participating in 
the intervention? 
What is the absolute number of people affected by the intervention? 

Cost-effectiveness What is the fnancial value based on what was invested in relation to total gain? 

Population gains Does the entire population beneft even when they are not targeted, affected, 
nor participating? 

Future uses What should stay in place? 
How can others use it? 
Will the policy continue to make an impact? 
Should the policy be put back into the toolkit until it becomes necessary again? 

Notes: 

1 See also: Allen, P., Pilar, M., Walsh-Bailey, C., Hooley, C., Mazzucca, S., Lewis, C. C., . . . Brownson, R. C. 
(2020). Quantitative measures of health policy implementation determinants and outcomes: A systematic review. 
Implementation Science, 15(1), 1–17. 

2 See also: Emmons, K. M., & Chambers, D. A. (2021). Policy implementation science – An unexplored strategy 
to address social determinants of health. Ethnicity & Disease, 31(1), 133–138. 
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Methods and data collection 

In order to evaluate the efect of an intervention, relevant data should be collected and 
analyzed. Te main objective guiding the choice of methodology would be to adequately 
address the evaluation questions, while performing a fair and unbiased assessment (UNEG, 
2016). Te specifcs of the research design would ofen depend on the efect that one is try-
ing to assess and the available resources (e.g. time, evaluators). Before time and resources 
are invested in a large-scale evaluation, pilot studies are highly recommended. Pilot stud-
ies are usually quick and small in scale. Tey allow researchers to obtain an idea about the 
expected outcome as well as to forecast any challenges that may arise in the evaluation pro-
cess (Van Teijlingen & Hundley, 2001). Equally important is to be selective and targeted. Not 
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everything can be evaluated, and the depth and scope of evaluations should be proportional 
to the size, scope, and impact of the policy (OECD, 2015a; OECD/Korea Development Insti-
tute, 2017). In addition, experiments can be an efective way of evaluating the efectiveness 
of policy implementation from a user perspective and can therefore be performed in a lab or 
a feld environment. 

Tere are numerous research designs to evaluate the success of a given intervention. 
Most frequently researchers conduct experimental designs, nonexperimental designs, and 
economic evaluations (see Table 11.3). Te various approaches are not mutually exclusive 
and evaluators ofen triangulate diferent methods (e.g. quantitative and qualitative meth-
ods) to enhance reliability and ensure valid results (Menon et al., 2009). 

TABLE 11.3 Research designs 

Type of design Description and key features Further reading 

Experimental 
design 

Randomized 
controlled trial 
(RCT) 

Quasi-
experimental 
design 

Natural 
experiment 

Nonexperimental 
design 

Economic 
evaluation 

Cost-minimization 
analysis 

Cost-effectiveness 
analysis 

• Manipulation of at least one predictor variable 
• Assess the effect of the manipulated variable(s) on 

(an)other variable(s) of interest 
• Aims to detect a cause-and-effect relationship 

• Considered as the gold standard methodology for 
evaluating an intervention 

• Comparison of at least two groups 
• Individuals are randomly assigned to an 

intervention or control group 

• In some cases, more ethical, feasible, and cost-
effective than RCTs 

• Compares (natural) groups without a randomized 
allocation 

• Studies policy reform as an experiment itself 
• Often classifed together with quasi-experimental 

design 

• No variable manipulation 
• Examines naturally occurring relationships between 

variables (e.g. through surveys or focus groups) 
• Relies on observation, interpretation, or interactions 
• Only correlational statements are possible 
• Usually high in external validity 

• Considers the cost-effectiveness and sustainability 
of policies 

• The type depends on the objective and the features 
of the intervention evaluated 

• Compares the costs of policies 
• Aims to identify the least expensive policy among 

two or more options that have identical benefts 

• Compares the relative values of competing interventions 
• Costs are measured in monetary terms, and 

effectiveness is assessed independently 

WHO (2007) 

WHO (2007) 
Behavioural Insights 
Team (2014) 
Jamieson and Giraldez 
(2017) 
Cartwright (2007) 

WHO (2007) 

Blundell and Costa 
Dias (2002) 

Glasziou (2004) 

Menon et al. (2009) 
Drummond, Sculpher, 
Claxton, Stoddart, and 
Torrance (2015) 

Menon et al. (2009) 

Menon et al. (2009) 

(Continued) 
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TABLE 11.3 (Continued) 

Type of design Description and key features Further reading 

Cost-utility 
analysis 

• A particular form of cost-effectiveness analysis, 
which is used when effectiveness or utility is hard to 
quantify in monetary or metric terms 

• Compares the consequences of policies on the 
basis of set criteria 

Dernovsek, Prevolnik-
Rupel, and Tavcar 
(2007) 
WHO (2009) 

• It is used to compare interventions with different 
(nonmonetary) benefts 

Cost-beneft 
analysis 

• Estimates the net monetary cost of achieving a 
particular outcome 

• Based on the principle that the monetary benefts 
of an intervention should exceed the costs of its 

Treasury (2013) 

implementation 
• Considers costs and benefts in monetary terms 

Common data collection methods 

Along with selecting the research design, researchers make a choice about which specifc 
data collection methods to use. Te choice of which methods to use is driven by several 
factors: the objectives, the design of the research or the intervention, practical factors related 
to time and the available resources, and the type of analysis that would best capture the 
efect of interest. Te data obtained can either be quantitative, qualitative, or mixed meth-
ods, which integrates both quantitative and qualitative methods (WHO, 2007; Palinkas & 
Rhoades Cooper, 2017). Quantitative data encompass information expressed in numbers 
(typically from surveys) and are analyzed with statistical techniques. In contrast, qualitative 
data are typically nonnumeric (involving text and words) and are analyzed through a sep-
arate set of techniques depending on the research question (Bryman & Burgess, 1994). In 
some cases, researchers may gather and triangulate both quantitative and qualitative data to 
test the efects of an intervention (Johnson & Onwuegbuzie, 2004). Te required data may 
be readily available (e.g. existing texts or survey data) and may merely require collation and 
analysis. Tis is, for example, the case when using archival records or existing reports and 
documents of previous initiatives. More frequently, however, the data necessary to answer 
the research question need to be collected using primary data collection (Menon et al., 2009). 
Data collection initiatives typically reply on standardized instruments and questionnaires, 
interviews, and observations (Menon et al., 2009); ideally, the quantitative measures that are 
used have been psychometrically tested and validated. In recent years, Big Data approaches 
have become increasingly prominent (Jin, Wah, Cheng, & Wang, 2015). 

Standardized instruments and questionnaires provide a common approach to obtain-
ing information on a wide range of topics from a large number of diverse individuals. Tey 
are typically administered online and have the advantage of being relatively quick and inex-
pensive, which is particularly convenient when data are collected from large samples of 
respondents. Large samples are typically required to ensure that a given investigation has 
sufcient statistical power to detect the efect of interest. Te statistical power refers to the 
probability that, if it is false, the null hypothesis, which predicts no signifcant statistical 
diference between the observed variables, will be rejected. Typically, the larger the efect is 
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and the larger the sample size is, the greater power the study has to detect a signifcant and 
real impact (Cohen, 1992). Statistical power and sample size are important considerations 
because inadequately powered studies can lead to false rejection of the null hypothesis or 
failure to detect a real efect. Equivalently, cluster randomized trials, which may be used for 
policy-related studies, require large numbers of clusters or units to power the study. 

BOX 11.2 PRIMARY AND SECONDARY DATA 

Primary data are frsthand data gathered by 
the researchers themselves for the specifc 
purpose of the study. 

Secondary data are data previously 
collected and readily available, like archival 
records or existing reports and documents of 
previous initiatives. 

While standardized tools and question-
naires allow for large samples of respondents, 
they often provide just a general snapshot of 
the issue and can be lacking in the depth of 
information provided. In order to obtain more 
detailed information about individual impres-
sions and experiences, researchers often 
conduct individual interviews (Menon et al., 
2009). Qualitative interviews can often be used 
to complement and provide richer context 
to responses to questionnaires and surveys; 
interviews are also useful to provide insight 
into issues or phenomena that are not well 
understood. Focus groups in particular can be 
a quick and useful way to explore both similar 
and divergent points of view across diverse 
stakeholders (Menon et al., 2009). Nonethe-
less, interviews often require trained facilita-
tors, and data collection and data analysis can 
be time-consuming and resource intensive. 

One relative weakness of interviews and 
questionnaires is their frequent reliance on 
self-report of one’s past behavior or percep-
tions of the environment or social context, 
which is known to be prone to several biases. 
For example, self-reports are particularly 
vulnerable to social desirability bias, which 
refers to a tendency of respondents to answer 
questions in a way they think may appear 
more favorably to the interviewer (Phillips & 
Clancy, 1972). This response bias can distort 
the interpretation of mean tendencies and 
individual differences, as it can introduce an 
overestimation of positive and an underes-
timation of negative attitudes or behaviors. 

Further, retrospective assessments can be 
prone to cognitive biases of recall, where 
memory of individual behaviors can be 
shaped by current moment and mood (Schac-
ter, 2012). People are often found to misre-
member and provide inaccurate judgments of 
their performed behavior (Behavioural Insights 
Team, 2014). Similarly, individuals can also be 
poor at predicting their behavior. For instance, 
respondents have been found to perform 
much less exercise than they predicted they 
would (Behavioural Insights Team, 2014). 

On-site observations provide a poten-
tial means to overcome some of the biases 
associated with self-reports. In this approach, 
direct observation protocols are used to eval-
uate how a program operates, encompassing 
the ongoing processes and activities, as well 
as the results that are observed along the 
course of the initiative (Menon et al., 2009). 
While observations allow real-time tracking of 
the program’s implementation and progress 
as they occur, including the extent to which a 
full program is being implemented with fdelity 
or the extent to which it is adapted, they can 
be very costly and time-consuming. In order 
to ensure comparability of results across 
sites, data collectors must be trained to use 
the protocols in the same manner, and clear 
guidelines should be set to facilitate consistent 
interpretation of protocols from different sites. 

Alternative methods to overcome these 
biases and test the effectiveness and impact of 
policies can include experiments in a controlled 
environment (OECD, 2017a, 2017b). Because 
extraneous variables can be controlled in exper-
imental studies, and experimental research 
designs may be replicated, this form of research 
should be considered when it is likely that 
results from qualitative research, such as focus 
groups or individual interviews, are skewed due 
to biases or other interfering factors. 
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Big Data 

Another potential tool for overcoming issues related to self-report that has generated sub-
stantial excitement in recent years is the use of Big Data: collated sets of digital footprints 
acquired at large volume, velocity, and variety, ofen matched from multiple sources (Jin et 
al., 2015). One of the most signifcant changes that the digital era has brought to policymak-
ing is the availability of constant, user-generated streams of digital information. Digital traces 
such as social media posts, Google searches, fnancial transactions, and bus card swipes are 
automatically collected by various devices and constitute large, ofen inexpensive data sets 
with ecologically valid information about individual choices and behaviors. Te information 
they contain is exceptionally rich, encompassing geographical locations, social connections, 
fnancial choices, physical activity, audio, video, etc. (Kosinski, Wang, Lakkaraju, & Lesko-
vec, 2016). Tese Big Data samples can ofer time- and resource-efcient opportunities to 
explore natural human behavior (Kosinski et al., 2016). 

Big Data provide a direct means to address concerns such as those expressed by Lindb-
lom (1959) over the limited utility of insights based on retrospective and unrepresentative evi-
dence. Big Data sources can help to overcome such concerns by allowing regular, fexible, and 
granular access to larger populations (Back et al., 2010). Tey bring many advantages, includ-
ing the opportunity to capture even small efects (given the large samples sizes ofen available), 
as well as the opportunity to obtain behavioral insights free from the potential social desirabil-
ity bias associated with self-reported surveys (Kosinski et al., 2016; Matz, Gladstone, & Stillwell, 
2017a). Nowadays, online patterns of behavior such as Facebook likes can be used to reliably 
infer personal characteristics such as ethnicity, gender, sexual orientation, political afliation, 
and personality traits (Glenn & Monteith, 2014; Bachrach, Kosinski, Graepel, Kohli, & Still-
well, 2012; Lambiotte & Kosinski, 2014). Te analysis of these data sets can help governments 
and organizations identify individuals and groups of interest, as well as population trends and 
risk factors. For example, analysis of the volume of Google searches for illegal substances can 
provide insights about interest in these substances and their popularity (Deluca et al., 2012). 
Such insights allow governments to monitor and predict potential public threats and assess the 
efectiveness of interventions designed to tackle them. Additionally, access to Big Data when 
implementing policies afords researchers the possibility to quickly evaluate and fexibly revise 
interventions according to how they are received, ultimately allowing for improved regulation 
(Schintler & Kulkarni, 2014). Of course, this will only occur if the information is used to inform 
the design of new policies and regulations or to modify existing ones. 

Te use of Big Data analytics afords numerous advantages, but governments and organ-
izations must also address various challenges, including issues of representation, accuracy, 
access, and privacy. Big Data are not always accurate and balanced representations of entire 
populations, and failure to appreciate this can leave policy-relevant groups ignored (Ruggeri 
et al., 2017; Bentley, O’Brien, & Brock, 2014; Taylor & Schroeder, 2015). Big Data are not 
always equally accessible to all parties and ofen either are generated outside public admin-
istrations or are not available to all departments within administrations. Further, there are 
various ethical concerns about organizations and governments collecting and using Big Data 
to target consumer behaviors without the explicit consent of the users. Without clear ethical 
standards about how Big Data approaches should be implemented, there is a risk that they 
may be used to manipulate or disproportionately beneft specifc groups (Ruggeri et al., 2017), 
with lower income and disparity populations at greater risk for being less likely to receive 
benefts. To ensure that such approaches have society’s best interest in mind is a challenging 
but necessary task that requires clear guidelines around individual control of shared data, 
confdentiality, and transparency about the ways in which these data are used and accessed 
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(Ruggeri et al., 2017). Ultimately, one of the most important roles of Big Data in policymaking 
may be to demonstrate empirically that interventions capitalizing on such data result in broad 
public beneft (Ruggeri et al., 2017). In this way, it may prove to be a powerful tool both for 
generating evidence and for establishing standards for scientifc insights to be used in policy. 

Standards for evidence 

To inspect the evidence, the evaluation design should employ a research method and data 
collection strategy that are rigorous and well-suited to the specifc evaluation questions. Tis 
is critical because the fnal decision from an evaluation will be to determine whether a policy 
has been a good one, in some form. It is therefore important to also have standards for the 
valuation of evidence available in advance. 

To assess the extent to which evidence is available for a topic (e.g. from a scien-
tifc study or a policy), the Cambridge Policy Research Group produced the Index for 
Evidence in Policy (INDEP) (see Figure 11.2; Policy Research Group, 2016). INDEP 

FIGURE 11.2 Index for Evidence in Policy (INDEP) 

0 
Theory proposed 

Concept proposed through scientific channel but only as theory without empirical 
validation. 

1 
2 
3 

4 
5 

6 

7 

8 
9 

10 

Possible issue suggested 
Some research has been done that may explain an issue, whether positive or negative. 

Issue identified 
Sufficient evidence available that converges on specifying a precise issue, problem, 

opportunity. 

Issue understood 
Consistent and robust body of work comprehensively describes issue on near-

standardised level across the discipline. 

Consensus on approach 
Across the discipline, there is convergence on appropriate methods for assessing, 

measuring, and analyzing the issue. 

Consensus on evidence 
Using standardized approaches, there is convergence on the interpretations and 

applications of the issue. 

Intervention validated 
In a controlled or niche environment, an intervention has made a validated impact on 

the issue in the way it is understood and measured. 

Successful replication 
In a reasonably similar setting, the intervention has produced a reasonably similar 

conclusion. 

Intervention validated widely 
An intervention has been successfully evaluated in a real-world setting beyond a single 

group or location. 

Intervention applied & translated 
Results of the intervention have been used in multiple contexts at scale for applications 

beyond initial purpose or target group. 

Impact validated 
Application, scaling, evaluation widely replicated across diverse populations and settings 

with converging interpretations of outcomes. 
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assigns the evidence of interest a rating ranging from 0 (theory proposed) to 10 (impact 
validated), refecting the quality, amount, and consensus regarding existing scientifc 
evidence. While evidence of any rating could be used to inform policies, the insights 
with lower ratings should be treated with caution and may require additional scientifc 
grounding. Further, INDEP also considers the evidence around the generalizability of the 
given insight (e.g. the settings, contexts, populations, and conditions in which the policy 
may be efective). As refected in the INDEP, the evidence for the policies should not be 
produced only in controlled or niche environments, but ideally experiments in real-life, 
less-controlled, and lower resource settings should occur afer an intervention is estab-
lished in a controlled trial. 

Scoring policies 

In the United States, one of the tensest periods (for direct stakeholders, at least) is when 
the Congressional Budget Ofce (CBO) releases its estimates of fnancial and human 
impact afer legislation has been presented by Congress. While the CBO is technically 
nonpartisan and ofers only estimates, its projections ofen set the tone for public and 
political discourse about a given bill. While it is rare that public attention returns to these 
estimates in follow-up laws that are eventually passed, government and political structures 
ofen rely on these evaluations in both future development of prospective legislation and 
related debates. Most countries have similar structures in place for such legislation, but 
policy scoring is considerably less institutionalized, with few parallels to draw from across 
countries. 

Much like with policy cycles, there are a substantial number of theoretical approaches 
to the evaluation of policy (Trochim, 2009). Most, if not all, of these frameworks present 
very useful information for classifying and organizing critical features, but they provide lit-
tle practical direction (Howlett et al., 2017). Furthermore, many of these frameworks ofer 
concepts for measurement without producing actual metrics or scales, nor detailing how 
to weigh various aspects on the basis of their overall impact on or value to outcomes. It is 
likely that many policymakers, researchers, and stakeholders from invested organizations 
will refer to these only to fnd general agreement about the importance of theory but will be 
disappointed with the lack of detail on specifc application. While this is a genuine challenge, 
it is largely viewed as a matter of broad categorization intended for simplifying teaching and 
research (Howlett et al., 2017). Tis is not meant as a criticism of published models; it merely 
represents an important gap in the feld, which is a clear opportunity for scientifc contribu-
tion to policy. 

How to understand policy evaluations 

Te work of Cheung and colleagues (2010) ofers an exceptional glimpse into policy evalu-
ation through a framework for scoring policy reports, which include the evaluations but go 
beyond simply the policies and tools themselves. Trough eight general criteria (outlined 
next), they propose measures for assessing the information and approach in health policy 
reports. Te criteria encompass the content, how robustly the information is provided, and 
which fundamental elements are included. Tese domains are useful not only for shedding 
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light on what is important in reporting but also for a priori thinking about and planning for 
policy implementation. 

1 Accessibility 
2 Policy background (i.e. the source of the health policy) 
3 Goals 
4 Resources 
5 Monitoring and evaluation 
6 Political opportunities 
7 Public opportunities 
8 Obligations 

Tere are many examples of how to generally weight and standardize indicators relevant to 
policies. Te OECD has been a leader in producing systematic approaches to policy evalua-
tion through combining and standardizing social and economic indicators (see Nardo et al., 
2005). However, in most cases, policy indices are established discretely between domains, 
though they may have signifcant overlap with a variety of sectors. An example of this is 
the Small and Medium-Sized Enterprises (SME) Policy Index, which is built for the scor-
ing of frameworks and capacities of governments to optimize growth through supporting 
local business development. It is an excellent tool for a general review of SME policies. Such 
instruments may be relevant for cross-country comparisons in certain policy areas, but they 
are not a tool for robust policy evaluation. 

Similarly, one of the most powerful indicators of national economic stability is ine-
quality (Piketty & Saez, 2014; Piketty, 2000). Within this area of work, the Gini coefcient 
(a measure where 0 equals perfectly equal incomes and 1 equals perfectly unequal incomes 
across a country) is commonly used as a score for assessing national economic inequality, 
which is useful for predicting a number of likely barriers to growth and stability (Gast-
wirth, 1972). Te Gini coefcient is widely reported in academic, government, industry, 
and third-sector initiatives, which is likely due to its simplicity in scoring and use. Gini 
scores have catalyzed a substantial number of policies aimed at reducing inequality to 
spur growth, but the coefcient is entirely focused on incomes and is less useful for broad 
application. 

Drawing from an entirely diferent source, one measure widely reported in the media 
is the World Press Freedom Index, assigned annually by the organization Reporters Without 
Borders. Tis multidimensional index is able to score and standardize a number of indica-
tors (e.g. media independence from government, legislative protections, censorship, violence 
toward journalists) critical to members of the press. Tis score is useful for understanding 
the media freedom within a country. Further, for countries that value freedom of the press, 
it can indicate potential areas for improvement. 

In spite of the value that many existing scoring approaches provide in specifc contexts, 
at present there is no scientifc, systemic approach to standardized scoring of policies that 
can be applied across diferent domains. At the same time, a substantial amount of research 
on policy – theoretical and applied – has converged on a set of common indicators deemed 
critical (Allcot & Mullainathan, 2010). Tis presents a tremendous opportunity to stand-
ardize the policy evaluation process to help policymakers to determine the efectiveness of 
interventions that have already been applied or are currently being considered. 

While there is no standardized scoring tool available for all policies, it is possible to 
utilize the extant indicators on which policy researchers have converged. It is recommended 



  

 

 
 
 

   

     
     
     
     
     

  

     
     
     
     
     

    
 

     
     

 

Policy evaluation 243 

that a common scale is used as ofen as possible, followed by appropriate waging similar 
to the approach used by the OECD. Tis also serves as a guide for the minimum infor-
mation  that should be included in high-quality policy reports, similar to the framework 
provided by Cheung and colleagues (2010). Ideally, such an approach would maximize the 
accessibility of the policy evaluation to policymakers, experts, and stakeholders, as well as 
to the general public. 

In the example presented in Box 11.3, 20 indicators are assessed: most are scored from 
0 to 5, the evidence assessment scoring ranges between 0 and 10, and some items range 
from negative to positive. A separate scale for evidence assessment is introduced as a means 
of correcting for policies where most projections are not based on empirical evidence. Te 
purpose behind this is to provide a scale ranging from 0 to 100 that is easily understood and 
requires no advanced knowledge of statistics or policy evaluation. In Box 11.3, each indicator 
in the scoring is itemized, with a suggested framing for each score. Indicators cover popu-
lations involved, clarity of important indicators, cost and resources, critical social factors, 
infrastructure, and scientifc quality. Tese indicators closely correspond to the principles 
employed by major international organizations involved in behavioral policy (OECD/Korea 
Development Institute, 2017). Tis approach allows for a policy to be scored ex ante to assess 
its overall impact as well as likely strengths and areas of concern across specifed dimensions. 
For example, in the generic version in Box 11.3, items 9 to 12 could be rephrased about real-
istic potential as opposed to empirical outcomes. Tis would assist with identifying potential 
weaknesses of or gaps in a given policy that can then be addressed through modifcations or 
the introduction of additional policy tools. 

BOX 11.3 A GENERIC POLICY SCORING SYSTEM 

Populations involved 

1 Which of the following population strategies will be directly or indirectly infuenced by this 
policy? (0 – Not at all; 1 – Indirectly; 2 – Directly; 3 – Exclusively) 

• Severely impaired or disadvantaged 0 1 2 3 
• Impaired or disadvantaged 0 1 2 3 
• Prevent 0 1 2 3 
• Sustain 0 1 2 3 
• Promote 0 1 2 3 

2 At what level are effects expected? (0 – Not at all; 1 – Indirectly; 2 – Directly; 3 – Exclusively) 

• Rare or isolated 0 1 2 3 
• Small group or tribal 0 1 2 3 
• Community 0 1 2 3 
• Large region or national 0 1 2 3 
• International 0 1 2 3 

3 High-risk or population-level approach? (0 – Not at all; 1 – Indirectly; 2 – Directly; 
3 – Exclusively) 

• High risk 0 1 2 3 
• Population 0 1 2 3 
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Indicator clarity 

4 Are the indicators targeted by the intervention clear? (0 – Not at all; 2 – Entirely clear) 
5 Does/did the evaluation refer to the intended outcome and was there a clear reference 

comparison (e.g. baseline, control) for determining effect? (0 – Not at all; 2 – Entirely clear) 
6 Is information about the policy accessible to the public? (0 – Not at all; 5 – Entirely 

transparent) 

Impact and resources 

7 How cost-effective is the intervention? 

• Costs Lower (2) Same (1) Higher (−l2) 
• Effectiveness Lower (−3) Same (−1) Higher (3) 

8 How long will it take to go from implementation to impact? (0 – Unknown; 1 – Lag after 
implementation; 2 – During implementation; 3 – Lag after launch; 4 – With launch) 

9 How long will the impact last or how soon will outcomes regress to mean? (0 – Additional 
interventions will be required immediately; 5 – Once implemented, effects should be 
sustained for the foreseeable future) 

10 To what extent was the policy implemented as intended? (0 – Not at all; 3 – Precisely as 
designed) 

11 To what extent did the policy achieve its intended, primary aims? (0 – Not at all; 5 – Completely) 
12 To what extent was there a return on the investment? (−5 – Loss; 0 – No return; 5 – 

Measurable return greater than amount invested) 
13 Are/were there signifcant risks associated with this policy? (−5 – Risks for the whole 

population; −4 – Risks for the most vulnerable; −3 – Signifcant risks to a large group; −2 – 
Moderate risks to a large group; −1 – Moderate risks within reason; 0 – No known risks) 

14 Are there any signifcant trade-offs? (−5 – Signifcantly more harms than benefts; 5 – 
Only benefts, no harms) 

Social considerations 

15 To what extent is/was this supported by the public? (−5 – Extremely unpopular; 0 – No 
support or dissent; 5 – Extremely popular) 

16 To what extent is the policy politicized? (5 – Completely apolitical; 0 – Explicitly biased for 
or against a political group) 

Infrastructure 

17 To what extent are there legal or regulatory structures to support this approach? (0 – No 
regulatory backing; 5 – Well defned with oversight) 

18 Is it possible to replicate the policy in other locations? (0 – No; 5 – Directly and without 
modifcation) 

Scientifc quality 

19 Evidence assessment: using the 0–10 scale from the PAI, rate the level of evidence in 
support of this intervention. 

Well-being 

20 What is the impact on well-being? (−1 to 1 for every dimension measured) 
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It is important to utilize any such tool with some caution, as it is merely for the pur-
pose of standardizing and informing policy discussions and for comparing policy options, 
but should not be perceived as the absolute word on policy decisions. Additionally, as earlier 
chapters have presented, there are strong reasons for expanding the number of critical out-
comes measured. Along with well-being, these could encompass the reduction of inequali-
ties or the increase of economic stability and physical security. 

What is a good policy? 

The ultimate test to deem a policy good reflects its success at improving desired out-
comes with little or no harm. Notably, there are different paths of varying levels of effi-
ciency and sustainability through which a policy can arrive at this effect. In the spirit of 
the famous quote, “If you treasure it, measure it” by Lord Gus O’Donnell (Copps, 2011), 
we can estimate the valuation of a policy by considering its performance across various 
dimensions such as context, purpose, impact, side effects, costs, resources, timeline and 
implementation, population gains, and future uses. Following this multidimensional 
approach, a good policy considers the relationship between the outcome and the neces-
sary resources to increase the overall gain, while an even better policy has high external 
validity and can be translated into other domains and used in the future (Figure 11.3). 
Crucially, future applications may carry novel challenges, and these should be carefully 
evaluated before future uses are pursued and implemented (Bloom, Genakos, Martin, & 
Sadun, 2010). Sufficient evaluation of a policy and the consideration of its features are 
recommended to assess the evidence, which facilitates the statement of whether a policy 
is good. In this way, it is more likely that we can understand whether a policy has pro-
duced the most positive outcome for the greatest number of relevant individuals, groups, 
and populations. 

FIGURE 11.3 Valuation of a policy 
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Essay questions 

1 If you were only given 5 minutes to present the implementation plan for a major 
policy, which elements would you focus on and why? Give a policy example to 
illustrate. 

2 Tink of a possible example for a policy and explain the features of evaluation 
based on this example. (Hint: Use the examples from Chapters 4–8.) 

3 Imagine that you are part of an evaluation group and you want to support individ-
uals to stop smoking. Name a possible policy and decide which research method 
you would use to assess the success of the implementation. Explain. 

4 A previously implemented policy was terminated. You are asked to rate the policy. 
How would you approach this and on which points would you base your rating? 
Explain. 

5 What is the beneft of failed policies or having a very bad approach to a major 
challenge? How can evaluation help? 

6 What are the implications of not planning an evaluation early in the process of 
developing a policy? 

7 Describe fve mistakes that could be made in designing a policy evaluation. 

8 How might policy evaluations difer for various domains, such as health policy, 
energy policy, and school policy? 

9 If a policy evaluation was interested in assessing whether the policy and its impacts 
were equitably distributed, how might you go about determining this? 


