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Abstract

We present an implementation of a damped response framework for calculating resonant

inelastic X-ray scattering (RIXS) at the equation-of-motion coupled cluster singles and doubles

(CCSD) and second-order approximate coupled cluster singles and doubles (CC2) levels of

theory in the open-source program eT . This framework lays the foundation for future extension

to higher excitation methods (notably, the coupled cluster singles and doubles with perturbative

triples, CC3) and to multilevel approaches.

Our implementation adopts a fully relaxed ground state, and different variants of the core-

valence separation projection technique to address convergence issues. Illustrative results are

compared with those obtained within the frozen-core core-valence separated approach, avail-

able in Q-Chem, as well as with experiment.

The performance of the CC2 method is evaluated in comparison with that of CCSD. It is

found that, while the CC2 method is noticeably inferior to CCSD for X-ray absorption spectra,

the quality of the CC2 RIXS spectra is often comparable to that of the CCSD level of theory,

when the same valence excited states are probed. Finally, we present preliminary RIXS results

for a solvated molecule in aqueous solution.

1 Introduction

X-ray spectroscopy has gained tremendous popularity over the past decades.1–4 This is a result of

massive investments in the development of improved light sources and the refinement of detection

techniques, both at large scale experimental facilities and at table-top laboratory setups.1,3 Exper-

iments such as X-ray absorption (XAS)2–4 and X-ray emission (XES)2 are nowadays routinely

carried out, in particular in the soft X-ray regime (0.1-5keV), where, e.g., the K-edge (1s−1) of

lighter elements like carbon, nitrogen and oxygen, the L-edge (2p−1) of third row elements like

sulfur, chlorine and silicon, and the M-edge (3d−1) of transition metals are probed. Moreover,

thanks to the X-ray pulse sources nowadays available from free-electron lasers and high-harmonic

generation setups, it has become possible to use X-ray techniques to monitor ultrafast molecular
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transformations with unprecedented temporal, spatial and energetic resolution.5,6

An X-ray technique, that has significantly benefited from the recent advances in X-ray light

sources and instrumentation, in particular synchrotrons, is resonant inelastic X-ray scattering (RIXS).

This technique is also known as resonant (radiative) inelastic X-ray Raman scattering.7–11 Broadly

speaking, RIXS can be regarded as a two-photon process, equivalent to vibrational Raman scatter-

ing. The first step in both processes is the absorption of a photon, for RIXS in the X-ray region

(i.e., XAS), and for conventional Raman in the near-IR to UV region.12 Subsequently, another

photon is emitted in the same energy region, i.e., XES for RIXS.7,13 Thus, where conventional

Raman is used to probe vibrational energy states, RIXS probes (valence) electronic excited states.

Like its (infrared-visible) analogue, this two-photon process in the X-ray region is complementary

to simple absorption spectroscopy, since their selection rules differ. In terms of molecular orbitals,

one can also say that, while XAS probes unoccupied valence orbitals, RIXS studies the correlation

between occupied and unoccupied valence orbitals. Figure 1 schematically illustrates the RIXS

process both in terms of orbital excitations/de-excitations and of transitions between electronic

states. An important difference of RIXS compared to valence region Raman spectroscopy is its

element specificity due to the localized nature of the core orbitals, which is seen for all X-ray

spectroscopies.14

With RIXS experiments becoming more feasible and popular during the last decade, even in

time-resolved regimes,11 the interest in theoretical approaches capable of simulating the RIXS

observables has also increased, as it is deemed essential for the interpretation of the experimen-

tal spectra.15–24 A non-exhaustive list in this regard includes methods based on the algebraic di-

agrammatic construction (ADC) approach,16 on time-dependent density functional theory (TD-

DFT),15,21,22 on multi-configurational self-consistent field (MCSCF)25 and density-matrix renor-

malization group (DMRG) theories,26 and on coupled cluster (CC) theory.17–20

The key quantity when computing the spectra is the RIXS cross section,7 based on the Kramers-

Heisenberg-Dirac (KHD) formula.27–29 In this formulation the amplitudes are given in terms of a

sum-over-states (SOS) expression. It has been argued9,16,30 that the SOS formula may be slowly
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Figure 1: Orbital and state schematics of the RIXS process. Left: A core electron is excited to a
virtual orbital, and a valence electron falls down to fill the core hole. Right: The system is excited
into core state Ci (XAS), then decays into valence excited state S f (XES), emitting photons of
energy ωem,f, lower than that used in the XAS step.

convergent and require a large number of terms in order to span the spectral range of valence

and core-excited states. A closed-form expression would then be preferable. One such expres-

sion was derived and implemented within the ADC framework by Rehn et al. in 2017.16 Two

years later, Faber and Coriani17 proposed an analogous theoretical framework for computing RIXS

spectra (along with XES) within coupled cluster singles and doubles (CCSD) response theory. Il-

lustrative spectra for small molecular systems were there presented based on a prototyping python

implementation.17 A similar approach was later developed for frozen-core equation-of-motion (fc-

EOM-)CCSD by Nanda et al.,19 and implemented in the commercial code Q-Chem.31 Even though

CCSD is not considered the gold standard within the framework of single reference wavefunctions,

it provides a computationally feasible approach that often yields sufficiently accurate results.32 The

method is therefore of interest, since more accurate approaches, like, e.g., coupled cluster singles

and doubles with a perturbative treatment of triple excitations, CCSD(T) and CC3,33–35 often advo-

cated as the gold standards, become computationally too demanding with the generally available
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resources, when considering molecules of a certain size.32 In the future, though, it would be of

interest to extend the framework also to these methods.

When computing molecular properties within a coupled cluster wavefunction ansatz, one can

choose either the response (RSP) framework36–38 or the more approximate equation-of-motion

(EOM) framework.39–42 The latter is often the preferred choice, as it yields results of similar ac-

curacy as RSP at a (slightly) lower cost.43 The two formulations are equivalent for the exact wave

function (full CC limit). For truncated CC parametrizations, the excitation energies determined

with the two methods are the same. Oscillator strengths (and other transition strengths in gen-

eral) differ, as the EOM strengths are not size-intensive,38,43,44 i.e., the error of the EOM methods

scales with the size of the system. Fortunately, however, the error remains small until hundreds

of correlated electron pairs are considered.43As for the (non-linear) RIXS scattering cross sec-

tions considered in this work, the still limited number of previous studies has shown only small

differences between EOM and RSP based results.17

Despite the results presented by Faber and Coriani,17,18 and by Nanda et al.19,20 appearing

promising, available implementations of RIXS at the CC level are to date still scarce. To the best

of our knowledge, none is available in an open-source code. In this study, we present such an

implementation in the eT code,45 which will be available in a future release. The eT code features

a very efficient implementation of the Cholesky decomposition46–49 of the two-electron integrals,

which allows for cost-effective implementations in quantum chemistry. Unlike the approach of

Refs. 19 and 20, we here work within the framework of a fully relaxed ground state and only

invoke the frozen-core approximation when computing the valence excited states. In other words,

the ground state is obtained with all electrons correlated, whereas the valence excited states are

computed by excluding core excitations from the excitation manifold. The core excited states are

conversely calculated by projecting out pure valence excitations from the excitation manifold.50,51

Furthermore, the core-valence-separation52 (CVS) projection within the damped response solver

can be turned-off if desired, although it is generally recommended to use it for convergence.18 In

addition, two flavours of the CVS projector are available, namely “full” CVS50,51 and CVS with
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uncoupled valence singles (CVS-uS).20

We will begin by briefly reviewing the relevant theoretical background for the new implemen-

tation in Section 2, followed by a summary of the computational details in Section 3. Numerical

results are presented and discussed in Section 4. Specifically, to validate our implementation, the

RIXS and XES spectra of H2O were calculated at the EOM-CCSD and EOM-CC2 levels of theory

and compared to results obtained using the fc-CVS-EOM-CCSD approach, as well as experiment

(see Section 4.1). Furthermore, the performance of both levels of theory for RIXS calculations was

evaluated by simulating the RIXS spectra of methanol (CH3OH) and comparing with experiment.

The RIXS spectra of H2S and para-nitro-aniline (PNA) were likewise evaluated, even though ex-

perimental data for comparisons are not available (see Section 4.2). Finally, in Section 4.3, the

CCSD implementation was employed to simulate imidazole in an aqueous solution. Concluding

remarks are given at the end.

2 Quantities of interest and implementation details

The main quantity of RIXS is the RIXS cross section defined as7,9,16,17,53

σ
0 f
θ

=
ωem,f

ωc

1
15 ∑

XY

{(
2− 1

2
sin2

θ

)
F 0 f

XY (ωc)F
f 0

XY (ωc)

+
(3

4
sin2

θ − 1
2

)[
F 0 f

XX(ωc)F
f 0

YY (ωc)+F 0 f
YY (ωc)F

f 0
XX(ωc)

]}
,

(1)

where θ is the angle between the incident and emitted photon and X and Y indicate two compo-

nents of the electric dipole moment operator, i.e., X̂ and Ŷ . Furthermore, as also shown in Fig. 1,

ωc is the (core) resonance energy and ωem,f is the emission energy associated with the final valence

excited state, f , i.e., ωem,f = (ωc−ωf). The quantities F 0 f
XY (ωc) and F f 0

XY (ωc) are the RIXS tran-

sition moments between the initial state, 0, and the final valence excited state, f . These transition

moments can be calculated based on the SOS expression for the KHD amplitudes,7,16,30 which
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reads

F f 0
XY (ωc) = ∑

n

[
〈Ψ f |X̂ |Ψn〉〈Ψn|Ŷ |Ψ0〉

ωn− (ωc + iγn)
+
〈Ψ f |Ŷ |Ψn〉〈Ψn|X̂ |Ψ0〉

ωn +(ωem,f + iγn)

]
, (2)

where |Ψn〉 is the wavefunction for the excited state n, γn is the corresponding inverse lifetime, and

i is the imaginary phase. In order to simplify Eq. (2), one can assume that all excited states have

the same inverse lifetime γ , resulting in

F f 0
XY (ωc) = ∑

n

[
〈Ψ f |X̂ |Ψn〉〈Ψn|Ŷ |Ψ0〉

ωn− (ωc + iγ)
+
〈Ψ f |Ŷ |Ψn〉〈Ψn|X̂ |Ψ0〉

ωn +(ωem,f + iγ)

]
. (3)

As discussed elsewhere,16,17 this expression corresponds to a two-photon transition matrix element

where a damping factor is added to the frequencies ωc and ωem,f in order to maintain the resonant

condition ωc−ω f = ωem,f.

Our implementation of the KHD amplitude in Eq. (3) is based on a CC ground-state wavefunc-

tion, i.e., on the exponential ansatz54 |ΨCC
0 〉= exp(T )|0〉. Here, |0〉 is the reference (Hartree-Fock)

wavefunction and T = ∑m tmτ̂m is the cluster operator, consisting of the excitation operators τ̂m,

acting as τ̂m|0〉= |m〉, and of the coupled cluster amplitudes, tm.

For the CCSD wavefunction considered here, only single and double excitations are included in

the cluster operator. The EOM-CC formalism39,41 is moreover employed to formally parametrize

the final state wavefunction Ψ f and the intermediate state wavefunctions Ψn.

Following the derivation of Faber and Coriani,17 the EOM-CC right and left RIXS transition
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moments can be computed as

F 0 f
XY (ωc) =

[
t̄X(ωem,f− iγ)AY + t̄Y (−ωc + iγ)AX

− (t̄ ·ξ X)t̄Y (−ωc + iγ)− (t̄ ·ξY )t̄X(ωem,f− iγ)
]
R f

+(t̄ ·R f )
[
t̄Y (−ωc + iγ) ·ξ X + t̄X(ωem,f− iγ) ·ξY

] (4)

F f 0
XY (ωc) =−L f

{
AX tY (ωc + iγ)+AY tX(−ωem− iγ)

− (t̄ ·ξ X)tY (ωc + iγ)− (t̄ ·ξY )tX(−ωem,f− iγ)

− (t̄ · tY (ωc + iγ))ξ X − (t̄ · tX(−ωem,f− iγ))ξY
}
.

(5)

In the equations above, t̄ is the vector containing the CC ground-state multipliers, and L f and R f

are the left and right EOM-CC eigenvectors of state f , respectively. In addition, tX(ω + iγ) and

t̄X(ω − iγ) are the vectors containing the CC response amplitudes and multipliers, respectively,

while AX is the EOM property Jacobian defined, for instance, in Eq. (20) of Ref. 17. The RHS

vectors ξ X and ηX can be found, for instance, in Eqs. (9) and (18) of Ref. 17, respectively.

Our implementation of the damped response solver, used to determine the response amplitudes

and multipliers, is based on the algorithm presented in Refs. 17 and 55. We will therefore not

repeat it here, but rather refer the reader to those publications for details. In essence, the com-

plex response amplitudes and multipliers are decomposed into real and imaginary components,

e.g., tX(ω + iγ) = tX
ℜ
(ω + iγ) + itX

ℑ
(ω + iγ). The response equations are then recast in a (real)

pseudosymmetric form, like

(A−ωI) γI

γI −(A−ωI)


tX

ℜ

tX
ℑ

=

−ξ X
ℜ

ξ X
ℑ

 (6)

and solved using an iterative subspace algorithm.17,55

Note that within the EOM-CC framework, the solution of the left damped response equation,

yielding the response multipliers, is strictly decoupled from the solution of the right damped equa-

tion (Eq. (6)). This is because the EOM right-hand-side (RHS) vector ηX does not contain contri-
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butions from the response amplitudes. This is not the case in CC linear response (LR-CC) theory,

where the response amplitudes enter the RHS vectors of the response multiplier equations.17 This

implies that both RHS vectors of the EOM response equations, ξ X or ηX , are either strictly real

or strictly imaginary, only depending on the nature of the operator X̂ . Since the damped response

amplitudes and multipliers are decomposed into real and imaginary components, the real and imag-

inary parts of the transition moments in Eqs. (4)-(5) can be evaluated separately.

In RIXS, we consider only components of the real electric dipole moment operators, X̂ , and

thus ξ X
ℑ

and ηX
ℑ

are zero. Furthermore, it is the real part of the RIXS transition strengths that

is of interest when computing intensities of the spectra. Thus, we only need to evaluate the real

part of the transition moment products, e.g., F 0 f
XY (ωc)F

f 0
ZU(ωc). Moreover, since the focus of

our implementation has been on CCSD, the current damped response solver for CC2 uses the full

singles and doubles vectors. This will be optimized in the future. Algorithm 1 summarizes the

main steps in the calculation of the RIXS cross section.

Algorithm 1 Schematic illustration of the RIXS implementation.
1: Calculate (or input) the resonant core excitation energy, ωc, using a Davidson solver and CVS.
2: Calculate valence excitation energies, ω f , and solution vectors, L f and R f , using a Davidson

solver in a space orthogonal to the pure core space.
3: Determine emission energies ωem,f = ωc−ω f .
4: Collect ωc and ωem in array ω and generate −ω .
5: for sign(ω) do
6: for X = x-,y-,z-component of the dipole operator do
7: Solve right damped response equations for the response amplitudes, tX(ω + iγ) and

tX(−ω− iγ).
8: Solve left damped response equations for the response multipliers, t̄X(−ω + iγ) and

t̄X(ω− iγ).
9: end for

10: end for
11: for f = 1, Nvalence_excitations do
12: Calculate transition moments, F 0 f

XY (ωc) and F f 0
XY (ωc) given in Eqs. (4) and (5).

13: for θ = angle1,angleM do
14: Calculate RIXS cross section, σ

0 f
θ

, for the angle, θ , between the incident and scattered
photon given in Eq. (1).

15: end for
16: end for
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Our current implementation of RIXS enables the user to either input a value for the core excita-

tion energy, or to request a certain core excitation to be calculated as the initial step (see Algorithm

1). As an additional feature, one can switch on a projection in the damped response solver. It has

previously been observed that larger systems, or even small systems described with larger basis

sets, display a poor convergence in the damped response solver.18,20 This, however, can be reme-

died by applying a CVS projector in the solver.18,20 Faber and Coriani 18 noted that when simply

considering the convergence, this projection needs only be employed when solving the response

amplitude equations with positive frequencies and the response multiplier equations with negative

frequencies. Our implementation of the damped response solver includes the projection in this

manner. Additionally, it was reported by Nanda and Krylov 20 that when considering systems with

significant charge transfer character, the core and valence transitions cannot be completely decou-

pled. Indeed, the valence single excitations were shown to couple significantly to the core space,

which then led the authors to formulate a different variant of CVS, named CVS-uS.20 In CVS-uS,

only the double valence excitations were excluded from the solution of the damped response equa-

tions. This procedure was found not to impede the convergence of the damped response equations,

while it was shown to improve the description of the spectra. CVS-uS has also been implemented

as a projector in eT and can be invoked if desired. Note, however, that Nanda and Krylov 20 em-

ployed the CVS-uS scheme when solving for all damped response equations, and not only for

the potentially divergent ones. This is also the case for their implementation of the “full” CVS

(denoted CVS-0) in Q-Chem. In the following, we have chosen to apply the CVS and CVS-uS

projectors primarily to improve convergence of the potentially divergent response equations. An

in-depth investigation of the differences of the results following the two schemes is postponed to

future studies. A schematic illustration of our implementation of the two projections can be found

in Algorithm 2.

Finally, the calculation of nonresonant X-ray emission spectra (XES) was also implemented,

following the approach outlined by Faber and Coriani.17 Accordingly, we compute the emission
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Algorithm 2 Schematic illustration of our implementation of the CVS and CVS-uS projectors on
a vector. The projection is only invoked for the right (amplitude) response equations when the
input frequency is positive, and for the left (multiplier) response equations when the frequency is
negative.

1: if (CVS requested and (right equations and positive ω) or (left equations and negative ω))
then

2: for i=1,Nexcitations do
3: if i does not involve the core orbital of interest then
4: vectori = 0.0
5: end if
6: end for
7: elseif (CVS-uS requested and (right equations and positive ω) or (left equations and negative

ω))
8: for i=1,Ndouble_excitations do
9: if i does not involve the core orbital of interest then

10: vectori = 0.0
11: end if
12: end for
13: end if

energy as the difference between the ionization energy of the core ionized state, c, and the valence

ionized state, v

Eem = IEc− IEv. (7)

Ionization energies and ionization vectors are obtained in eT as excitations into a bath orbital.50,56,57

The intensities are based on the (EOM) dipole transition moments

T vc
X = (LvAX Rc)− (t̄ ·Rc)(Lv ·ηX)− (LvIRc)(t̄ ·ηX). (8)

A schematic illustration of the XES implementation can be found in Algorithm 3.
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Algorithm 3 Schematic illustration of the XES implementation.
Note that XES calculations do not require the use of the damped response solver.

1: Calculate the desired core ionization energy, IEc, and solution vectors, Lc and Rc, using a
Davidson solver and CVS

2: Calculate valence ionization energies, IEv, and solution vectors, Lv and Rv, using a Davidson
solver in a space orthogonal to the pure core space

3: for v = 1, Nvalence_excitations do
4: for X = x-,y-,z-component of the dipole operator do
5: Determine transition moments, T vc

X and T cv
X given in Eq. (8).

6: Determine diagonal element of the transition strength, Svc
XX = T vc

X T cv
X

7: Add X component contribution to XES oscillator strength, f osc
vc

f osc
vc +=

2
3
(IEc− IEv)Svc

XX

8: end for
9: end for

3 Computational Details

All calculations have been performed with a development version58 of the open source program eT

(Ref. 45). All core and valence excitation spectra have been determined with a regular Davidson

solver. The core excitations were computed in a space orthogonal to the pure valence one, and

vice versa for the valence excitations.50 The RIXS spectra have been determined by using our

damped response solver with the CVS-uS and CVS projection. For H2O and H2S the damped

response calculations have also been performed without any CVS projection. In addition, RIXS

calculations for H2O have been carried out at the fc-CVS-0-EOM-CCSD level of theory using Q-

Chem.31 For H2O, CH3OH, H2S and PNA calculations were performed both at the EOM-CCSD

and EOM-CC2 levels of theory. For imidazole in aqueous solution, the calculations were only

performed at the EOM-CCSD level of theory. The 6-311++G** basis59,60 with additional Rydberg

functions (3s3p) was employed in the case of H2O (available in the supplementary information,

textformat file), whereas for CH3OH we adopted the aug-cc-pVTZ basis.61,62 For the remaining

systems, the 6-311++G** basis set was used. Convergence thresholds for the response calculations

were: 10−6 for CH3OH, PNA and imidazole in H2O, 10−8 for H2O to compare with the study by

Nanda et al.,19 and 2 · 10−8 for H2S as the RIXS cross sections here are very small. All RIXS
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calculations employed a damping factor of 0.0045563 a.u. and the RIXS cross sections are shown

for a scattering angle of 45◦.

The geometries of H2O and H2S were determined from experimental parameters,63,64 while

the structure of PNA was taken from Nanda and Krylov.20 The geometries of CH3OH and of

imidazole in H2O were optimized at the MP2/cc-pCVTZ level of theory. The cartesian coordinates

of all systems can be found in the supplementary information (textformat file).

The Mulliken symmetry notation65 has been employed throughout unless otherwise stated.

All calculations were carried out on the DTU HPC resources.66

4 Results and discussion

4.1 Validation

4.1.1 H2O

H2O was used to validate our approach by comparing different available CC implementations for

the calculation of RIXS spectra.

As the RIXS calculations rely on the preliminary computation of the core transition, corre-

sponding to the core resonance of interest, as well as of the valence transitions, the XAS and

UV-Visible absorption spectra are also shown. Moreover, EOM-CC2 and EOM-CCSD results

from eT and fc-EOM-CCSD results from Q-Chem are compared. The XAS and valence spectra

can be seen in Fig. 2. The underlying raw data (energies and oscillator strengths) used to build

the spectra can be found in Tables S1 and S2 in the SI. Table 1 collects the calculated ionization

energy (IE) thresholds of all systems considered in this study.

As seen from Fig. 2 (and Table S1), the main differences between the CVS-EOM-CCSD and

the fc-CVS-EOM-CCSD XAS results are a smaller shift in energy of the latter to align with ex-

periment, and minimally larger oscillator strengths, as already reported in previous studies.79 The

differences between the CCSD and CC2 spectra, on the other hand, are much larger. Apart from
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Figure 2: H2O: XAS spectra at the O K-edge (left) and valence absorption spectra in a space
orthogonal to the O core space (right) calculated using different methods. For all methods, 10
core transitions were determined and plotted. For CC2, 33 valence transitions were computed
and plotted, while only 30 transitions were considered for CCSD. The 6-311++G** basis with
additional Rydberg functions was used for all calculations. Experimental data (black) was digitized
from Schirmer et al. 67 The spectra were simulated by applying a Lorentzian broadening with a half
width at half maximum (HWHM) of 0.27 eV. The calculated XAS spectra were shifted to align
with the first experimental band by −0.52 eV for CVS-EOM-CC2, −1.72 eV for CVS-EOM-
CCSD and −1.24 eV for fc-CVS-EOM-CCSD. The first valence ionization energy is shown as a
vertical line spanning the entire intensity range. Arrows indicate the main transitions probed. Note
that 1A1 labels the first valence excitation of A1 symmetry.
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Table 1: First valence and core ionization energy thresholds calculated with eT . Core ion-
ization energies were obtained using the CVS projector to span a space orthogonal to the
valence excitation space. Valence ionization energies were computed in a space orthogonal
to the core space of interest. The core space considered is given in parenthesis next to the
computed values.

Molecule Method IE/eV Core IE/eV

H2O

EOM-CC2 11.30(O) 538.09(O)
EOM-CCSD 12.33(O) 541.46(O)
fc-EOM-CCSD 12.31(O) 540.98(O)
Experiment68,69 12.65 539.79(O)

CH3OH
EOM-CC2 10.05(C);10.06(O) 293.07(C); 536.98(O)
EOM-CCSD 11.02(C);11.03(O) 293.18(C); 540.43(O)
Experiment70–72 10.85 292.42(C); 539.16(O)

H2S
EOM-CC2 9.77(S) 2473.89(S)
EOM-CCSD 10.00(S) 2475.72(S)
Experiment73,74 10.46 2478.32(S)

PNA
EOM-CC2 7.8641(C) 291.58(C)
EOM-CCSD 8.34(C) 292.31(C)
Experiment75,76 8.43 291.1(C)

Imidazole in H2O
EOM-CCSD 8.78(N) 406.41(N)
Experiment77,78 8.51 403.9(N)

the first two transitions, the CC2 core transitions are noticeably more closely spaced and their os-

cillator strengths are much smaller. As a result, where the CCSD spectra show reasonably good

agreement with the experimental XAS spectrum in terms of both relative peak positions and inten-

sities, the EOM-CC2 spectrum above 535.5 eV is compressed because of the too small separation

between the peaks. This behaviour has already been reported in previous studies.80,81 It is a known

fact that CC2 does not describe XAS to a fully satisfactory degree (see, e.g., Refs. 82 and 83).

Considering the valence excitation spectrum, see right panel of Fig. 2 and Table S2 in the SI, we

observe that the only difference between the EOM-CCSD and fc-EOM-CCSD spectra is a small

(0.02 eV) red shift of the latter with respect to the former. Aside from a slightly larger red shift,

the CC2 UV spectrum corresponds well with the CCSD spectra with only small variations above

the calculated ionization threshold. The CC2 ionization threshold is, however, obtained at a much

lower energy (1 eV) than the CCSD one.

Despite the similar spectral shapes, closer inspection of the energies and intensities (tabulated
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in Table S2) reveals differences between CC2 and CCSD in the energetic ordering and symmetry

of some of the excited states contributing to the peaks above 10 eV. This may affect the appearance

of RIXS spectral slices in the low emission energy region. Also note that in our notation 1A1 is the

first valence excited state of A1 symmetry, since the ground state is not part of the analysis.

We now study the RIXS spectra (spectral slices) for the first two core resonances, 1s→ 4a1

(total symmetry A1) and 1s→ 2b2 (total symmetry B2), as well as the nonresonant XES spectra.

The RIXS spectra are given in panels b, c, e and f of Fig. 3, and the nonresonant XES spectra in

panels a and d. As before, freezing the core orbitals in the ground state merely results in a shift

compared to calculations based on a fully relaxed ground state. Also, for this molecule, using either

the CVS projector or the CVS-uS projector when solving for the damped response vectors, does not

affect the resulting spectra (see Figs. 3b and 3c). This was also reported by Nanda and Krylov,20

who noted that differences between the two schemes do not always arise, and in particular not for

very small systems and/or small basis sets.

When comparing the CC2 and CCSD RIXS results, one immediately notes the very similar

spectral profiles at both core resonances, even though the overall intensity of the CC2 spectrum

is systematically lower. The profiles are also in reasonably good agreement with the experiment.

At both levels of theory, the intensities of the two low energy bands at the first core resonance

are overestimated relative to the intensity of the high energy band (panels c and f). This is also

observed at the second core resonance (panels b and e). Moreover, the third band of the RIXS

spectrum at the core 1A1 resonance is calculated to peak at a too low emission energy, as also

previously reported.18

Analysing which specific transitions contribute to the RIXS spectra (see also Table 2 and Sec-

tion S1, Tables S2-S4 in the SI) at the core 1A1 resonance, we find that the band at around 526.5 eV

is only due to the emission to the 1B1 valence state. The next band is dominated by the emission

into the 1A1 and 2A1 valence states. These two states have opposite energetic ordering and reversed

RIXS intensities at the CC2 and CCSD level, but closer inspection of their natural transition or-

bitals (see Fig. S1) reveals that the character of the 1A1 CCSD state is the same as the character
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Figure 3: H2O: Nonresonant XES (a and d) and RIXS spectra at resonance with the energy of
the first (c and f) and second (b and e) core excitation at the O K-edge. The 6-311++G** basis
with additional Rydberg functions was used for all calculations. The spectra were simulated by
Lorentzian broadening with HWHM=0.27 eV. Experimental data was digitized from Weinhardt
et al. 84 No projector was employed in the damped response solver to obtain the EOM-CCSD
and EOM-CC2 results, while the CVS and CVS-uS results were obtained by applying the CVS
projectors to remove all valence excitations and all pure valence double excitations, respectively.
Arrows indicate the main transitions probed. Note that 1A1 labels the first valence excitation
of A1 symmetry. Computed spectra were shifted by the amounts indicated in the legend, which
correspond to shifts required to align to the high energy peak in the experimental RIXS spectra at
the core 1A1 resonance.
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of the 2A1 CC2 state. Likewise, the character of the 2A1 CCSD state is the same at that of the 1A1

CC2 state. The characters of the 1B1, 1A2 and 1B2 states are the same for the two methods. Thus,

states of same character at both levels of theory have comparable (relative) RIXS intensities. A

similar situation occurs for the third band at around 520 eV. Here, the dominant contribution is due

to emission to the 4B2 state at the CCSD level and to the 5B2 at the CC2 level, but the two states

have the same electronic character.

In general, as we move towards lower emission energy, more and more of the electronic states

probed by RIXS are highly energetic (inner valence) states, which fall above the first ionization

threshold. Whether the CCSD and CC2 methods are still capable of yielding a reliable description

of these states becomes arguable, in particular if the states have a significant contribution of double

excitations. An inaccurate description of the inner valence electronic states could be one of the

reasons for the drift in energy and overestimated relative intensity of the low emission energy band

in the RIXS spectrum of the core 1A1 resonance. Additional studies at a higher level of theory are

nonetheless needed to put this hypothesis on firmer grounds.

As for the RIXS spectrum at resonance with the second core excitation (core 1B2), we again

observe a good correspondence between methods. The two strongest spectral features originate

from the emission into the 1A2 and 1B2 valence excited states, which have the same characters for

the CCSD and CC2 methods. Also, the theoretically predicted spectra are in reasonable agreement

with experiment. We do observe a small additional shift (with respect to experiment), though,

which can be explained by the shift in energy of the theoretically predicted second core excitation

compared to experiment. As the energy difference between the first and second core excitation

is theoretically underestimated, in particular for CC2, the computed RIXS emission energies will

likewise be underestimated. Thus, applying the shift calculated based on the RIXS spectra at the

first core resonance for all core resonances will result in the theoretically predicted spectra at the

second core resonance to fall at sligthly too low emission energies.

To summarize, we find that the calculations at the CC2 level, while not nearly as adequate for

simulating XAS as CCSD, yield results of a comparable quality for RIXS, when the same valence
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excited states (i.e., states of the same electronic character) are probed by the two methods.

The most noticeable differences between CCSD and CC2 is observed in the nonresonant XES

spectrum, see panels a and d of Figure 3. More precisely, while the spectral profiles are still very

similar, the CC2 XES spectrum is visibly shifted in energy. This is clearly a consequence of the

lower core ionization energies found for CC2.

Table 2: H2O: Overview of the main valence states probed in RIXS by the different methods
at the first and second core resonance (core 1A1 and core 1B2, respectively). As the results
with EOM-CCSD, EOM-CVS-CCSD and EOM-CVS-uS-CCSD are practically identical, the
table only shows one set of results. The 6-311++G** basis with additional Rydberg functions
was used for all calculations. Reported energies are not shifted, as they are in Fig. 3. Note
that 1A1 here denotes the first valence excitation of A1 symmetry and not the ground state.

EOM-CCSD fc-CVS-0-EOM-CCSD EOM-CC2
Energy/ eV Probed state Energy/ eV Probed state Energy/ eV Probed state

core 1A1 resonance
528.2906 1B1 527.8331 1B1 527.4307 1B1
525.9389 1A1 525.4821 1A1 525.1898 1A1
525.5838 2A1 525.1229 2A1 524.9754 2A1
521.7740 4B2 521.3106 4B2 520.8069 5B2

core 1B2 resonance
528.3254 1A2 527.8658 1A2 527.3286 1A2
525.9615 1B2 525.5011 1B2 524.9822 1B2

4.2 Evaluation of performance of CC2 and CCSD for RIXS and XES

4.2.1 CH3OH

The nonresonant emission and RIXS of methanol have been the subject of several studies in the

past.85–87 In particular, a combined experimental and theoretical (based on density functional the-

ory) study was carried out in 2016,86 and a thorough computational investigation at the second-

order ADC level of theory was published in 2019.87 We use the molecule here to further evaluate

the relative performance of CC2 and CCSD.

The CC2 and CCSD valence and XAS spectra, reported Section S2, are similar, even though

the CC2 XAS spectrum at the oxygen K-edge is slightly compressed and less intense compared to
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the CCSD ones. This was also found for water. The first two peaks in the oxygen K-edge XAS

spectrum corresponds to core excited states of A′ symmetry at both levels of theory, and they are

in the following labelled “core 1A′” and “core 2A′” to distinguish them from the valence ones.

Likewise, at the carbon K-edge, the first peak corresponds to a core excited state of A′ symmetry.

As before, we use “1A′” to indicate the first valence excited state of A′ symmetry, and not the

ground state.

The RIXS spectra have been computed at resonance with the first and second core excitation

at the oxygen K-edge (unshifted values are 534.0 eV and 535.2 eV for EOM-CC2 and 535.5 eV

and 537.5 eV for EOM-CCSD), and with the first core excitation at the carbon K-edge (unshifted

values are 290.1 eV for EOM-CC2 and 289.0 eV for EOM-CCSD). Nonresonant X-ray emission

spectra at both edges have also been computed. The spectra are shown in Figs. 4a-f and 5a-d. Note

that only the emission energy regions above 521 eV for O and 276 eV for C were reached in the

RIXS spectra calculations with the number of valence excited states here considered.

At the oxygen K-edge (Fig. 4) the CVS-uS-EOM-CCSD and CVS-EOM-CCSD spectra are

basically identical, and the EOM-CC2 results are in good qualitative agreement with the CCSD

ones with respect to the spectral shape. It is, however, noted that the intensities predicted by

EOM-CC2 are less than 50% of those predicted with the CCSD-based methods. As also seen

previously, after shifting all spectra by the value needed to align to the highest energy peak in the

core 1A′ RIXS spectrum, the EOM-CC2 spectra are more shifted compared to experiment than

the CCSD ones. This is particularly evident at the second core resonance, where the compressed

XAS spectrum at the CC2 level of theory results in a significant shift of the CC2 RIXS spectrum

compared to experiment (see Figs. 4b and 4e).

The symmetry and electronic character of the electronic states corresponding to the two most

intense peaks are the same at the CC2 and CCSD levels of theory, see Tables 3 and 4, and Fig. S4

for the natural transition orbitals.

Furthermore, the CCSD 8A′ state, which is the main contributor to the third peak in the CCSD

RIXS spectrum, has the same electronic character as the CC2 10A′ state (see Fig. S4), which
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yields the intensity to the third peak in the CC2 RIXS spectrum. Thus, as in the case of water, the

electronic states probed by RIXS at the CC2 level of theory are the same as obtained at the CCSD

level of theory.

Table 3: CH3OH: Overview of the main valence states probed in RIXS with the different
methods at the first and second core resonance at the O K-edge (core 1A′ and core 2A′). All
calculations used the aug-cc-pVTZ basis set. Note that 1A′ denotes the first valence excitation
of A′ symmetry.

CVS-uS-EOM-CCSD CVS-EOM-CCSD EOM-CC2
Energy/ eV Probed state Energy/ eV Probed state Energy/ eV Probed state

core 1A′ resonance
528.5730 1A′′ 528.5730 1A′′ 527.5061 1A′′

526.5896 2A′ 526.5896 2A′ 525.4704 2A′

525.6423 3A′ 525.6423 3A′ - -
523.9544 8A′ 523.9544 8A′ 522.7419 10A′

core 2A′ resonance
529.4225 2A′′ 529.4225 2A′′ 527.5958 2A′′

527.6905 3A′ 527.6905 3A′ 525.7272 3A′

526.0026 8A′ 526.0026 8A′ 523.9087 10A′

Table 4: CH3OH: Overview of the main valence states probed in RIXS with the different
methods at the first core resonance at the C K-edge (core 1A′). All calculations used the
aug-cc-pVTZ basis set. Note that 1A′ denotes the first valence excitation of A′ symmetry.

CVS-uS-EOM-CCSD CVS-EOM-CCSD EOM-CC2
Energy/ eV Probed state Energy/ eV Probed state Energy/ eV Probed state

core 1A′ resonance
282.1232 1A′′ 282.1232 1A′′ 283.5314 1A′′

280.9191 2A′′ 280.9191 2A′′ 282.4503 2A′′

280.1359 2A′ 280.1359 2A′ 281.4935 2A′

279.1827 3A′ 279.1827 3A′ 280.5784 3A′

277.4937 8A′ 277.4937 8A′ 278.7536 10A′

277.3721 11A′′ 277.3721 11A′′ - -

Also at the carbon K-edge, see Fig. 5, the CC2 and CCSD spectra show very similar spectral

profiles. The most intense transitions probed at resonance with the core 1A′-state are found to be

1A′′, 2A′ and 10A′ for EOM-CC2, while according to the EOM-CCSD methods the 1A′′, 2A′, 8A′

and 11A′′ states are the main contributors to the RIXS spectrum. As discussed above the CCSD 8A′

state corresponds to the CC2 10A′ state. It is thus observed that, with the given number of valence
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Figure 4: CH3OH: Nonresonant XES (a and d) and RIXS spectra at resonance with the first (c
and f) and second (b and e) core excitation at the O K-edge. All spectra were calculated using the
aug-cc-pVTZ basis set. They were broadened by a Lorentzian broadening with HWHM=0.41 eV.
Experimental data was digitized from Benkert et al. 86 No projections have been employed in the
damped response solver to obtain EOM-CC2 results, while the CVS and CVS-uS results were ob-
tained by applying a CVS projection removing all valence excitations and all pure valence double
excitations, respectively. Arrows indicate the main valence transitions probed. Note that 1A′ de-
notes the first valence excitation of A′ symmetry. Computed spectra were shifted by the amounts
indicated in the legend to align to the high energy peak in the experimental RIXS spectra at the
first core resonance.
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excited states considered, the most intense peak at the EOM-CC2 level of theory is ascribed to

a single transition, whereas it is described by two different transitions at the CVS-EOM-CCSD

and CVS-uS-EOM-CCSD levels of theory. However, it is evident that more valence excited states

should be considered at both levels of theory to ensure that this peak is described to a satisfactory

degree.

Finally, as observed for water, the CC2 and CCSD XES spectra at both K-edges have almost

identical profiles, but EOM-CC2 spectra are much more shifted from experiment than the EOM-

CCSD ones, due to the gross underestimation of the core ionization energy by CC2.
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Figure 5: CH3OH: Nonresonant (a and c) and RIXS spectra at resonance with the energy of the
first core excitation (b and d) at the C K-edge. All spectra are computed with the aug-cc-pVTZ
basis set. A Lorentzian broadening has been applied with HWHM=0.41eV. Experimental data was
digitized from Benkert et al. 86 No projections have been employed in the damped response solver
to obtain EOM-CCSD and EOM-CC2 results, while the CVS and CVS-uS projections have been
used in the this solver to obtain the remaining results. Arrows indicate the main valence transitions
probed. Note that 1A′ denotes the first valence excitation of A′ symmetry. The spectra were shifted
by the amounts indicated in the legend to align to the high energy peak of the experimental RIXS
spectra at the first core resonance.
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4.2.2 H2S

As another showcase molecule, we consider H2S. Experimental XAS spectra for this molecule

have been reported by Bodeur and Esteva 88 and by Reynaud et al.,89 while an experimental 1s3p

RIXS map was reported as a conference communication by Kavčič et al. 90 A computational bench-

mark study of XAS of sulfur containing molecules of interest in astrochemistry, here including

H2S, has been conducted by Bilalbegović et al. 91 Furthermore, Ertan et al. 92 computed both po-

tential energy surfaces for core excited states and RIXS spectra for the first two core resonances.

These spectra however focus on the energy region where the S2p−1 excited states are probed,

which is beyond the scope of our study. Additionally, the core excitations considered are very

close in energy and might thus be excited simultaneously. In this study, we investigate the RIXS

spectra for the core excitations of largest intensity for the three peaks visible in the experimental

XAS spectrum. For both low energy peaks two close-lying transitions occur and therefore both are

investigated.

Also in this case, the valence spectra are in good agreement between CC2 and CCSD methods,

while the XAS spectra differ somewhat, albeit here the difference is small (see Section S3). The

core resonances to consider are the close-lying core 1B2 and core 1A1, as well as the close-lying

core 1A2 and core 1B1. Finally, the resonance corresponding to the third peak in the XAS spectrum

is core 3B2. This is the case at both levels of theory.

As mentioned, RIXS spectra have been computed at the resonance of the most intense transi-

tions for the three peaks of the XAS (unshifted values are 2468.6 eV, 2468.8 eV, 2471.4 eV, 2471.6

eV and 2473.0 eV at the EOM-CC2 level of theory and 2469.8 eV, 2470.3 eV, 2473.3 eV, 2473.5

eV and 2475.2 eV at the EOM-CCSD level of theory). These are all below the calculated core

ionization threshold at the CCSD level of theory, while the third experimental feature is above the

threshold at the CC2 level (see Table 1). Nonresonant emission spectra were computed as well. As

for H2O, three different strategies were adopted to compute the CCSD RIXS spectra: no projection

was applied during the solution of the (damped) response equations (labeled EOM-CCSD), a CVS

projector was applied to remove all valence excitations (labeled CVS-EOM), and a CVS projector
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was applied to remove all pure valence double excitations (labeled CVS-uS-EOM).

Table 5: H2S: Overview of valence states probed in RIXS by the different methods at the con-
sidered core resonances corresponding to the low energy XAS peak. As CVS-uS-EOM-CCSD
and EOM-CCSD results appear identical, these are only reported once under EOM-CCSD.
Energies reported here are not shifted. The label 1A1 denotes the first valence excitation of
A1 symmetry.

EOM-CCSD CVS-EOM-CCSD EOM-CC2
Energy/ eV Probed state Energy/ eV Probed state Energy/ eV Probed state

core 1B2 resonance
2463.4265 1A2 2463.4265 1A2 2462.1849 1A2
2461.9345 2A2 - - 2460.7734 2A2
2461.6200 2B1 - - 2460.4409 2B1

- - 2461.3149 1A1 - -
2460.3345 3B1 - - 2459.0692 3B1
2459.9138 4B1 - - 2458.7552 3A2
2459.8942 3A2 - - 2458.7546 4B1

- - 2458.7911 2B2 - -
core 1A1 resonance

2463.9417 1A2 2463.9417 1A2 2462.4078 1A2
2462.4494 2A2 - - 2460.9963 2A2
2462.1351 2B1 - - 2460.6638 2B1

- - 2461.8298 1A1 - -
2460.8494 3B1 - - 2459.292 3B1
2460.4289 4B1 - - 2458.9780 3A2
2460.4093 3A2 - - 2458.9775 4B1

- - 2459.3059 2B2 - -

Note that the RIXS cross sections are approximately one order of magnitude lower than those

computed for H2O and CH3OH (see Sections S1-S3 of the SI). This is also the case for the XAS

oscillator strengths.

Considering the RIXS spectra in Figs. 6b-f, it is evident that employing the “full” CVS approx-

imation when solving the damped response equations significantly affects the spectra. While we

observe a good correspondence between the (unprojected) EOM-CCSD results and the CVS-uS-

EOM-CCSD results, as well as the EOM-CC2 results in Figs. 6h-l (disregarding the energy shift),

a different spectral shape is obtained when employing the full CVS approximation. This was also

observed by Nanda and Krylov for the molecule para-nitro-aniline.20

The shifts between the CC2 and CCSD results are found to change at higher resonances. Thus,
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Figure 6: H2S: Nonresonant (a and g) and RIXS spectra at resonance with the energy of the 1B2
core excitation (f and l), 1A1 core excitation (e and k), 2A1 core excitation (d and j), 2B2 core
excitation (c and i) and 3B2 core excitation (b and h) at the S K-edge. All spectra are computed
with the 6-311++G**. No shift has been applied to the results. A Lorentzian broadening was
applied with HWHM=0.51eV. Arrows indicate the main transitions probed. Note that 1A1 labels
the first valence excitation of A1 symmetry.
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Table 6: H2S: Overview of valence states probed in RIXS by the different methods at the
considered core resonances corresponding to the middle peak of the XAS. As CVS-uS-EOM-
CCSD and EOM-CCSD results appear identical, these are only reported once under EOM-
CCSD. Energies reported here are not shifted. The label 1A1 denotes the first valence excita-
tion of A1 symmetry.

EOM-CCSD CVS-EOM-CCSD EOM-CC2
Energy/ eV Probed state Energy/ eV Probed state Energy/ eV Probed state

core 2A1 resonance
2466.9583 1A2 - - 2464.9966 1A2
2465.4663 2A2 - - 2463.5852 2A2
2465.1517 2B1 - - 2463.2529 2B1

- - 2464.8464 1A1 - -
2463.8660 3B1 - - 2461.8812 3B1
2461.8064 5B1 - - 2459.9136 5B1

core 1B1 resonance
2467.1733 1A2 - - 2465.1694 1A2
2465.6813 2A2 - - 2463.7580 2A2

- - 2465.0617 1A1 - -
2464.0810 3B1 - - 2462.0540 3B1
2462.0216 5B1 - - 2460.0863 5B1

at the first two resonances the shift is approximately 1 eV (Figs. 6e, 6f, 6k and 6l), while it is

approximately 2.5 eV at the third and fourth resonances (Figs. 6c, 6d, 6i and 6j) and approximately

2 eV at the last considered resonance (Figs. 6 b and h). The shift between the nonresonant CCSD

and CC2 spectra is approximately 3 eV (Figs. 6a and 6g). This is in line with our observations for

CH3OH, where the shift applied at the first resonance to align with experiment (Figs. 4c and 4f)

was noted to no longer be sufficient at higher resonances, but to different degrees for CCSD and

CC2 (Figs. 4a,b and 4d,e). As for CH3OH, this observation is attributed to differences in the XAS,

and for the nonresonant case, differences in the core and valence IEs.

At the first two resonances (Figs. 6e, 6f, 6k and 6l) the valence states probed are 1A2 as well as

2A2, 2B1, 3B1, 3A2, and 4B1 for both EOM-CCSD, EOM-CVS-uS-CCSD and EOM-CC2 methods

(see Table 5). Likewise, these methods predict that at the next two resonances (Figs. 6c, 6d, 6i

and 6j), associated with the second peak in the XAS, the valence states probed are the same except

for 4B1 and 3A2, which are replaced by 5B1 (see Table 6). Finally, EOM-CCSD and EOM-CVS-

uS-CCSD predict once more the same valence transitions to be probed at the core 3B2 resonance
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Table 7: H2S: Overview of valence states probed in RIXS by the different methods at the
considered core resonance corresponding to the small XAS peak found just below the ioniza-
tion threshold. As CVS-uS-EOM-CCSD and EOM-CCSD results appear identical, these are
only reported once under EOM-CCSD. Energies reported here are not shifted. The label 1A1
denotes the first valence excitation of A1 symmetry.

EOM-CCSD CVS-EOM-CCSD EOM-CC2
Energy/ eV Probed state Energy/ eV Probed state Energy/ eV Probed state

core 3B2 resonance
2468.8686 1A2 - - 2466.6043 1A2
2467.3766 2A2 - - 2465.1928 2A2
2467.0620 2B1 - - 2464.8603 2B1

- - 2466.7569 1A1 - -
2465.7765 3B1 - - 2463.4886 3B1
2465.3558 4B1 - - 2463.1756 3A2
2465.3362 3A2 - - 2463.1740 4B1

- - 2464.2331 2B2 - -

(Figs. 6b and 6h) as at the first two resonances (see Table 7). The EOM-CVS-CCSD calculation

indicates that it is mainly 1A1 that is probed at all resonances. In addition, at this level of theory,

the 2B2 state also appears to be probed at the first, second, and fifth resonances (see Tables 5-7).

In general, we observe that for this system it is the same states that are probed at all resonances

unlike what was seen for H2O. Note that here, transitions of the same symmetry for the different

methods also display the same characters between the methods (see Fig. S6).

The overall spectral shape showing three main features with varying relative intensities at all

resonances is in agreement with experiment.90

4.2.3 Para-nitro-aniline (PNA)

For the larger molecule PNA, both the XAS and valence absorption spectra show small discrepan-

cies between CCSD and CC2 (see Figure S7). However, both methods predict the first bright core

transition to be core 1B1.

The nonresonant emission spectra, as well as the RIXS spectra resonant with the first bright

core excitation at the C K-edge (computed at 288.0 eV at the EOM-CC2 level and at 286.7 eV at the

EOM-CCSD level of theory without applying a shift), are shown in Fig. 7. In addition, the RIXS
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Table 8: PNA: Overview of valence states probed in RIXS with the different methods at the
first core resonance. All calculations employed the 6-311++G** basis set. Energies reported
here are not shifted. The label 1A1 denotes the first valence excitation of A1 symmetry.

CVS-uS-EOM-CCSD CVS-EOM-CCSD fc-CVS-0-EOM-CCSD CVS-uS-EOM-CC2
Energy Probed Energy Probed Energy Probed Energy Probed

/ eV state / eV state / eV state / eV state
core 1B1 resonance

282.0633 1A1 282.0633 1A1 281.5675 1A1 283.5360 1A1
280.3044 2A1 280.3044 2A1 279.8086 2A1 281.7447 2A1
279.5582 3A1 279.5582 3A1 279.0722 3A1 280.9585 3A1
278.9345 5A1 278.9345 5A1 278.4407 5A1 - -

spectrum has been computed at the fc-CVS-0-EOM-CCSD level of theory (core 1B1 resonance

at 288.9 eV). Here, we observe that the RIXS spectra at the CCSD level look similar, except for

the intensity of the high energy feature. This feature is much more intense, when the full CVS

approximation is employed only for solving the divergent damped response equations (labeled

CVS-EOM-CCSD). In the fc-CVS-0-EOM-CCSD calculation (full CVS used when solving all

damped response equations), this is not the case. It was found (see SI, Section S4) that it is

indeed the difference between CVS and CVS-0 rather than the use of fc that gives rise to the large

difference.

The same three valence states are probed in all CCSD based calculations, namely 1A1, 3A1 and

5A1 (see Table 8). The CC2 spectrum looks similar to the CCSD ones, but it is observed that the

low energy transitions are much more closely spaced, and thus we observe only two peaks rather

than three. The transitions probed at the CC2 level are again 1A1 and 3A1 (see Table 8). We note

that not only the symmetries, but also the electronic characters of these transitions are the same

at the CC2 and CCSD levels of theory (see Fig. S9). As for the nonresonant spectra, the CC2

and CCSD spectra are somewhat similar in shape, with an additional shift of the CC2 spectrum

compared to CCSD, as also observed for the other systems.

Our CVS-uS-EOM CCSD results are in good agreement with those presented by Nanda and

Krylov.20 It is, however, noted that our CVS-EOM-CCSD and CVS-uS-EOM-CCSD spectra are

rather similar to each other. This is in contrast to the results presented by Nanda and Krylov,20
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Figure 7: PNA: Nonresonant (a and c) and RIXS spectra at resonance with the energy of the
first core excitation (b and d) at the C K-edge. The 6-311++G** basis set was employed in all
calculations. The fc-CVS-0-EOM-CCSD results were shifted to align with the EOM-CVS-uS-
CCSD results. A Lorentzian broadening was applied with HWHM=0.27 eV. Arrows indicate the
main transitions probed. Note that 1A1 labels the first valence excitation of A1 symmetry.
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where large discrepancies between CVS and CVS-uS based results were reported. Nonetheless,

our calculation utilizing the fc-CVS-0-EOM-CCSD level of theory, showed good agreement with

our other results (see Fig. 7b,d and Table S23 in Section S4). Discrepancies were, as mentioned,

attributed to the fact that we employ the CVS approximation only when solving amplitude response

equations for positive frequencies and multiplier response equations for negative frequencies. The

implementation by Nanda et al.,19,20 on the other hand, employs CVS when solving all damped

response equations.

4.3 Evaluation of performance of CCSD for a solvated molecule

X-ray experiments have been carried out in aqueous solution for imidazole.93 Previous studies

have shown that including explicit H2O molecules can yield good results,94–96 although, one H2O

molecule is not enough for describing the XAS spectrum.95 For the best results, 15 or more water

molecules should be included.95 We have chosen to include only 4 explicit H2O molecules (see

structure in Fig. 8), as this was shown by Thomason 95 to yield reasonable results and is computa-

tionally feasible even when treating the entire system at the CCSD level of theory.

Figure 8: Structure of imidazole with 4 explicit H2O molecules.

To reduce the computational cost in the RIXS calculations, we treated the solvent molecules at

the Hartree-Fock (HF) level of theory and only employed coupled cluster methods for the imidazole
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molecule itself. In this “CCSD-in-HF” approach, HF orbitals localized on the region of interest

(in our case, imidazole) are included in the CCSD calculation. The remaining orbitals enter the

coupled cluster equations through their contribution to the Fock matrix.97 In this work, we use

Cholesky orbitals97,98 for the occupied space and orthonormalized projected atomic orbitals99,100

for the virtual space. The CCSD-in-HF approach has been demonstrated to work well for localized

transitions101 such as those addressed in XAS. However, its accuracy relies on a sufficiently large

active region to describe the transitions of interest, i.e., delocalized excitations that go outside of

the active region cannot be described.

The simulated XAS was found to correspond well with experiment as well as with the calcu-

lation where the H2O molecules are also treated at the CC level of theory (see Fig. S10, Section

S5). Likewise, the simulated valence absorption spectrum (also in Fig. S10) was found to change

only little when treating the solvent molecules at the HF level of theory compared to treating the

entire system at the CC level of theory. We thus concluded that no significant accuracy is lost by

treating the solvent molecules at a lower level of theory. This was expected for XAS, since the

core transitions are very localized.

We computed the RIXS spectra at resonance with the first two intense core transitions in the

XAS spectrum, labeled “core 1A” and “core 2A”. Note that the “core 1A” resonance is primarily

due to the excitation of a 1s(N1) electron, whereas the “core 2A” resonance is dominated by the

excitation of an electron in the 1s orbital of N3. The nonresonant XES and resonant RIXS spectra

can be found in Fig. 9, and the valence states probed by RIXS are found in Table 9. Meyer

et al. 93 analyzed the experimental RIXS spectra at the two mentioned resonances by considering

only computed nonresonant emission spectra for each individual nitrogen. This has also been

done here and can be seen in Fig. 10. In line with the localized nature (on specific N atoms) of

the resonant core transitions considered, the nonresonant emission spectrum of N1 reproduces the

spectral shape of the first resonance (see Fig. 10c). Likewise, the spectral shape of the RIXS at the

second core resonance is reasonably well captured by the nonresonant emission spectrum of N3

(see Fig. 10b), though not to the same degree as seen for the first resonance.
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Figure 9: Imidazole with 4 explicit H2O molecules, the latter treated at the HF level of theory:
Nonresonant (a) and RIXS spectra at resonance with the energy of the first (c), and second (b)
core excitation at the N K-edge. The results are shifted by the amounts indicated in the legend
to align to high energy peak of the RIXS experiment at resonance with the first core excitation.
Experimental data in aqueous solution was digitized from Meyer et al. 93 A Lorentzian broadening
has been applied with HWHM=0.41 eV. Arrows indicate the main valence transitions probed. Note
that 1A denotes the first valence excitated state.
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Figure 10: Imidazole with 4 explicit H2O molecules, the latter treated at the HF level of theory:
Nonresonant XES (a) and RIXS spectra at resonance with the energy of the first (c), and second
(b) core excitation at the N K-edge. The results are shifted by the amounts indicated in the leg-
ends to aling to the high energy peak of the RIXS experiment93 at resonance with the first core
excitation. All calculations employed the 6-311++G** basis set and a Lorentzian broadening with
HWHM=0.41 eV was applied. For (b) and (c) the simulated spectra are the nonresonant ones
of individual N as indicated in the legend. The CVS-uS-EOM-CCSD RIXS calculations are also
shown. Experimental data in aqueous solution was digitized from Meyer et al. 93
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Table 9: Imidazole with 4 explicit H2O molecules, the latter treated at the HF level of theory:
Overview of valence states probed in RIXS at the first and second core resonance. All cal-
culations employed the 6-311++G** basis set. Tabulated energies have not been shifted. The
label 1A denotes the first valence excitation.

CVS-uS-EOM-CCSD CVS-EOM-CCSD
Energy/ eV Probed state Energy/ eV Probed state

core 1A resonance
394.0603 8A 394.0603 8A
393.3704 14A 393.3704 14A
393.1745 16A 393.1745 16A
390.6254 45A 390.6254 45A
390.6188 46A 390.6188 46A

core 2A resonance
397.0810 2A 397.0810 2A
396.5893 5A 396.5893 5A
395.9735 8A 395.9735 8A
395.2837 14A 395.2837 14A

- - 394.8075 19A
394.3794 22A 394.3794 22A
392.3035 49A 392.3035 49A
392.2825 50A 392.2825 50A
392.2616 51A 392.2616 51A
391.9669 56A 391.9669 56A

As discussed by Meyer et al.,93 this XES-based analysis of the RIXS spectral slices highlights

the fact that spectral changes are mainly due to the selective excitation of one particular nitrogen

site. This approach is also computationally much cheaper than the computation of the full RIXS

cross section.

Calculating the RIXS spectra as we do here by using the damped response formalism requires

solving the eigenvalue problem for a large number of roots. Moreover, a correspondingly large

number of damped equations must be solved to obtain the response amplitudes and multipliers

that enter the RIXS transition moments, which is computationally expensive and may be difficult

to converge. On the other hand, it allows for an assignment of the spectral bands in terms of

probed valence excited states (as we probe the correlation between valence and core excitations).

Furthermore, when considering the second resonance (Figs. 9b and 10b), the separation between

the two peaks is better reproduced by the RIXS calculation. The latter, however, does not capture
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the low energy peak of the spectrum with the considered number of roots. This peak on the other

hand, is captured when simply considering the nonresonant calculation even for a limited number

of roots. In general, our results show that, while the calculation is computationally challenging,

the experimental results are well reproduced also for the solvated molecule. Other molecules in

solution should also be considered, to verify whether this approach is capable of yielding good

results for RIXS of solvated molecules in general. Also, for a better description of experiment,

more than one molecular structure should be considered. This, however, is beyond the scope of

this study.

5 Conclusions

A new implementation of a damped response solver for the calculation of, amongst others, RIXS

spectra at the EOM-CCSD and EOM-CC2 levels of theory in eT was presented. It was found

that while CVS-EOM-CC2 generally does not yield XAS spectra in sufficiently good agreement

with experiment compared to CVS-EOM-CCSD, the RIXS spectra are often similar at the two

levels of theory, except for an overall energy shift. For the second core resonance of CH3OH, as

well as the first core resonance of PNA, discrepancies were observed at the edge of the explored

energy region. This, however, might be remedied by considering a larger number of roots. In

addition, the valence excitations probed are in overall good agreement between methods. Some

discrepancies can, however, be found and care must be taken when assigning the states. Still, the

EOM-CC2 results are promising and the method can become a valuable tool for performing RIXS

calculations. Further studies are, however, needed to assess the full capabilities of the method

compared to EOM-CCSD. Furthermore, it was found that the CVS-uS model proposed by Nanda

and Krylov might improve RIXS results significantly compared to the regular CVS model even for

smaller systems, as exemplified by H2S. Finally, our EOM-CCSD implementation of RIXS was

tested on imidazole in an aqueous solution. Even though more studies are required to explore its

capabilities in this respect, the results are, also in this case, quite promising.

37



Acknowledgement

AKSP acknowledges support from the DTU Partnership PhD programme. SDF acknowledges

funding from the Research Council of Norway through FRINATEK project 275506. SC acknowl-

edges support from the Independent Research Fund Denmark (DFF-RP2 Grant 7014-00258B).

The European Cooperation in Science and Technology, COST Action CA18222 Attochem is also

acknowledged.

Supporting Information Available

The Supporting Information contains: Geometries of the investigated molecules; the 6-311++G**

basis set including additional Rydberg functions used; all data tables for the plotted spectra;

XAS and valence absorption spectra for CH3OH, H2S, PNA, and imidazole with 4 explicit water

molecules; comparisons of fc-CVS-0-EOM-CCSD, CVS-0-EOM-CCSD and CVS-EOM-CCSD

results for PNA using a small basis; results of a calculation on pyridine.

References

(1) Mobilio, S.; Boscherini, F.; Meneghini, C. Synchrotron Radiation: Basics, Methods and

Applications; Springer, 2014.

(2) Lamberti, C.; van Bokhoven, J. A. X-Ray Absorption and X-Ray Emission Spectroscopy;

John Wiley & Sons, Ltd, 2016.

(3) Bergmann, U.; Yachandra, V.; Yano, J. X-Ray Free Electron Lasers: Applications in Mate-

rials, Chemistry and Biology; The Royal Society of Chemistry, 2017.

(4) Nisoli, M.; Decleva, P.; Calegari, F.; Palacios, A.; Martín, F. Attosecond Electron Dynamics

in Molecules. Chem. Rev. 2017, 117, 10760–10825.

38



(5) Kraus, P. M.; Zürch, M.; Cushing, S. K.; Neumark, D. M.; Leone, S. R. The ultrafast X-ray

spectroscopic revolution in chemical dynamic. Nat. Rev. Chem. 2018, 2, 82.

(6) Bhattacherjee, A.; Leone, S. R. Ultrafast X-ray Transient Absorption Spectroscopy of Gas-

Phase Photochemical Reactions — A New Universal Probe of Photoinduced Molecular Dy-

namics. Acc. Chem. Res. 2018, 51, 3203–3211.

(7) Gel’mukhanov, F.; Ågren, H. Resonant X-ray Raman Scattering. Phys. Rep. 1999, 312, 87.

(8) Kotani, A.; Shin, S. Resonant inelastic x-ray scattering spectra for electrons in solids. Rev.

Mod. Phys. 2001, 73, 203–246.

(9) Ament, L. J. P.; van Veenendaal, M.; Devereaux, T. P.; Hill, J. P.; van den Brink, J. Resonant

inelastic x-ray scattering studies of elementary excitations. Rev. Mod. Phys. 2011, 83, 705–

767.

(10) Eckert, S.; Norell, J.; Miedema, P. S.; Beye, M.; Fondell, M.; Quevedo, W.; Kennedy, B.;

Hantschmann, M.; Pietzsch, A.; Van Kuiken, B. E. et al. Ultrafast Independent N-H and N-

C Bond Deformation Investigated with Resonant Inelastic X-ray Scattering. Angew. Chemie

Int. Ed. 2017, 56, 6088–6092.

(11) Dziarzhytski, S.; Biednov, M.; Dicke, B.; Wang, A.; Miedema, P. S.; Engel, R. Y.;

Schunck, J. O.; Redlin, H.; Weigelt, H.; Siewert, F. et al. The TRIXS end-station for fem-

tosecond time-resolved resonant inelastic x-ray scattering experiments at the soft x-ray free-

electron laser FLASH. Struct. Dyn. 2020, 7, 054301.

(12) Miedema, P. S. Raman Spectroscopy with X-Rays. In Raman Spectroscopy and Applica-

tions; Maaz, K., Ed.; IntechOpen: Rijeka, 2017; Chapter 11.

(13) Carra, P.; Fabrizio, M.; Thole, B. T. High Resolution X-Ray Resonant Raman Scattering.

Phys. Rev. Lett. 1995, 74, 3700.

39



(14) Schmitt, T.; de Groot, F. M. F.; Rubensson, J.-E. Prospects of high-resolution resonant X-ray

inelastic scattering studies on solid materials, liquids and gases at diffraction-limited storage

rings. J. Synchr. Rad. 2014, 21, 1065–1076.

(15) Fouda, A. E. A.; Purnell, G. I.; Besley, N. A. Simulation of Ultra-Fast Dynamics Effects in

Resonant Inelastic X-ray Scattering of Gas-Phase Water. J. Chem. Theory Comput. 2018,

14, 2586–2595.

(16) Rehn, D. R.; Dreuw, A.; Norman, P. Resonant Inelastic X-ray Scattering Amplitudes and

Cross Sections in the Algebraic Diagrammatic Construction/Intermediate State Representa-

tion (ADC/ISR) Approach. J. Chem. Theory Comput. 2017, 13, 5552–5559.

(17) Faber, R.; Coriani, S. Resonant Inelastic X-ray Scattering and Nonesonant X-ray Emission

Spectra from Coupled-Cluster (Damped) Response Theory. J. Chem. Theory Comput. 2019,

15, 520–528.

(18) Faber, R.; Coriani, S. Core–valence-separated coupled-cluster-singles-and-doubles

complex-polarization-propagator approach to X-ray spectroscopies. Phys. Chem. Chem.

Phys. 2020, 22, 2642–2647.

(19) Nanda, K. D.; Vidal, M. L.; Faber, R.; Coriani, S.; Krylov, A. I. How to stay out of trou-

ble in RIXS calculations within equation-of-motion coupled-cluster damped response the-

ory? Safe hitchhiking in the excitation manifold by means of core–valence separation. Phys.

Chem. Chem. Phys. 2020, 22, 2629–2641.

(20) Nanda, K. D.; Krylov, A. I. Cherry-picking resolvents: A general strategy for convergent

coupled-cluster damped response calculations of core-level spectra. J. Chem. Phys. 2020,

153, 141104.

(21) Vaz da Cruz, V.; Eckert, S.; Föhlisch, A. TD-DFT simulations of K-edge resonant inelastic

X-ray scattering within the restricted subspace approximation. Phys. Chem. Chem. Phys.

2021, 23, 1835–1848.

40



(22) Nascimento, D. R.; Biasin, E.; Poulter, B. I.; Khalil, M.; Sokaras, D.; Govind, N. Resonant

Inelastic X-ray Scattering Calculations of Transition Metal Complexes Within a Simplified

Time-Dependent Density Functional Theory Framework. J. Chem. Theory Comput. 2021,

17, 3031–3038.

(23) Chen, Y.; Wang, Y.; Jia, C.; Moritz, B.; Shvaika, A. M.; Freericks, J. K.; Devereaux, T. P.

Theory for time-resolved resonant inelastic x-ray scattering. Phys. Rev. B 2019, 99, 104306.

(24) Eckstein, M.; Werner, P. Simulation of time-dependent resonant inelastic x-ray scattering

using nonequilibrium dynamical mean-field theory. Phys. Rev. B 2021, 103, 115136.

(25) Josefsson, I.; Kunnus, K.; Schreck, S.; Föhlisch, A.; de Groot, F.; Wernet, P.; Odelius, M. Ab

Initio Calculations of X-ray Spectra: Atomic Multiplet and Molecular Orbital Effects in a

Multiconfigurational SCF Approach to the L-Edge Spectra of Transition Metal Complexes.

J. Phys. Chem. Lett. 2012, 3, 3565–3570.

(26) Nocera, A.; Kumar, U.; Kaushal, N.; Alvarez, G.; Dagotto, E.; Johnston, S. Computing

Resonant Inelastic X-Ray Scattering Spectra Using The Density Matrix Renormalization

Group Method. Sci Rep 2018, 8, 11080.

(27) Kramers, H.; Heisenberg, W. Über die Streuung von Strahlung durch Atome. Z. Physik

1925, 31, 681–708.

(28) Dirac, P. A. M. The quantum theory of the emission and absorption of radiation. Proceedings

of the Royal Society of London. Series A, Containing Papers of a Mathematical and Physical

Character 1927, 114, 243–265, communicated by Niels Henrik David Bohr.

(29) Dirac, P. A. M.; Fowler, R. H. The quantum theory of dispersion. Proceedings of the Royal

Society of London. Series A, Containing Papers of a Mathematical and Physical Character

1927, 114, 710–728.

41



(30) Long, D. A. The Raman Effect: A Unified Treatment of the Theory of Raman Scattering by

Molecules; John Wiley & Sons Ltd., 2002.

(31) Epifanovsky, E.; Gilbert, A. T. B.; Feng, X.; Lee, J.; Mao, Y.; Mardirossian, N.; Pokhilko, P.;

White, A. F.; Coons, M. P.; Dempwolff, A. L. et al. Software for the frontiers of quantum

chemistry: An overview of developments in the Q-Chem 5 package. J. Chem. Phys. 2021,

155, 084801.

(32) Izsák, R. Single-reference coupled cluster methods for computing excitation energies in

large molecules: The efficiency and accuracy of approximations. WIREs Comput. Mol. Sci.

2020, 10, e1445.

(33) Koch, H.; Christiansen, O.; Jørgensen, P.; de Merás, A. S.; Helgaker, T. The CC3 model:

An iterative coupled cluster approach including connected triples. J. Chem. Phys. 1997, 106,

1808.

(34) Christiansen, O.; Koch, H.; Jørgensen, P. Response functions in the CC3 iterative triple

excitation model. J. Chem. Phys. 1995, 103, 7429–7441.

(35) Paul, A. C.; Myhre, R. H.; Koch, H. New and Efficient Implementation of CC3. J. Chem.

Theory Comput. 2021, 17, 126.

(36) Koch, H.; Jørgensen, P. Coupled cluster response functions. J. Chem. Phys. 1990, 93, 3333–

3344.

(37) Christiansen, O.; Jørgensen, P.; Hättig, C. Response functions from Fourier component vari-

ational perturbation theory applied to a time-averaged quasienergy. Int. J. Quantum Chem.

1998, 68, 1–52.

(38) Helgaker, T.; Coriani, S.; Jørgensen, P.; Kristensen, K.; Olsen, J.; Ruud, K. Recent Advances

in Wave Function-Based Methods of Molecular Property Calculations. Chem. Rev. 2012,

112, 543–631.

42



(39) Stanton, J.; Bartlett, R. The equation of motion coupled-cluster method. A systematic

biorthogonal approach to molecular excitation energies, transition probabilities, and excited

state properties. J. Chem. Phys. 1993, 98, 7029–7039.

(40) Bartlett, R. J.; Musiał, M. Coupled-cluster theory in quantum chemistry. Rev. Mod. Phys.

2007, 79, 291–352.

(41) Krylov, A. I. Equation-of-motion coupled-cluster methods for open-shell and electronically

excited species: The hitchhiker’s guide to Fock space. Annu. Rev. Phys. Chem. 2008, 59,

433–462.

(42) Coriani, S.; Pawłowski, F.; Olsen, J.; Jørgensen, P. Molecular response properties in equa-

tion of motion coupled cluster theory: A time-dependent perspective. J. Chem. Phys. 2016,

144, 024102.

(43) Caricato, M.; Trucks, G. W.; Frisch, M. J. On the difference between the transition properties

calculated with linear response- and equation of motion-CCSD approaches. J. Chem. Phys.

2009, 131, 174104.

(44) Koch, H.; Kobayashi, R.; Sanchez de Merás, A.; Jørgensen, P. Calculation of size-intensive

transition moments from the coupled cluster singles and doubles linear response function.

J. Chem. Phys. 1994, 100, 4393–4400.

(45) Folkestad, S. D.; Kjønstad, E. F.; Myhre, R. H.; Andersen, J. H.; Balbi, A.; Coriani, S.;

Giovannini, T.; Goletto, L.; Haugland, T. S.; Hutcheson, A. et al. eT 1.0: An open source

electronic structure program with emphasis on coupled cluster and multilevel methods. J.

Chem. Phys. 2020, 152, 184103.

(46) Beebe, N. H. F.; Linderberg, J. Simplifications in the generation and transformation of two-

electron integrals in molecular calculations. Int. J. Quantum Chem. 1977, 12, 683–705.

43



(47) Røeggen, I.; Wisløff-Nilssen, E. On the Beebe-Linderberg two-electron integral approxima-

tion. Chem. Phys. Lett. 1986, 132, 154–160.

(48) Koch, H.; Sánchez de Merás, A.; Pedersen, T. B. Reduced scaling in electronic structure

calculations using Cholesky decompositions. J. Chem. Phys. 2003, 118, 9481–9484.

(49) Folkestad, S. D.; Kjønstad, E. F.; Koch, H. An efficient algorithm for Cholesky decomposi-

tion of electron repulsion integrals. J. Chem. Phys. 2019, 150, 194112.

(50) Coriani, S.; Koch, H. Communication: X-ray absorption spectra and core-ionization poten-

tials within a core-valence separated coupled cluster framework. J. Chem. Phys. 2015, 143,

181103.

(51) Coriani, S.; Koch, H. Erratum: "Communication: X-ray absorption spectra and core-

ionization potentials within a core-valence separated coupled cluster framework" [J. Chem.

Phys. 143, 181103 (2015)]. J. Chem. Phys. 2016, 145, 149901.

(52) Cederbaum, L. S.; Domcke, W.; Schirmer, J. Many-body theory of core holes. Phys. Rev. A:

At. Mol. Opt. Phys. 1980, 22, 206–222.

(53) Gel’mukhanov, F.; Ågren, H. Resonant inelastic x-ray scattering with symmetry-selective

excitation. Phys. Rev. A 1994, 49, 4378–4389.

(54) Helgaker, T.; Jørgensen, P.; Olsen, J. Molecular electronic-structure theory; John Wiley &

Sons, 2014.

(55) Kauczor, J.; Norman, P.; Christiansen, O.; Coriani, S. Communication: A reduced-space

algorithm for the solution of the complex linear response equations used in coupled cluster

damped response theory. J. Chem. Phys. 2013, 139, 211102.

(56) Stanton, J. F.; Gauss, J. A simple scheme for the direct calculation of ionization potentials

with coupled-cluster theory that exploits established excitation energy methods. J. Chem.

Phys. 1999, 111, 8785–8788.

44



(57) Moitra, T.; Paul, A. C.; Decleva, P.; Koch, H.; Coriani, S. Multi-electron excitation con-

tributions towards primary and satellite states in the photoelectron spectrum. Phys. Chem.

Chem. Phys. 2022, 24, 8329–8343.

(58) Local development version of eT program. git branch: ccsd-RIXS-and-XES, access upon

request, git hash: 48299eb42a667862435810652932409b14e0dd72.

(59) Krishnan, R.; Binkley, J. S.; Seeger, R.; Pople, J. A. Self-consistent molecular orbital meth-

ods. XX. A basis set for correlated wave functions. J. Chem. Phys. 1980, 72, 650–654.

(60) Clark, T.; Chandrasekhar, J.; Spitznagel, G. W.; Schleyer, P. V. R. Efficient diffuse function-

augmented basis sets for anion calculations. III. The 3-21+G basis set for first-row elements,

Li-F. J. Comput. Chem. 1983, 4, 294–301.

(61) Dunning, T. H. Gaussian basis sets for use in correlated molecular calculations. I. The atoms

boron through neon and hydrogen. J. Chem. Phys. 1989, 90, 1007–1023.

(62) Kendall, R. A.; Dunning, T. H.; Harrison, R. J. Electron affinities of the first-row atoms

revisited. Systematic basis sets and wave functions. J. Chem. Phys. 1992, 96, 6796–6806.

(63) Hoy, A.; Bunker, P. A precise solution of the rotation bending Schrödinger equation for a

triatomic molecule with application to the water molecule. J. Mol. Spectrosc. 1979, 74, 1–8.

(64) Cook, R. L.; De Lucia, F. C.; Helminger, P. Molecular force field and structure of hydrogen

sulfide: recent microwave results. J. Mol. Struct. 1975, 28, 237–246.

(65) Mulliken, R. S. Report on Notation for the Spectra of Polyatomic Molecules. J. Chem. Phys.

1955, 23, 1997–2011.

(66) DTU Computing Center, DTU Computing Center resources. 2021; https://doi.org/10.

48714/DTU.HPC.0001.

45



(67) Schirmer, J.; Trofimov, A. B.; Randall, K. J.; Feldhaus, J.; Bradshaw, A. M.; Ma, Y.;

Chen, C. T.; Sette, F. K-shell excitation of the water, ammonia, and methane molecules

using high-resolution photoabsorption spectroscopy. Phys. Rev. A 1993, 47, 1136–1147.

(68) Snow, K. B.; Thomas, T. F. Mass spectrum, ionization potential, and appearance potentials

for fragment ions of sulfuric acid vapor. Int. J. Mass Spectrom. 1990, 96, 49–68.

(69) Sankari, R.; Ehara, M.; Nakatsuji, H.; Senba, Y.; Hosokawa, K.; Yoshida, H.; De Fanis, A.;

Tamenori, Y.; Aksela, S.; Ueda, K. Vibrationally resolved O1s photoelectron spectrum of

water. Chem. Phys. Lett. 2003, 380, 647–653.

(70) Tao, W.; Klemm, R. B.; Nesbitt, F. L.; Stief, L. J. A discharge flow-photoionization mass

spectrometric study of hydroxymethyl radicals (H2COH and H2COD): photoionization

spectrum and ionization energy. J. Phys. Chem. 1992, 96, 104–107.

(71) Drake, J. E.; Riddle, C.; Henderson, H. E.; Glavinčevski, B. ESCA investigations of Group
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