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#### Abstract

The extreme learning machine (ELM) has drawn insensitive research attentions due to its effectiveness in solving many machine learning problems. However, the matrix inversion operation involved in the algorithm is computational prohibitive and limits the wide applications of ELM in many scenarios. To overcome this problem, in this paper, we propose an inverse-free ELM to incrementally increase the number of hidden nodes, and update the connection weights progressively and optimally. Theoretical analysis proves the monotonic decrease of the training error with the proposed updating procedure and also proves the optimality in every updating step. Extensive numerical experiments show the effectiveness and accuracy of the proposed algorithm.


Index Terms-Extreme learning machine (ELM), inverse-free, neural networks, optimal updates.

## I. Introduction

IN PAST decades, neural networks, as powerful computational tools, have been extensively studied and successfully applied to solve various engineering problems [1]-[7] after the seminal work on the back-propagation (BP) learning rule [8], [9]. However, the previously overwhelming BP neural network, despite its advantage in approximating any nonlinearity under mild conditions [10], [11], demonstrates insufficiency in learning speed when exposed to datasets with a huge size which were never encountered tens of years ago. As an alternative to BP neural network, the extreme learning machine (ELM) is proposed to overcome the slow learning speed problem of feed-forward neural networks [12]. Different from the BP neural network which relies on the error propagation to compute the connection weights in iterations, the weights of ELM have an explicit and analytically expression, and can be solved efficiently using matrix pseudo-inversion.

[^0]Since there is no iterative learning process needed, the slow learning speed problem of conventional feed-forward neural networks no longer holds for the ELM. The simplicity yet without loss of accuracy has casted the ELM with potentials to tackle big data learning problems and has endowed the ELM with quick development [13].

Some fundamental problems on ELMs, such as the universal approximation problem, the incremental learning problem, and the learning capacity problem [14], [15], have been explored and some theoretical conclusions have been drawn in recent years. It has been proved that ELMs have the ability to approximate any nonlinear multiple-input-multiple-output mapping with any desired accuracy [16]. Huang et al. [17] proposed an incremental algorithm to update the output weights incrementally with the increase of hidden node numbers. It is proved that the ELM using such an incremental algorithm is also an universal approximator. Zhang et al. [18] proposed an adaptive growth ELM (AG-ELM), which features adaptive determination of the required hidden nodes, incremental renewal of network weights, and sequential generation of a group new networks. It is proved in [18] that AG-ELM is able to approximate any nonlinearity under mild conditions. Zhang et al. [19] then improved the fundamental work on AG-ELM by proposing a dynamic ELM, which also bears universal approximation capability and is able to achieve a more compact network architecture than AG-ELM. In [20], the incremental ELM proposed in [17] is modified to an enhanced version, and is named as error minimization ELM (EM-ELM). Numerical experiments show an improved performance of EM-ELM over the incremental ELM. Feng et al. [21] introduced a new insight for efficient adjustments of ELM to remove insignificant hidden nodes. Based on this insight, a dynamic adjustment ELM is proposed by applying recursive expectation-minimization theorem to tune input parameters of insignificant hidden nodes for the reduction of residual errors. Besides the computational power in nonlinear regression, ELM is also applicable to nonlinear classification problems. The multiclass classification problem is investigated in [22] using the ELM. Due to the inherent connection between regression and classification, universal approximation theorem of the ELM for regression problems also implies its universal classification ability even in scenarios with complicated nonlinear classification boundaries. It has been shown in machine learning fields that the support vector machine (SVM) provides a powerful and robust linear classifier and can be efficiently applied to nonlinear classification problems by exploiting the

TABLE I
Comparison of the Proposed Algorithm With Existing ELM Algorithms

|  | Standard | Incremental | AG-ELM | D-ELM | EM-ELM | DA-ELM | The |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ELM [5] | ELM [10] | $[11]$ | $[12]$ | $[13]$ | $[14]$ | Proposed |
| Optimal | Yes | No | No | No | No | No | Yes |
| Universal Approximation | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| Inverse Free | No | Yes | Yes | Yes | Yes | Yes | Yes |
| Incremental Update | No | Yes | Yes | Yes | Yes | Yes | Yes |
| Weight Error | Zero | Non-zero | Non-zero | Non-zero | Non-zero | Non-zero | Zero |

kernel trick [23]. References [24]-[27] merged the SVM with the ELM by defining a new kernel and receive improved performances in both accuracy and speed. Most recently, it is found that stacking several ELMs together to a multilayered structure as an auto-encoder/decoder for deep learning can further improve the accuracy for nonlinear classification problems [28]. The seemingly contradiction between the simplicity in the structure of ELM and its powerfulness in solving regression and classification problems has evoked extensive researches, and the reason is still not fully unveiled. It is realized in [29] that the input layer setup of ELMs finds connections with the random projection algorithm [30], [31], which projects the original data into random directions as features for dimensionality reduction [32]. Motivated by this fact, some guidance on the selection of input layer weights in ELM, is adopted in [33] and an improved accuracy is observed in numerical experiments with such a guidance. Actually, not only in ELMs, the random weight selection technique is also adopted in some other models with great success, e.g., liquid state machines [34] and echo state networks [35], [36]. With the random assignments on the input weights, the output weights of ELMs can be directly determined by solving a linear least square problem, which bears similarities to designing the output weights of a radial basis function (RBF) network [37], [38] or neural networks with other activation functions [39], [40]. Besides, some other typical work on ELMs include using evolutionary strategy to optimize the input weights such that a compact ELM can be obtained [41], ELMs with sparse representation [42], integrating fuzzy logic with ELMs to improve the approximation performance [43], employing an ensemble of classifiers with the ELM as the base for performance improvement [44], applications of ELM for effective recognition of landmarks [45], [46], and insightful interpretation of ELMs from the perspective of random neurons, random features, and kernels [47].

Despite the great success of ELMs in superior learning accuracy and fast convergence, the involvement of an inverse operation in the calculation of the output weight may result in heavy computational overhead. Accordingly, the exploration of using inverse-free operators to determine the output weights of ELMs becomes promising. Early attempt along this line shows that universal approximation capability also can be reached by incrementally increasing the number of hidden nodes and updating weights in an inverse-free manner [17]. However, the obtained weights using the updating rule proposed in [17] is not the optimal one in the least square sense. In other words, the weights obtained using the method presented in [17] are not identical to the ones obtained using
the conventional ELM algorithm, even under the same input weights, the same training set, and the same number of hidden nodes. From this perspective, the incremental strategy proposed in [17] computes output weights free of inverse operations at the cost of optimality. This evokes the following question: is there any way to obtain exact the same weights without using matrix inversion?

This paper makes progress along this direction and gives positive answer to this question (see Table I for a comparison of the proposed algorithm with existing ELM algorithms). With the assistance of the Sherman-Morrison formula and the Schur complement, we propose a strategy to incrementally update the output weights with the increase of the hidden node numbers. In every step, the obtained output weights are identical to the solution of the standard ELM algorithm using inverse operations. An immediate question following the incremental strategy to update the output weights in ELMs is: whether or not an improvement in the regression accuracy can be reached progressively in every step of increasing the hidden node numbers? It is noteworthy that this question cannot be answered by the universal approximation conclusion of ELMs as the universal approximation conclusion gives the ultimate learning capacity of ELMs while this question concerns on the learning progress in every step to increase the hidden node numbers. This question is answered theoretically in this paper by proving the monotonicity of the regression accuracy relative to the number of hidden nodes with the proposed method. The above mentioned twofold constructs the major contributions of this paper.

The reminder of this paper is organized as follows. In Section II, some preliminaries are given to support the theoretical derivation in this paper. The basic architecture of ELMs is briefed in Section III. In Section IV, the paradigm to increase the hidden node numbers, the inverse-free algorithm to update the output weights, and its extension to Tikhonov regularized version are given, respectively. Section V presents numerical validations on the proposed theoretical results by conducting extensive simulations. Section VI concludes this paper.

## II. Preliminaries

In this section, we present some useful preliminaries for the theoretical derivation in this paper. For $A \in \mathcal{R}^{m \times n}$ and $B \in \mathcal{R}^{p \times q}$, the Kronecker product $A \otimes B \in \mathcal{R}^{(m p) \times(n q)}$ is defined as the following block matrix:

$$
A \otimes B=\left[\begin{array}{ccc}
a_{11} B & \cdots & a_{1 n} B  \tag{1}\\
\vdots & \ddots & \vdots \\
a_{m 1} B & \cdots & a_{m n} B
\end{array}\right]
$$

For an invertible square matrix $A$, and two vectors $u$ and $v$ of a proper size, the Sherman-Morrison formula states the following conclusion under the condition that $1+v^{T} A^{-1} u \neq 0$ :

$$
\begin{equation*}
\left(A+u v^{T}\right)^{-1}=A^{-1}-\frac{A^{-1} u v^{T} A^{-1}}{1+v^{T} A^{-1} u} \tag{2}
\end{equation*}
$$

The Schur complement provides a way to find matrix inverse via block decomposition. It gives the following equation when the referred matrix inverses all exist and the matrices are of proper sizes:

$$
\left[\begin{array}{ll}
A & B  \tag{3}\\
C & D
\end{array}\right]^{-1}=\left[\begin{array}{ll}
E & F \\
G & H
\end{array}\right]
$$

with $E=\left(A-B D^{-1} C\right)^{-1}, F=-\left(A-B D^{-1} C\right)^{-1} B D^{-1}$, $G=-D^{-1} C\left(A-B D^{-1} C\right)^{-1}$, and $H=D^{-1} C(A-$ $\left.B D^{-1} C\right)^{-1} B D^{-1}+D^{-1}$.

## III. Architecture of the ELM

With $n$ input nodes, $l$ hidden nodes and $m$ output nodes, the ELM can be expressed in equation as follows:

$$
\begin{align*}
h_{i} & =f\left(\sum_{k=1}^{n} a_{i k} x_{k}+b_{i}\right) \quad i=1,2, \ldots, l \\
z_{j} & =\sum_{i=1}^{m} w_{j i} h_{i} \quad j=1,2, \ldots, m \tag{4}
\end{align*}
$$

where $z_{j}$ is the value of the $j$ th output node, $h_{i}$ is the value of the $i$ th hidden node, $x_{k}$ is the $k$ th input, $f(\cdot)$ is an activation function, which can be chosen as linear, sigmoid, Gaussian models, etc., $a_{i k}$ is the input weights from the input node $k$ to the hidden node $i, b_{i}$ is the bias of the hidden node $i$, and $w_{j i}$ is the output weight from the hidden node $i$ to the output node $j$. Overall, the ELM model can be expressed in a compact form as follows:

$$
\begin{align*}
h & =f(A x+b) \\
z & =W h \tag{5}
\end{align*}
$$

where $z=\left[z_{1}, z_{2}, \ldots, z_{m}\right]^{T} \in \mathcal{R}^{m}, h=\left[h_{1}, h_{2}, \ldots, h_{l}\right]^{T} \in \mathcal{R}^{l}$, $x=\left[x_{1}, x_{2}, \ldots, x_{n}\right]^{T} \in \mathcal{R}^{n}, A=\left[a_{i k}\right] \in \mathcal{R}^{l \times n}, b=$ $\left[b_{1}, b_{2}, \ldots, b_{l}\right]^{T} \in \mathcal{R}^{l}$, $W=\left[w_{j i}\right] \in \mathcal{R}^{m \times l}$, and $f(\cdot)$ is defined in entry-wise, i.e., $f(x)=\left[f\left(x_{i j}\right)\right] \in \mathcal{R}^{m \times n}$ for a matrix input $x=\left[x_{i j}\right] \in \mathcal{R}^{m \times n}$. Specially, $f(x)=\left[f\left(x_{1}\right), f\left(x_{2}\right), \ldots, f\left(x_{n}\right)\right]$ for a vector input $x=\left[x_{1}, x_{2}, \ldots, x_{n}\right] \in \mathcal{R}^{n}$.

The ELM expression (4) can be regarded as a two-layered feed-forward neural network with the input layer choosing the activation function $f(\cdot)$ and the output layer using linear activation function without a bias. The way to solve network weights differs ELM from conventional neural networks the most. For conventional neural networks, the BP rule is commonly used to train the weights such that the desired output is achieved with given inputs. In contrast, ELM uses a completely different way to determine the weights, i.e., the value of $A, b$, and $W$ in (5): $A$ and $b$ are chosen in random, and then $W$ is accordingly obtained by minimizing the estimation error (the solution is a linear least-square solution to the problem). One may argue that the randomness of the input weights may result in nonoptimality in the obtained model. Actually, optimizing
the input weights helps increase the approximation accuracy but is at the cost of robustness. Additionally, the universal approximation theorem of ELM guarantees to approximate any nonlinear piece continuous function using ELM with random input weights.

## IV. Inverse-Free ELM

In practice, a small number of hidden nodes is preferable for computational considerations. However, the universal approximation theorem for ELM holds when the hidden node number approaches to infinity. This contrast motivates us to consider the tradeoff between the two factors: 1) computational effectiveness and 2) the approximation accuracy. One commonly used strategy in machine learning is to gradually increase the hidden node number until the desired accuracy is achieved. Although this strategy works well, it is at the cost of computing the weights for all neural networks with fewer hidden nodes. It is reasonable to guess that the weights may only change a little if only an extra hidden node is introduced, and there may exist a weight update law, which outputs new weights in the case of $n+1$ hidden nodes based on the weight obtained in the case of $n$ ones. In this part, we formalize this intuition and give rigorous equations for the update.

## A. Proposed Model

We first define the hidden node increase policy of hidden nodes in the ELM to solve a given regression problem.

Definition 1 (Hidden Nodes Increase Policy): For a regression problem from $\mathcal{R}^{n}$ to $\mathcal{R}^{m}$, an ELM (5) with $l+1$ $(l>0)$ hidden nodes is obtained by choosing the output weight $W^{l+1}$ by the following standard linear least square algorithm used for ELM, and the input weights $A^{l+1}$ and the bias $b^{l+1}$ as:

$$
A^{l+1}=\left[\begin{array}{c}
A^{l}  \tag{6}\\
\alpha^{T}
\end{array}\right], \quad b^{l+1}=\left[\begin{array}{c}
b^{l} \\
b_{l+1}
\end{array}\right]
$$

where $A^{l}$ and $b^{l}$ is the input weights and biases for the same problem with $l$ hidden nodes, $\alpha \in \mathcal{R}^{n}$ with entries chosen in the same probabilistic distribution as other elements in $A^{l}$, and $b_{l+1} \in \mathcal{R}$ chosen in the same probabilistic distribution as other elements in $b^{l}$.

Remark 1: The hidden nodes increase policy in Definition 1 differs from the incremental policy proposed in [17] in that they consider two different weight updating schemes. For the proposed one in this paper, the output weight is identical to the result obtained from standard ELM after weight updating by increasing a hidden node. In contrast, the new output weight following incremental policy in [17] after increasing a hidden node is not identical to the solution of standard ELM. Due to the optimality of standard ELM in the sense of least square training error, the node increase policy in Definition 1 implies its optimality.

Now we state the following theorem, which reveals the benefit of increasing the number of hidden nodes for approximation error.

Theorem 1: Using the hidden nodes increase policy in Definition 1, the training error of the resulting ELM decreases monotonically with the increase of the number of hidden nodes.

Proof: The approximation error of an ELM with given input weights $A$ and biases $b$ depends on its output weights. As to the ELM with $l+1$ hidden nodes, with given $A^{l+1}$ and $b^{l+1}$, the approximation error depends on the output weight $W^{l+1}$. Denote $x_{i}$ and $y_{i}$, the $i$ th training input and the corresponding $i$ th training output, respectively. Then, $y_{1}, y_{2}, \ldots, y_{k} \in$ $\mathcal{R}^{m}$ is the desired output sequence in the training set, and $x_{1}, x_{2}, \ldots, x_{k} \in \mathcal{R}^{n}$ is the input sequence in the training set. In a compact form, the training input matrix is expressed as $X=\left[x_{1}, x_{2}, \ldots, x_{k}\right] \in \mathcal{R}^{n \times k}$, and the training output matrix is expressed as $Y=\left[y_{1}, y_{2}, \ldots, y_{k}\right] \in \mathcal{R}^{m \times k}$. According to the least square algorithm, $W^{l+1}=Y B^{l+1}$ with $B^{l+1}=f^{T}\left(A^{l+1} X+\right.$ $\left.\mathbf{1}^{T} \otimes b^{l+1}\right)\left(f\left(A^{l+1} X+\mathbf{1}^{T} \otimes b^{l+1}\right) f^{T}\left(A^{l+1} X+\mathbf{1}^{T} \otimes b^{l+1}\right)\right)^{-1}$ (where $k$ is the number of training examples, $\mathbf{1} \in \mathcal{R}^{n}$ is a vector with all entry 1.) is the optimal solution to the following problem:

$$
\begin{equation*}
\min _{W^{l+1}}\left\|Y-W^{l+1} f\left(A^{l+1} X+\mathbf{1}^{T} \otimes b^{l+1}\right)\right\|_{F}^{2} \tag{7}
\end{equation*}
$$

where $\|\cdot\|_{F}$ defines the Frobenius norm and $\| Y-$ $W^{l+1} f\left(A^{l+1} X+\mathbf{1}^{T} \otimes b^{l+1}\right) \|_{F}^{2}=\operatorname{trace}\left(\left(Y-W^{l+1} f\left(A^{l+1} X+\right.\right.\right.$ $\left.\left.\left.\mathbf{1}^{T} \otimes b^{l+1}\right)\right)^{T}\left(Y-W^{l+1} f\left(A^{l+1} X+\mathbf{1}^{T} \otimes b^{l+1}\right)\right)\right)$. Clearly, (7) is a quadratic programming problem and therefore the obtained optimal solution is indeed the global optimal one, meaning that the least square solution of $W^{l+1}$ is the one with the lowest approximation error among all possible peers of $W^{l+1}$, including a particular one $W^{l+1}=\left[\begin{array}{ll}W^{l} & 0_{m \times 1}\end{array}\right]$ with $W^{l}$ being the least square output weight of the ELM with $l$ hidden nodes. If we can further prove that this particular one has exactly the same approximation error as the ELM with $l$ hidden nodes, we will be able to the draw the conclusion stated in this theorem. Actually, according to (6) and (7), for the ELM with such a particular choice on $W^{l+1}$, the approximation error equals $\left\|Y-\left[\begin{array}{ll}W^{l} & 0_{m \times 1}\end{array}\right] f\left(A^{l+1} X+\mathbf{1}^{T} \otimes b^{l+1}\right)\right\|_{F}=$ $\left\|Y-W^{l} f\left(A^{l} X+\mathbf{1}^{T} \otimes b^{l}\right)\right\|_{F}$ which is identical to the approximation error for $W^{l}$ in the case of the ELM with $l$ hidden nodes. This completes the proof.

Remark 2: The universal approximation theorem for ELM states that any nonlinear piece continuous function can be approximated with any desired approximation error using an ELM. Without Theorem 1, one may suspect: is there any local optima in the number of hidden nodes such that locally increasing the hidden node number results in the increase of approximation errors? Theorem 1 gives a negative answer to this question and implies that one can keep increasing the hidden node number until the desired approximation error is reached.

Following the convention, we can compute $W^{l+1}$, which is associated with an ELM with $(l+1)$ hidden nodes, using the standard pseudo-inverse algorithm. However, this algorithm refers to the inverse of square matrices, which is usually computational heavy. The following theorem gives a solution to avoid using the inverse operator and to take advantage of the
obtained weights of an ELM with $l$ hidden nodes for the same approximation problem.

## B. Algorithm

Theorem 2: For an ELM defined in Definition 1 with $l+1$ hidden nodes, its output weight $W^{l+1}=Y B^{l+1}$ with $B^{l+1}=$ $f^{T}\left(A^{l+1} X+\mathbf{1}^{T} \otimes b^{l+1}\right)\left(f\left(A^{l+1} X+\mathbf{1}^{T} \otimes b^{l+1}\right) f^{T}\left(A^{l+1} X+\mathbf{1}^{T} \otimes\right.\right.$ $\left.\left.b^{l+1}\right)\right)^{-1}$ can be expressed using the output weights of the ELM with $l$ hidden nodes in the following rule:

$$
\begin{align*}
W^{l+1} & =Y B^{l+1} \\
B^{l+1} & =\left[\begin{array}{ll}
B_{1}^{l+1} & B_{2}^{l+1}
\end{array}\right] \tag{8}
\end{align*}
$$

with

$$
\begin{aligned}
B_{1}^{l+1} & =\frac{c^{T} c I-c c^{T}}{c^{T} c}\left(\frac{B^{l} H c c^{T} B^{l}}{c^{T} c-c^{T} B^{l} H c}+B^{l}\right) \\
B_{2}^{l+1} & =-\frac{B_{1}^{l+1} H c}{c^{T} c}+\frac{c}{c^{T} c}
\end{aligned}
$$

where $W^{l}=Y B^{l}$ with $B^{l}=f^{T}\left(A^{l} X+\mathbf{1}^{T} \otimes b^{l}\right)\left(f\left(A^{l} X+\mathbf{1}^{T} \otimes\right.\right.$ $\left.\left.b^{l}\right) f^{T}\left(A^{l} X+\mathbf{1}^{T} \otimes b^{l}\right)\right)^{-1}$.

Proof: Substituting (6) into (8) yields

$$
\begin{align*}
B^{l+1}=f^{T}\left(\left[\begin{array}{c}
A^{l} X+\mathbf{1}^{T} \otimes b^{l} \\
\alpha^{T} X+b_{l+1} \mathbf{1}^{T}
\end{array}\right]\right)( & f\left(\left[\begin{array}{c}
A^{l} X+\mathbf{1}^{T} \otimes b^{l} \\
\alpha^{T} X+b_{l+1} \mathbf{1}^{T}
\end{array}\right]\right) \\
& \left.\times f^{T}\left(\left[\begin{array}{c}
A^{l} X+\mathbf{1}^{T} \otimes b^{l} \\
\alpha^{T} X+b_{l+1} \mathbf{1}^{T}
\end{array}\right]\right)\right)^{-1} \tag{9}
\end{align*}
$$

Define $H=f\left(A^{l} X+\mathbf{1}^{T} \otimes b^{l}\right), c=f\left(X^{T} \alpha+b_{l+1} \mathbf{1}\right)$. Then, noting that $f(\cdot)$ is a mapping operated in entry-wise, (9) equivalently writes

$$
\begin{align*}
B^{l+1} & =\left[\begin{array}{c}
H \\
c^{T}
\end{array}\right]^{T}\left(\left[\begin{array}{c}
H \\
c^{T}
\end{array}\right]\left[\begin{array}{c}
H \\
c^{T}
\end{array}\right]^{T}\right)^{-1} \\
& =\left[\begin{array}{ll}
H^{T} & c
\end{array}\right]\left[\begin{array}{cc}
H H^{T} & H c \\
c^{T} H^{T} & c^{T} c
\end{array}\right]^{-1} . \tag{10}
\end{align*}
$$

Using Schur complement, we obtain

$$
\left[\begin{array}{cc}
H H^{T} & H c  \tag{11}\\
c^{T} H^{T} & c^{T} c
\end{array}\right]^{-1}=\left[\begin{array}{cc}
E_{0} & F_{0} \\
F_{0}^{T} & G_{0}
\end{array}\right]
$$

with

$$
\begin{align*}
& E_{0}=\left(H H^{T}-\frac{H c c^{T} H^{T}}{c^{T} c}\right)^{-1}  \tag{12}\\
& F_{0}=-\frac{E_{0} H c}{c^{T} c}  \tag{13}\\
& G_{0}=\frac{c^{T} H^{T} E_{0} H c}{\left(c^{T} c\right)^{2}}+\frac{1}{c^{T} c} \tag{14}
\end{align*}
$$

Therefore, we have

$$
\begin{equation*}
B^{l+1}=\left[H^{T} E_{0}+c F_{0}^{T} \quad H^{T} F_{0}+c G_{0}\right] \tag{15}
\end{equation*}
$$

As to $E_{0}$ expressed in (12), supposing that $c^{T} c$ $c^{T} H^{T}\left(H H^{T}\right)^{-1} H c \neq 0$, it can be transformed as follows using the Sherman-Morrison formula:

$$
\begin{align*}
E_{0} & =\left(H H^{T}-\frac{H c c^{T} H^{T}}{c^{T} c}\right)^{-1} \\
& =\frac{\left(H H^{T}\right)^{-1} H c c^{T} H^{T}\left(H H^{T}\right)^{-1}}{c^{T} c-c^{T} H^{T}\left(H H^{T}\right)^{-1} H c}+\left(H H^{T}\right)^{-1} \tag{16}
\end{align*}
$$

On the other hand, the output weight $W^{l}$ of the ELM with $l$ hidden nodes for the same approximation problem writes as follows:

$$
\begin{align*}
W^{l}= & Y B^{l} \\
B^{l}= & f^{T}\left(A^{l} X+\mathbf{1}^{T} \otimes b^{l}\right)\left(f\left(A^{l} X+\mathbf{1}^{T} \otimes b^{l}\right)\right. \\
& \left.\quad \times f^{T}\left(A^{l} X+\mathbf{1}^{T} \otimes b^{l}\right)\right)^{-1} \\
& =H^{T}\left(H H^{T}\right)^{-1} . \tag{17}
\end{align*}
$$

The expression of $B^{l+1}$ can be obtained by substituting (12)-(14) into (15). With the assistance of (17), $B^{l+1}$ can be simplified to the following:

$$
\begin{align*}
H^{T} E_{0}+c F_{0}^{T} & =H^{T} E_{0}-c\left(\frac{E_{0} H c}{c^{T} c}\right)^{T} \\
& =\left(I-\frac{c c^{T}}{c^{T} c}\right) H^{T} E_{0} \\
& =\frac{c^{T} c I-c c^{T}}{c^{T} c}\left(\frac{B^{l} H c c^{T} B^{l}}{c^{T} c-c^{T} B^{l} H c}+B^{l}\right)  \tag{18}\\
H^{T} F_{0}+c G_{0} & =-\frac{H^{T} E_{0} H c}{c^{T} c}+\frac{c\left(c^{T} H^{T} E_{0}\right) H c}{\left(c^{T} c\right)^{2}}+\frac{c}{c^{T} c} \\
& =-\frac{H^{T} E_{0} H c}{c^{T} c}-\frac{c F_{0}^{T} H c}{c^{T} c}+\frac{c}{c^{T} c} \\
& =-\frac{\left(H^{T} E_{0}+c F_{0}^{T}\right) H c}{c^{T} c}+\frac{c}{c^{T} c} . \tag{19}
\end{align*}
$$

Notice that $-\left(c^{T} H^{T} E_{0}\right) /\left(c^{T} c\right)=F_{0}^{T}$ since $E_{0}=E_{0}^{T}$. Equations (18) and (19) together construct the two components of $B^{l+1}$ and complete the proof.

Remark 3: For the case without Tikhonov regularization, the proof of Theorem 2 relies on the assumption that $H H^{T}$ is nonsingular and $c^{T} c$ is nonzero. The restriction $c^{T} c-$ $c^{T} H^{T}\left(H H^{T}\right)^{-1} H c \neq 0$ referred in the proof is implied by the assumptions on the nonsingularity of $H H^{T}$ and the nonzeroness of $c^{T} c$, plus that the standard ELM output weight $W^{l+1}$ exists. For the case with Tikhonov regularization, the items $H H^{T}$ and $c^{T} c$ are replaced by $H H^{T}+k_{0} \mathbf{I}$, which is always positive definite and nonsingular for $k_{0}>0$, and $c^{T} c+k_{0}>0$. In this situation, the restrictions are directly satisfied.

Remark 4: For regression problems with strong nonlinearity or with a high dimension, it is often necessary to use many hidden nodes (say the number of hidden nodes is $l$ ) to reach a satisfactory approximation accuracy. A resulting problem is the heavy computation burden to calculate the inverse of a $l \times l$ matrix using conventional algorithms for ELM. With Theorem 2, there is no need to compute any matrix inverses and the computational expenses are thoroughly reduced.

## Algorithm 1 Least Square ELM by Incrementally Increasing the Number of Hidden Nodes <br> Require:

Desired approximation error $\eta$, input dimension $n$, output dimension $m$, training set size $k$, the training input $X=\left[x_{1}, x_{2}, \ldots, x_{k}\right] \in \mathcal{R}^{n \times k}$, the training output $Y=$ $\left[y_{1}, y_{2}, \ldots, y_{k}\right] \in \mathcal{R}^{m \times k}$, the initial ELM model with $l_{0}$ hidden nodes (input weight $A^{l_{0}} \in \mathcal{R}^{l_{0} \times n}$, input bias $b^{l_{0}} \in \mathcal{R}^{l_{0}}$, pseudo-inverse $B^{l_{0}} \in \mathcal{R}^{k \times l_{0}}$, output weight $\left.W^{l_{0}} \in \mathcal{R}^{m \times n}\right)$.

## Ensure:

An ELM with $l$ hidden nodes $(A, b$ and $W)$ such that the approximation error $\eta *$ is reached.
$l=l_{0}, A=A^{l_{0}}, b=b^{l_{0}}, W=W^{l_{0}}$
$H=f\left(A X+\mathbf{1}^{T} \otimes b\right)$
$E=Y-W H \quad / /$ initial training error
$\eta=\operatorname{MSE}(E) \quad / /$ initial mean square error
while $(\eta>\eta *)$ do
$\alpha \Leftarrow$ a random vector in $\mathcal{R}^{n}$
$A \Leftarrow\left[\begin{array}{c}A \\ \alpha^{T}\end{array}\right]$ //update $A$
$b_{0} \Leftarrow$ a random scalar
$b \Leftarrow\left[\begin{array}{c}b \\ b_{0}\end{array}\right] \quad$ //update $b$
$H=f\left(A X+\mathbf{1}^{T} \otimes b\right), c=f\left(X^{T} \alpha+b_{0} \mathbf{1}\right)$
$B_{1} \Leftarrow \frac{c^{T} c I-c c^{T}}{c^{T} c}\left(\frac{B H c c^{T} B}{c^{T} c-c^{T} B H c}+B\right)$
$B_{2} \Leftarrow-\frac{B_{1} H c}{c^{T} c}+\frac{c}{c^{T} c}$
$B=\left[\begin{array}{ll}B_{1} & B_{2}\end{array}\right]$
$W=Y B \quad / /$ update $W$
$E=Y-W H \quad / /$ training error
$\eta=\operatorname{MSE}(E) \quad / /$ mean square error
end while

Based on Theorem 2, regression problems using an ELM with the desired approximation error $\eta *(\eta *>0)$ can be solved by incrementally increasing the number of hidden nodes according to Algorithm 1.

## C. Extension to ELM With Tikhonov Regularization

Tikhonov regularization is commonly used in machine learning to avoid over-fitting [48], [49]. As to the cases with $l$ and $l+1$ hidden nodes, respectively, the output weights for ELMs with Tikhonov regularization write as follows:

$$
\begin{align*}
& W^{l}= Y B^{l} \\
& B^{l}= f^{T}\left(A^{l} X+\mathbf{1}^{T} \otimes b^{l}\right)\left(k_{0}^{2} I+f\left(A^{l} X+\mathbf{1}^{T} \otimes b^{l}\right)\right. \\
&\left.\quad \times f^{T}\left(A^{l} X+\mathbf{1}^{T} \otimes b^{l}\right)\right)^{-1}  \tag{20}\\
& \begin{aligned}
W^{l+1}= & Y B^{l+1} \\
B^{l+1}= & f^{T}\left(A^{l+1} X+\mathbf{1}^{T} \otimes b^{l+1}\right) \\
& \times\left(k_{0}^{2} I+f\left(A^{l+1} X+\mathbf{1}^{T} \otimes b^{l}\right)\right. \\
& \left.\quad \times f^{T}\left(A^{l+1} X+\mathbf{1}^{T} \otimes b^{l+1}\right)\right)^{-1}
\end{aligned}
\end{align*}
$$

For regularized ELMs, the weight updating law is stated in the following theorem.

Theorem 3: For ELMs defined in Definition 1 with the Tikhonov regularization, the output weight for the ELM with $l+1$ hidden nodes, as expressed in (21), can be expressed using the output weights of the ELM with $l$ hidden nodes as expressed in (20), using the updating equation (8), with $B_{1}^{l+1}$ and $B_{2}^{l+1}$ in (8) defined as

$$
\begin{align*}
B_{1}^{l+1}= & \frac{\left(\left(c^{T} c+k_{0}^{2}\right) I-c c^{T}\right) B^{l} H c c^{T} B^{l}}{\left(c^{T} c+k_{0}^{2}\right)\left(c^{T} c+k_{0}^{2}-c^{T} B^{l} H c\right)} \\
& +\frac{\left(\left(c^{T} c+k_{0}^{2}\right) I-c c^{T}\right) B^{l}}{c^{T} c+k_{0}^{2}} \\
B_{2}^{l+1}= & -\frac{B_{1}^{l+1} H c}{c^{T} c+k_{0}^{2}}+\frac{c}{c^{T} c+k_{0}^{2}} \tag{22}
\end{align*}
$$

Proof: For statement convenience, we define $H=f\left(A^{l} X+\right.$ $\left.\mathbf{1}^{T} \otimes b^{l}\right), c=f\left(X^{T} \alpha+b_{l+1} \mathbf{1}\right)$. Introduce the following auxiliary matrix:

$$
\bar{f}_{l}=\left[f\left(A^{l} X+\mathbf{1}^{T} \otimes b^{l}\right) \quad k_{0} I\right]=\left[\begin{array}{ll}
H & k_{0} I \tag{23}
\end{array}\right] .
$$

Then, its pseudo-inverse $\bar{B}^{l}$ is

$$
\bar{B}^{l}=\bar{f}_{l}^{T}\left(\bar{f}_{l} \bar{f}_{l}^{T}\right)^{-1}=\left[\begin{array}{c}
H^{T}\left(k_{0}^{2} I+H H^{T}\right)^{-1}  \tag{24}\\
k_{0}\left(k_{0}^{2} I+H H^{T}\right)^{-1}
\end{array}\right]
$$

where $\bar{B}^{l}$ is a $(l+k) \times l$-dimensional matrix (recall that $A^{l}$ is $l \times n$-dimensional and $X$ is $n \times k$-dimensional, therefore $\bar{f}$ is $l \times$ $(l+k)$-dimensional), $H^{T}\left(k_{0}^{2} I+H H^{T}\right)^{-1}$ is $k \times l$-dimensional and $k_{0}\left(k_{0}^{2} I+H H^{T}\right)^{-1}$ is $l \times l$-dimensional. Clearly, the first $k$ rows of $\bar{B}^{l}$ is the solution of $B^{l}$ with the Tikhonov regularization coefficient $k_{0}$ or in

$$
B^{l}=\left[\begin{array}{ll}
I_{k \times k} & 0_{k \times l} \tag{25}
\end{array}\right] \bar{B}^{l} .
$$

Similarly, for ELM with $l+1$ hidden nodes

$$
B^{l+1}=\left[\begin{array}{ll}
I_{k \times k} & 0_{k \times(l+1)} \tag{26}
\end{array}\right] \bar{B}^{l+1} .
$$

For $\bar{f}$ in the case of $l+1$ hidden nodes, we have

$$
\begin{align*}
\bar{f}_{l+1} & =\left[\begin{array}{ll}
H & k_{0} I
\end{array}\right] \\
& =\left[\begin{array}{c|cc}
H & k_{0} I & 0 \\
\hline c^{T} & 0 & k_{0}
\end{array}\right] . \tag{27}
\end{align*}
$$

Following the same procedure as in the proof of Theorem 2, the recursive updating rule for $\bar{B}^{l+1}$ writes:

$$
\bar{B}^{l+1}=\left[\begin{array}{ll}
\bar{B}_{1}^{l+1} & \bar{B}_{2}^{l+1} \tag{28}
\end{array}\right]
$$

with

$$
\begin{align*}
\bar{B}_{1}^{l+1} & =\frac{c_{1}^{T} c_{1} I-c_{1} c_{1}^{T}}{c_{1}^{T} c_{1}}\left(\frac{\bar{B}^{\prime} H_{1} c_{1} c_{1}^{T} \bar{B}^{\prime}}{c_{1}^{T} c_{1}-c_{1}^{T} \bar{B}^{\prime} H_{1} c_{1}}+\bar{B}^{\prime}\right) \\
\bar{B}_{2}^{l+1} & =-\frac{\bar{B}_{1}^{l+1} H_{1} c_{1}}{c_{1}^{T} c_{1}}+\frac{c_{1}}{c_{1}^{T} c_{1}} \tag{29}
\end{align*}
$$

where
$H_{1}=\left[\begin{array}{lll}H & k_{0} I & 0_{l \times 1}\end{array}\right], c_{1}=\left[\begin{array}{c}c \\ 0_{l \times 1} \\ k_{0}\end{array}\right], \bar{B}^{\prime}=\left[\begin{array}{c}\bar{B}^{l} \\ 0_{1 \times l}\end{array}\right]$.
With (24) and (30), we obtain, $H_{1} c_{1}=H c$, $\left[\begin{array}{ll}I_{k \times k} & \left.0_{k \times(l+1)}\right]\left(c_{1} c_{1}^{T}-c_{1} c_{1}^{T}\right)=\left[\left(c^{T} c+k_{0}^{2}\right) I-c c^{T} 0-k_{0} c\right], ~\end{array}\right.$
$\left.\left[\begin{array}{ll}I_{k \times k} & 0_{k \times(l+1)}\end{array}\right]\left(c_{1} c_{1}^{T}-c_{1} c_{1}^{T}\right) \bar{B}^{\prime}=\left(c^{T} c+k_{0}^{2}\right) I-c c^{T}\right) H^{T}$ $\left.\left(k_{0}^{2} I+H H^{T}\right)^{-1}=\left(c^{T} c+k_{0}^{2}\right) I-c c^{T}\right) B^{l}, c_{1}^{T} \bar{B}^{\prime}=c^{T} H^{T}$ $\left(k_{0}^{2} I+H H^{T}\right)^{-1}=c^{T} B^{l}$, also we have

$$
\bar{B}^{\prime} H_{1} c_{1}=\left[\begin{array}{c}
H^{T}\left(k_{0}^{2} I+H H^{T}\right)^{-1} H c \\
k_{0}\left(k_{0}^{2} I+H H^{T}\right)^{-1} H c \\
0
\end{array}\right]
$$

and $c_{1}^{T} \bar{B}^{\prime} H_{1} c_{1}=c^{T} H^{T}\left(k_{0}^{2} I+H H^{T}\right)^{-1} H c=c^{T} B^{l} H c$, $\left[\begin{array}{ll}I_{k \times k} & 0_{k \times(l+1)}\end{array}\right]\left(c_{1} c_{1}^{T}-c_{1} c_{1}^{T}\right) \bar{B}^{\prime} H_{1} c_{1}=\left(\left(c^{T} c+k_{0}^{2}\right) I-\right.$ $\left.c c^{T}\right) H^{T}\left(k_{0}^{2} I+H H^{T}\right)^{-1} H c=\left(\left(c^{T} c+k_{0}^{2}\right) I-c c^{T}\right) B^{l} H c$, $\left[\begin{array}{ll}I_{k \times k} & 0_{k \times(l+1)}\end{array}\right]\left(c_{1} c_{1}^{T}-c_{1} c_{1}^{T}\right) \bar{B}^{\prime} H_{1} c_{1} c_{1}^{T} \bar{B}^{\prime}=\left(\left(c^{T} c+k_{0}^{2}\right) I-\right.$ $\left.c c^{T}\right) H^{T}\left(k_{0}^{2} I+H H^{T}\right)^{-1} H c c^{T} H^{T}\left(k_{0}^{2} I+H H^{T}\right)^{-1}=\left(\left(c^{T} c+k_{0}^{2}\right) I-\right.$ $\left.c c^{T}\right) B^{l} H c c^{T} B^{l}$

$$
\begin{align*}
{\left[\begin{array}{ll}
I_{k \times k} & 0_{k \times(l+1)}
\end{array}\right] \bar{B}_{1}^{l+1}=} & \frac{\left(\left(c^{T} c+k_{0}^{2}\right) I-c c^{T}\right) B^{l} H c c^{T} B^{l}}{\left(c^{T} c+k_{0}^{2}\right)\left(c^{T} c+k_{0}^{2}-c^{T} B^{l} H c\right)} \\
& +\frac{\left(\left(c^{T} c+k_{0}^{2}\right) I-c c^{T}\right) B^{l}}{c^{T} c+k_{0}^{2}}  \tag{31}\\
{\left[\begin{array}{ll}
I_{k \times k} & 0_{k \times(l+1)}
\end{array}\right] \bar{B}_{2}^{l+1}=} & -\frac{\left[\begin{array}{ll}
I_{k \times k} & 0_{k \times(l+1)}
\end{array} \bar{B}_{1}^{l+1} H c\right.}{c^{T} c+k_{0}^{2}} \\
& +\frac{c}{c^{T} c+k_{0}^{2}} \tag{32}
\end{align*}
$$

which constructs the components for $B^{l+1}$ according to (26) and (28).

Based on Theorem III, a Tikhonov regularized ELM for regression problems with the desired approximation error $\eta *(\eta *>0)$ can be solved by incrementally increasing the number of hidden nodes according to Algorithm 2.

## D. Complexity Analysis

In this part, we give analysis on the complexity of the proposed algorithms. Since the result presented in (Section IV-B) can be regarded as a special case of the Tikhonov regularized least square ELM when choosing the regularization coefficient $k_{0}=0$. Without losing generality, we only analyze the time complexity of Algorithm 2.

For each iteration (lines 5-18) in Algorithm 2, lines 12, 13 , and 15 dominate the computational burdens. Recall that the multiplication of two matrices, one of size $l_{1} \times l_{2}$ and the other one of size $l_{2} \times l_{3}$ requires $l_{1} l_{3}\left(2 l_{2}-1\right)$ flops of operation and the summation of two matrices in size $l_{1} \times l_{2}$ requires $l_{1} l_{2}$ flops of operations [50]. When there are $l$ hidden nodes, the dimension of the matrices $B, H, Y$, and $c$ are $k \times l, l \times k, m \times k$, and $k \times 1$, respectively. For line 12 , we first reorganize $\left(\left(c^{T} c+k_{0}^{2}\right) I-c c^{T}\right) B H c c^{T} B$ as $\left(\left(c^{T} c+k_{0}^{2}\right) I-\right.$ $\left.c c^{T}\right) B H c c^{T} B=\left(c^{T} c+k_{0}^{2}\right)(B H c)\left(c^{T} B\right)-c\left(c^{T}(B H c)\right)\left(c^{T} B\right)$ (note that $c^{T} B H c$ is a scalar). For this quantity, $c^{T} c+k_{0}^{2}$, $c^{T} B$, and $H c$ need $2 k+1, l(2 k-1)$, and $l(2 k-1)$ flops of operations, respectively. The computation of $B H c$ based on the result of $H c$ needs $k(2 l-1)$ flops. Further $c^{T}(B H c)$ and $(B H c)\left(c^{T} B\right)$ need $2 k-1$ and $k l$ flops, respectively. Then, the computation of $c\left(c^{T}(B H c)\right)\left(c^{T} B\right)$ costs $k l+k$ additional flops for computation. In addition, $\left(c^{T} c+k_{0}^{2}\right)(B H c)\left(c^{T} B\right)$ needs $k l+k$ computational flops. Overall, $\left(\left(c^{T} c+k_{0}^{2}\right) I-c c^{T}\right) B H c c^{T} B$

## Algorithm 2 Tikhonov Regularized Least Square ELM by Incrementally Increasing the Number of Hidden Nodes

## Require:

Desired approximation error $\eta$, regularization factor $k_{0}$, input dimension $n$, output dimension $m$, training set size $k$, the training input $X=\left[x_{1}, x_{2}, \ldots, x_{k}\right] \in \mathcal{R}^{n \times k}$, the training output $Y=\left[y_{1}, y_{2}, \ldots, y_{k}\right] \in \mathcal{R}^{m \times k}$, the initial ELM model with $l_{0}$ hidden nodes (input weight $A^{l_{0}} \in$ $\mathcal{R}^{l_{0} \times n}$, input bias $b^{l_{0}} \in \mathcal{R}^{l_{0}}$, regularized pseudo-inverse $B^{l_{0}} \in \mathcal{R}^{k \times l_{0}}$, output weight $\left.W^{l_{0}} \in \mathcal{R}^{m \times n}\right)$.

## Ensure:

An ELM with $l$ hidden nodes $(A, b$ and $W)$ such that the approximation error $\eta *$ is reached.
$l=l_{0}, A=A^{l_{0}}, b=b^{l_{0}}, B=B^{l_{0}}, W=W^{l_{0}}$
$H=f\left(A X+\mathbf{1}^{T} \otimes b\right)$
$E=Y-W H \quad / / i n i t i a l ~ t r a i n i n g ~ e r r o r ~$
$\eta=\operatorname{MSE}(E) \quad / /$ initial mean square error
while $(\eta>\eta *)$ do
$l \Leftarrow l+1$
$\alpha \Leftarrow$ a random vector in $\mathcal{R}^{n}$
$A \Leftarrow\left[\begin{array}{c}A \\ \alpha^{T}\end{array}\right] \quad / /$ update $A$
$b_{0} \Leftarrow$ a random scalar
$b \Leftarrow\left[\begin{array}{c}b \\ b_{0}\end{array}\right] \quad$ //update $b$
$H=f\left(A X+\mathbf{1}^{T} \otimes b\right), c=f\left(X^{T} \alpha+b_{0} \mathbf{1}\right)$
$B_{1} \Leftarrow \frac{\left(\left(c^{T} c+k_{0}^{2}\right) I-c c^{T}\right) B H c c^{T} B}{\left(c^{T} c+k_{0}^{2}\right)\left(c^{T} c+k_{0}^{2}-c^{T} B H c\right)}+\frac{\left(\left(c^{T} c+k_{0}^{2}\right) I-c c^{T}\right) B}{c^{T} c+k_{0}^{2}}$
$B_{2} \Leftarrow-\frac{B_{1} H c}{c^{T} c+k_{0}^{2}}+\frac{c}{c^{T} c+k_{0}^{2}}$
$B=\left[\begin{array}{ll}B_{1} & B_{2}\end{array}\right]$
$W=Y B \quad$ //update $W$
$E=Y-W H \quad / /$ training error
$\eta=\operatorname{MSE}(E) \quad / /$ mean square error
end while
needs $9 k l+5 k-2 l$ flops. Since the values of $c^{T} c+k_{0}^{2}$ and $c^{T} B H c$ have been obtained until now, it only needs 2 additional flops to compute $\left(c^{T} c+k_{0}^{2}\right)\left(c^{T} c+k_{0}^{2}-c^{T} B H c\right)$. As to $\left(\left(c^{T} c+k_{0}^{2}\right) I-c c^{T}\right) B=\left(c^{T} c+k_{0}^{2}\right) B-c c^{T} B$, a total of $2 k l+1$ flops are needed to conduct the computation. In total, line 12 needs $14 k l+5 k-2 l+3$ flops to assign $B_{1}$ with the updated value. For line 13 , we need an additional $2 k l+2 k$ flops to update the value of $B_{2}$. Line 15 costs $m(l+1)(2 k-1)$ flops for computation. All together, lines 12, 13, and 15 need $m(l+1)(2 k-1)+16 k l+7 k-2 l+3$ flops of computation, which is approximately $(2 m+16) k l$ for large $k$ (the number of training examples) and $l$ (the number of hidden nodes), or $O(k l)$ in the sense of time complexity.

The conventional Tikhonov regularized ELM replaces lines 12 and 13 in Algorithm 2 with (21). Notice that $f\left(A^{l+1} X+\mathbf{1}^{T} \otimes\right.$ $\left.b^{l+1}\right)$ is $(l+1) \times k$-dimensional. It takes $2(l+1)+(2 k-1)(l+1)^{2}$ flops to calculate $k_{0}^{2} I+f\left(A^{l+1} X+\mathbf{1}^{T} \otimes b^{l}\right) f^{T}\left(A^{l+1} X+\mathbf{1}^{T} \otimes b^{l+1}\right)$. The operation of matrix inversion has a time complexity of $O\left(n^{3}\right)$ for a $n \times n$ matrix using Gaussian-Jordan elimination. Therefore, the time complexity of is $O\left(l^{3}\right)$ to calculate $\left(k_{0}^{2} I+f\left(A^{l+1} X+\mathbf{1}^{T} \otimes b^{l}\right) f^{T}\left(A^{l+1} X+\mathbf{1}^{T} \otimes b^{l+1}\right)\right)^{-1}$. Together

TABLE II
Properties of Benchmark Regression Datasets

| datasets | Samples | Features | Randomness |
| :---: | :---: | :---: | :---: |
| Airfoil self-noise | 1503 | 6 | Yes |
| Energy efficiency | 768 | 8 | Yes |
| Housing | 506 | 14 | No |
| Parkinson | 5875 | 22 | Yes |
| Protein | 45730 | 9 | Yes |

with the additional expenses of $k(l+1)(2 l+1)$ to compute $f^{T}\left(A^{l+1} X+\mathbf{1}^{T} \otimes b^{l+1}\right)\left(k_{0}^{2} I+f\left(A^{l+1} X+\mathbf{1}^{T} \otimes b^{l}\right) f^{T}\left(A^{l+1} X+\right.\right.$ $\left.\left.\mathbf{1}^{T} \otimes b^{l+1}\right)\right)^{-1}$, the overall time complexity is $O\left(l^{3}+k l^{2}\right)$ for the conventional Tikhonov regularized ELM. Comparing the complexity of $O\left(l^{3}+k l^{2}\right)$ for the conventional algorithm while $O(k l)$ for the proposed one, it can be concluded that the proposed algorithm significantly reduces computational expenses.

## E. Discussion

In the previous sections, we have developed the inversefree ELM weight updating rules to solve regression problems. Due to the inherent connections between regression and classification problems, the same framework also applies to classification problems. For a $m$-class classification problem, the desired output for a training sample belonging to class $i$ can be constructed as $y=e_{i}$, where $e_{i} \in \mathcal{R}^{m}$ is a vector having all elements zero except that the $i$ th one equal to 1 . The training set then can be used to train the ELM by following the same procedure as for the regression problem. In the prediction phase, class labels of the testing data are obtained by identifying the largest element in the $m$-dimensional output vector generated by the ELM fed with test inputs. For example, in the case that the output has the largest value in the $i$ th element among all $m$ output elements, the sample is classified into class $i$. With this formulation, the proposed algorithm applies to both the regression and the classification problems.

## V. Numerical Experiments

This section conducts numerical experiments to validate the effectiveness of the proposed inverse-free ELM algorithm by applying it to real-world benchmark regression and classification problems.

## A. Benchmark Datasets

In order to extensively evaluate the performance of the proposed algorithm, we consider several representative scenarios which are often encountered in machine learning fields, namely large sizes, small sizes, high dimensions, and/or low dimensions. The experimental datasets consist of five classification cases and five regression cases, with the datasets coming from the University of California, Irvine machine learning repository [51] and library for support vector machines dataset [52].

In specific, for the regression problem, we consider datasets as summarized in Table II: energy efficiency dataset, which is of small size and low dimensions [53]; housing dataset, which is of small size and medium dimensions [54]; Parkinson disease dataset, which is of medium size and medium dimensions [55]; airfoil self-noise dataset, which is of medium

TABLE III
Properties of Benchmark Regression and Classification Datasets

| datasets | Samples | Features | Randomness |
| :---: | :---: | :---: | :---: |
| Diabetes | 768 | 8 | Yes |
| Leukemia | 72 | 7129 | No |
| MAGIC Gamma telescope | 19020 | 10 | Yes |
| Musk | 6598 | 167 | Yes |
| Adult | 30956 | 123 | Yes |

size and low dimensions [56]; physicochemical properties of protein dataset, which is of large size and low dimensions [51]. In Table II, column "randomness" represents whether the training and testing data of the corresponding datasets are reshuffled at each trial of simulation. If the training and testing data of the datasets remain fixed for all trials of simulations, it is marked "no." Otherwise, it is marked "yes." Preprocessing is carried out for training data, making all attributes linearly scaled into $[-1,1]$. Attributes of testing data are also scaled accordingly based on factors used in the scaling of training data.

For the classification problem, we consider datasets as summarized in Table III: diabetes dataset, which is of small size and low dimensions [51]; musk dataset, which is of medium size and medium dimensions [57]; MAGIC Gamma telescope dataset, which is of large size and low dimensions [58]; leukemia dataset, which is of small size and high dimensions [59]; adult dataset, which is of large size and medium dimensions [60].

## B. Simulation Environment Settings

In the study, the simulations of different algorithms on all the datasets are evaluated with MATLAB R2011a environment running on an Intel i5-2400 3.10 GHz CPU with 6.00 GB RAM. To guarantee the experimental results are valid and can be generalized for making predictions regarding new data, each benchmark dataset is randomly partitioned into training and independent testing sets via a fivefold cross validation. Each of the five subsets acts as an independent holdout testing dataset for the model trained with the rest of four subsets. Thus, five models were generated for the five sets of data. Their mean accuracy and variance are computed for comparison. The advantages of cross validation are that the impact of data dependency is minimized and the reliability of the results can be improved.

## C. Evaluation Metrics

For the classification problem, we employ four commonly used indices as the measure for performance: the overall prediction accuracy (ACC), defined as $\mathrm{ACC}=(\mathrm{TP}+\mathrm{TN} / \mathrm{TP}+\mathrm{FP}+\mathrm{TN}+\mathrm{FN})$ with TP, FN, FP and TN denoting true positive, false negative, false positive, and true negative; the sensitivity (SN), defined as $\mathrm{SN}=(\mathrm{TP} / \mathrm{TP}+\mathrm{FN})$; the precision (PE) defined as $\mathrm{PE}=(\mathrm{TP} / \mathrm{TP}+\mathrm{FP})$ and the Matthews correlation coefficient (MCC) defined as $\mathrm{MCC}=(\mathrm{TP} \times \mathrm{TN}-\mathrm{FP} \times \mathrm{FN} /$ $\sqrt{(\mathrm{TP}+\mathrm{FN}) \times(\mathrm{TN}+\mathrm{FP}) \times(\mathrm{TP}+\mathrm{FP}) \times(\mathrm{TN}+\mathrm{FN})}) . \quad$ For
the regression problem, the mean squared error (MSE), the error variance are employed to evaluate the prediction performance of the proposed model.

## D. Experimental Results

Table IV shows the regression performance of the proposed inverse-free ELM with different activation functions, including the sigmoidal function, the sine function, the hardlim function, the triangular function, and the RBF. In the simulations, we use the proposed algorithm with Tikhonov regularization using $k_{0}=0.1$ to avoid over-fitting. Compared with conventional ELM using the same regularization factor, as observed from Table IV, inverse-free ELM results in the same solutions on both the connection weight matrix and the output for the same sample inputs by observing that the weight error (the weight error is defined as $\left\|W_{1}-W_{2}\right\|_{F}$ with $W_{1}$ and $W_{2}$ being the weights obtained by the proposed algorithm and the standard ELM algorithm, respectively), which is smaller than $10^{-10}$ for all tested datasets, and the output error [the output error is defined as the difference between the nominal output and the predicted output. For the output error of the training set and that of the testing set, we refer them as output error (training) and output error (testing) in Table IV, respectively.], which is less than $10^{-13}$ (the output error is defined as $\left\|Y_{1}-Y_{2}\right\|_{F}$ with $Y_{1}$ and $Y_{2}$ being the outputs obtained by the proposed algorithm and the standard ELM algorithm). Take the airfoil self-noise and the physicochemical properties of protein datasets in Table IV as examples. For the airfoil self-noise dataset, the training and testing MSE values of inverse-free ELM with Gaussian kernel are 0.0304 and 0.0303 , respectively. The training and the testing output difference between the standard ELM and the proposed algorithm are $3.22 \times 10^{-14}$ and $1.75 \times 10^{-16}$, respectively, which is ignorably small taking into account the computation error. For physicochemical properties of protein dataset, the training and testing MSE values of inverse-free ELM with Gaussian kernel are 0.0734 and 0.0735 , respectively. The training and testing output difference between the standard ELM and the proposed inverse-free ELM are $2.89 \times 10^{-15}$ and $2.43 \times 10^{-15}$, respectively. In conclusion, although the ELM reaches different accuracy for different datasets with different kernel selections, the proposed algorithm always reaches the same accuracy as the standard ELM algorithm, as observable from Fig. 1. Overall, the extensive experimental results validate the fact that the proposed inversefree ELM reaches the same result as the standard ELM in solving regression problems.

In this part, we report the experimental results of the proposed inverse-free scheme in solving various classification problems. Table V demonstrates the classification performance comparison of ELM and the proposed inverse-free ELM with different activation functions. We can see from Table V that the inverse-free ELM of kernel form can always achieves comparable performance as ELM for most datasets. Take adult dataset (large number of training samples) as an example. It can be observed from Table V that the proposed inverse-free ELM with Gaussian kernel can achieve a relatively high prediction accuracy of $84.28 \%$. To better investigate the

TABLE IV
Experimental Results of the Proposed Algorithm to Solve Regression Problems

| Dataset | Kernel | Weight error | Output error (training) | Output error (testing) | Training |  | Testing |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | MSE | Variance | MSE | Variance |
| Airfoil | Gaussian | $3.22 \mathrm{E}-14$ | $1.03 \mathrm{E}-16$ | $1.75 \mathrm{E}-16$ | 0.0304 | 0.0046 | 0.0303 | 0.0057 |
|  | Sigmoid | $7.35 \mathrm{E}-14$ | $1.87 \mathrm{E}-16$ | $1.92 \mathrm{E}-16$ | 0.0285 | 0.0045 | 0.0280 | 0.0044 |
|  | Hardlim | $9.79 \mathrm{E}-15$ | $3.47 \mathrm{E}-17$ | $2.08 \mathrm{E}-17$ | 0.0321 | 0.0049 | 0.0317 | 0.0039 |
|  | Triangular | $1.40 \mathrm{E}-13$ | $2.64 \mathrm{E}-17$ | $9.02 \mathrm{E}-17$ | 0.0337 | 0.0048 | 0.0345 | 0.0058 |
|  | Sine | $1.14 \mathrm{E}-14$ | $1.11 \mathrm{E}-17$ | $4.09 \mathrm{E}-17$ | 0.0308 | 0.0041 | 0.0310 | 0.0051 |
| Energy | Gaussian | $3.96 \mathrm{E}-15$ | $1.60 \mathrm{E}-17$ | $1.77 \mathrm{E}-17$ | 0.0308 | 0.0103 | 0.0303 | 0.0110 |
|  | Sigmoid | $2.11 \mathrm{E}-14$ | $1.41 \mathrm{E}-16$ | $7.95 \mathrm{E}-17$ | 0.0307 | 0.0120 | 0.0321 | 0.0146 |
|  | Hardlim | $2.19 \mathrm{E}-14$ | $1.14 \mathrm{E}-16$ | $6.31 \mathrm{E}-17$ | 0.0437 | 0.0065 | 0.0426 | 0.0114 |
|  | Triangular | $3.80 \mathrm{E}-15$ | $2.98 \mathrm{E}-17$ | $2.81 \mathrm{E}-17$ | 0.0269 | 0.0140 | 0.0272 | 0.0182 |
|  | Sine | $4.11 \mathrm{E}-15$ | $1.14 \mathrm{E}-17$ | $1.94 \mathrm{E}-17$ | 0.0192 | 0.0076 | 0.0196 | 0.0089 |
| Housing | Gaussian | $2.78 \mathrm{E}-15$ | $1.39 \mathrm{E}-17$ | $5.00 \mathrm{E}-17$ | 0.0298 | 0.0062 | 0.0293 | 0.0075 |
|  | Sigmoid | $7.02 \mathrm{E}-15$ | $7.98 \mathrm{E}-17$ | $4.65 \mathrm{E}-17$ | 0.0311 | 0.0056 | 0.0315 | 0.0081 |
|  | Hardlim | $1.44 \mathrm{E}-15$ | $5.55 \mathrm{E}-18$ | $2.29 \mathrm{E}-17$ | 0.0386 | 0.0054 | 0.0382 | 0.0072 |
|  | Triangular | $1.07 \mathrm{E}-15$ | $6.94 \mathrm{E}-18$ | $1.25 \mathrm{E}-17$ | 0.0435 | 0.0064 | 0.0460 | 0.0138 |
|  | Sine | $1.95 \mathrm{E}-15$ | $1.39 \mathrm{E}-17$ | $2.64 \mathrm{E}-17$ | 0.0305 | 0.0072 | 0.0312 | 0.0086 |
| Parkinson | Gaussian | $1.63 \mathrm{E}-14$ | $3.12 \mathrm{E}-17$ | $2.15 \mathrm{E}-17$ | 0.0404 | 0.0087 | 0.0416 | 0.0095 |
|  | Sigmoid | $5.48 \mathrm{E}-13$ | $1.77 \mathrm{E}-15$ | $2.03 \mathrm{E}-15$ | 0.0363 | 0.0055 | 0.0364 | 0.0056 |
|  | Hardlim | $2.58 \mathrm{E}-13$ | $9.85 \mathrm{E}-17$ | $2.53 \mathrm{E}-16$ | 0.0491 | 0.0009 | 0.0494 | 0.0024 |
|  | Triangular | $9.37 \mathrm{E}-15$ | $1.80 \mathrm{E}-17$ | $4.72 \mathrm{E}-17$ | 0.0468 | 0.0017 | 0.0461 | 0.0045 |
|  | Sine | $2.37 \mathrm{E}-14$ | $3.47 \mathrm{E}-17$ | $3.05 \mathrm{E}-17$ | 0.0389 | 0.0073 | 0.0391 | 0.0075 |
| Protein | Gaussian | $3.49 \mathrm{E}-12$ | $2.89 \mathrm{E}-15$ | $2.43 \mathrm{E}-15$ | 0.0734 | 0.0055 | 0.0735 | 0.0053 |
|  | Sigmoid | $3.38 \mathrm{E}-11$ | 1.50E-14 | $1.32 \mathrm{E}-14$ | 0.0741 | 0.0043 | 0.0743 | 0.0037 |
|  | Hardlim | $2.76 \mathrm{E}-10$ | $2.35 \mathrm{E}-15$ | $5.69 \mathrm{E}-15$ | 0.0790 | 0.0009 | 0.0791 | 0.0015 |
|  | Triangular | $3.04 \mathrm{E}-13$ | $1.94 \mathrm{E}-16$ | $1.69 \mathrm{E}-16$ | 0.0741 | 0.0043 | 0.0744 | 0.0050 |
|  | Sine | $1.70 \mathrm{E}-12$ | $1.55 \mathrm{E}-15$ | $1.69 \mathrm{E}-15$ | 0.0735 | 0.0036 | 0.0735 | 0.0038 |


(a)

(b)

(c)

(d)

(e)

Fig. 1. MSEs for the proposed inverse-free ELM and the standard matrix inversion-based accurate ELM. (a) Airfoil self-noise dataset. (b) Energy efficiency dataset. (c) Housing dataset. (d) Parkinson dataset. (e) Physicochemical properties of protein dataset.
prediction ability of our model, we also calculated the values of SN, PE, and MCC. From Table V, we can see that our model gives good prediction performance with an average SN value of $54.24 \%$, PE value of $73.46 \%$, and MCC value of $60.07 \%$. Further, it can also be seen in Table V that the variance of SN , PE, ACC, MCC, and area under curve are as low as 0.0126 , 0.0064 , and 0.0078 , respectively. The receiver operator characteristic (ROC) curve, which plots the achievable sensitivity (the size of true positives that can be detected by our method) at a
given specificity (one-false positive rate) is commonly used to evaluate the performance of a classification algorithm. As shown in Fig. 2, a stronger bend toward the upper-left corner of the ROC graph (i.e., high sensitivity is achieved with a lowfalse positive rate) can be found with the proposed algorithm, indicating that the proposed inverse-free ELM can successfully classify positive and negative samples with all five activation functions that we investigated. To sum up, it is clear that the ELM algorithm reaches satisfactory results over the test

TABLE V
Experimental Results of the Proposed Algorithm to Solve Classification Problems

| Dataset | Kernel | Mean/Variance | Training |  |  |  | Testing |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | ACC | SN | PE | MCC | ACC | SN | PE | MCC |
| MAGIC | Gaussian | Mean | 0.8698 | 0.9447 | 0.8666 | 0.7407 | 0.8586 | 0.9362 | 0.8586 | 0.7218 |
|  |  | Variance | 0.0030 | 0.0019 | 0.0027 | 0.0049 | 0.0056 | 0.0039 | 0.0050 | 0.0105 |
|  | Sigmoid | Mean | 0.8685 | 0.9498 | 0.8616 | 0.7368 | 0.8656 | 0.9484 | 0.8589 | 0.7315 |
|  |  | Variance | 0.0027 | 0.0020 | 0.0029 | 0.0044 | 0.0061 | 0.0035 | 0.0069 | 0.0087 |
|  | Hardlim | Mean | 0.8569 | 0.9323 | 0.8590 | 0.7198 | 0.8457 | 0.9248 | 0.8504 | 0.7013 |
|  |  | Variance | 0.0022 | 0.0017 | 0.0023 | 0.0046 | 0.0046 | 0.0055 | 0.0048 | 0.0099 |
|  | Triangular | Mean | 0.8596 | 0.9359 | 0.8599 | 0.7238 | 0.8441 | 0.9228 | 0.8498 | 0.6991 |
|  |  | Variance | 0.0022 | 0.0016 | 0.0024 | 0.0034 | 0.0074 | 0.0060 | 0.0069 | 0.0139 |
|  | Sine | Mean | 0.8703 | 0.9504 | 0.8633 | 0.7399 | 0.8591 | 0.9448 | 0.8535 | 0.7204 |
|  |  | Variance | 0.0018 | 0.0023 | 0.0017 | 0.0016 | 0.0107 | 0.0040 | 0.0152 | 0.0141 |
| Musk | Gaussian | Mean | 0.9239 | 0.5862 | 0.8804 | 0.6943 | 0.9180 | 0.5607 | 0.8604 | 0.6703 |
|  |  | Variance | 0.0044 | 0.0280 | 0.0265 | 0.0198 | 0.0094 | 0.0563 | 0.0411 | 0.0378 |
|  | Sigmoid | Mean | 0.9275 | 0.6090 | 0.8869 | 0.7106 | 0.9310 | 0.6201 | 0.8974 | 0.7220 |
|  |  | Variance | 0.0083 | 0.0502 | 0.0316 | 0.0316 | 0.0102 | 0.0628 | 0.0416 | 0.0472 |
|  | Hardlim | Mean | 0.9258 | 0.5810 | 0.9035 | 0.6995 | 0.9236 | 0.5659 | 0.9024 | 0.6893 |
|  |  | Variance | 0.0029 | 0.0271 | 0.0127 | 0.0135 | 0.0029 | 0.0342 | 0.0225 | 0.0184 |
|  | Triangular | Mean | 0.9212 | 0.5627 | 0.8839 | 0.6809 | 0.9168 | 0.5298 | 0.8859 | 0.6594 |
|  |  | Variance | 0.0010 | 0.0129 | 0.0076 | 0.0073 | 0.0090 | 0.0519 | 0.0263 | 0.0292 |
|  | Sine | Mean | 0.9231 | 0.6765 | 0.7949 | 0.7109 | 0.9247 | 0.6959 | 0.7910 | 0.7194 |
|  |  | Variance | 0.0031 | 0.0446 | 0.0148 | 0.0180 | 0.0047 | 0.0460 | 0.0249 | 0.0199 |
| Adult | Gaussian | Mean | 0.8428 | 0.5424 | 0.7346 | 0.6007 | 0.8367 | 0.5323 | 0.7161 | 0.5889 |
|  |  | Variance | 0.0027 | 0.0126 | 0.0064 | 0.0078 | 0.0027 | 0.0109 | 0.0131 | 0.0068 |
|  | Sigmoid | Mean | 0.8525 | 0.5873 | 0.7454 | 0.6284 | 0.8467 | 0.5708 | 0.7327 | 0.6150 |
|  |  | Variance | 0.0010 | 0.0049 | 0.0046 | 0.0029 | 0.0052 | 0.0121 | 0.0165 | 0.0118 |
|  | Hardlim | Mean | 0.8470 | 0.5574 | 0.7424 | 0.6115 | 0.8401 | 0.5441 | 0.7232 | 0.5974 |
|  |  | Variance | 0.0022 | 0.0126 | 0.0036 | 0.0075 | 0.0038 | 0.0114 | 0.0263 | 0.0082 |
|  | Triangular | Mean | 0.8360 | 0.5069 | 0.7287 | 0.5795 | 0.8290 | 0.4920 | 0.7083 | 0.5648 |
|  |  | Variance | 0.0019 | 0.0126 | 0.0024 | 0.0072 | 0.0020 | 0.0110 | 0.0175 | 0.0074 |
|  | Sine | Mean | 0.8449 | 0.5593 | 0.7326 | 0.6089 | 0.8376 | 0.5460 | 0.7120 | 0.5945 |
|  |  | Variance | 0.0009 | 0.0048 | 0.0051 | 0.0017 | 0.0042 | 0.0147 | 0.0137 | 0.0097 |
| Diabetes | Gaussian | Mean | 0.8473 | 0.6908 | 0.8353 | 0.6990 | 0.7603 | 0.5591 | 0.6854 | 0.5710 |
|  |  | Variance | 0.0142 | 0.0323 | 0.0243 | 0.0230 | 0.0142 | 0.0627 | 0.0546 | 0.0232 |
|  | Sigmoid | Mean | 0.7852 | 0.5691 | 0.7431 | 0.5986 | 0.7671 | 0.5608 | 0.7084 | 0.5775 |
|  |  | Variance | 0.0069 | 0.0151 | 0.0160 | 0.0094 | 0.0295 | 0.0704 | 0.0959 | 0.0389 |
|  | Hardlim | Mean | 0.9020 | 0.8052 | 0.8984 | 0.7985 | 0.7554 | 0.5894 | 0.6638 | 0.5781 |
|  |  | Variance | 0.0015 | 0.0109 | 0.0155 | 0.0039 | 0.0318 | 0.0532 | 0.0743 | 0.0358 |
|  | Triangular | Mean | 0.8799 | 0.7574 | 0.8751 | 0.7568 | 0.7503 | 0.5679 | 0.6621 | 0.5722 |
|  |  | Variance | 0.0044 | 0.0165 | 0.0111 | 0.0080 | 0.0551 | 0.0628 | 0.0622 | 0.0506 |
|  | Sine | Mean | 0.8223 | 0.6377 | 0.8027 | 0.6560 | 0.7747 | 0.5745 | 0.7137 | 0.5910 |
|  |  | Variance | 0.0091 | 0.0235 | 0.0169 | 0.0157 | 0.0301 | 0.0619 | 0.0510 | 0.0379 |



Fig. 2. ROC performance of the proposed algorithm with different activation functions. (a) Diabetes dataset. (b) Leukemia dataset. (c) Adult dataset. (d) MAGIC Gamma telescope dataset. (e) Musk dataset.
datasets and the proposed inverse-free ELM method is as efficient as the standard ELM in solving classification problems.

About the time efficiency of the proposed algorithm in running real problems, we have the following remark.

Remark 5: The proposed algorithm speeds up the computation by complementing standard ELM in determining the optimal hidden nodes. For example, for the situation that the original trial of standard ELM with $N_{1}$ hidden nodes but is

TABLE VI
Experimental Results of the Proposed Algorithm on Big Datasets

|  |  | Gaussian |  | Sigmoid |  | Hardlim |  | Triangular |  | Sine |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Accuracy | Time(s) | Accuracy | Time(s) | Accuracy | Time(s) | Accuracy | Time(s) | Accuracy | Time(s) |
| Scene | Rate(\%) | 72.30 | 28.8368 | 65.11 | 29.1409 | 69.18 | 29.4530 | 74.80 | 30.1784 | 74.53 |  |
|  | Dev(\%) | 2.29 | 0.2978 | 1.10 | 0.1544 | 2.76 | 0.1986 | 2.21 | 0.6729 | 1.02 | 0.0396 |
|  | $\operatorname{Rate}(\%)$ | 96.81 | 16.2631 | 93.24 | 17.8543 | 94.32 | 14.5627 | 97.41 | 14.8201 | 96.20 | 15.7561 |
| MINST | $\operatorname{Dev}(\%)$ | 0.18 | 0.4302 | 0.23 | 0.2316 | 0.08 | 0.0772 | 0.10 | 0.0882 | 0.07 | 0.1986 |
|  | $\operatorname{Rate}(\%)$ | 78.99 | 27.0896 | 82.84 | 26.7152 | 79.05 | 23.9696 | 77.10 | 23.8058 | 80.55 | 25.8416 |
|  | $\operatorname{Dev}(\%)$ | 0.17 | 2.7688 | 0.36 | 1.3568 | 0.33 | 0.2316 | 0.06 | 1.2575 | 0.95 | 1.0479 |
| Caltech | $\operatorname{Rate}(\%)$ | 29.83 | 303.4999 | 29.84 | 315.0986 | 22.27 | 310.0910 | 28.76 | 313.8194 | 30.31 | 311.1284 |
|  | $\operatorname{Dev}(\%)$ | 0.50 | 12.1340 | 0.48 | 2.7246 | 0.05 | 5.1956 | 0.95 | 5.7471 | 0.41 | 10.7221 |

not good enough to fit the training data with desired accuracy. The second trial uses an ELM with more hidden nodes, which is $N_{2}>N_{1}$, to fit the same data. Using standard ELM, we have to compute the output weight with a computational burden dependent on $N_{2}$. Instead, the proposed algorithm is able to complement standard ELM to reach such a job with a computational burden depending on $N_{2}-N_{1}$, which is smaller that $N_{2}$, especially for the situation that $\left(N_{2}-N_{1}\right) \ll N_{2}$.

## E. Further Experiments on Big Data

In this part, we run the proposed algorithm on datasets with a large number of instances to show the its performance on big data. We consider the following datasets: MNIST [61], Connect-4 [62], Caltech101/256 [63], and Scene15 [64], and report the training time, parameter sensitivity, and testing error (mean value and deviation) with various kernel functions, including Gaussian, sigmoid, hardlim, triangular, and sine. As to the datasets, the MNIST dataset is a large set on handwritten digits that is commonly used for training various image processing systems. The dataset is also widely used for training and testing in the field of machine learning. It contains 60000 training images and 10000 testing images. Half of the training set and half of the test set were taken from the National Institute of Standards and Technologies (NISTs) training dataset, while the other half of the training set and the other half of the test set were taken from NISTs testing dataset. The Connect-4 dataset contains all legal 8-ply positions in the game of Connect-4 in which either player has won yet, and in which the next move is not forced. It includes a total number of 67557 instances with 42 attributes. The dataset Caltech101/256 is a set of 256 object categories containing a total of 30607 images. The dataset Scene 15 is composed of 15 scene categories including office, kitchen, living room, bedroom, store, industrial, tall building, inside cite, street, highway, coast, open country, mountain, forest, and suburb. Images in the dataset are about $250 \times 300$ resolution, with 210 to 410 images per class. This dataset contains a wide range of outdoor and indoor scene environments. The experimental results are summarized in Table VI, from which we can observe that the proposed algorithm bears a similar testing accuracy to state-of-the-art algorithms with a very fast training speed.

We also run extensive simulations to test the sensitivity of the testing accuracy with respect to the Tikhonov regulation parameter on the datasets including Scene15, MNIST, and Connect-4. The results are drawn in the following figure.


Fig. 3. Sensitivity of the testing accuracy with respect to the Tikhonov regulation parameter on different datasets. (a) Scene 15 dataset. (b) MNIST dataset. (c) Connect-4 dataset. (d) Caltech256 dataset.

For the dataset Scene15, the average accuracy increases with the increase of the Tikhonov regulation parameter from 0 to 7 , due to the increased generalization effect introduced by a larger regulation parameter. However, further increase of the Tikhonov regulation parameter does not receive additional performance improvement. Although Tikhonov regulation help increase the generalization ability of the model, but it is at the cost of optimality. Consequently as observed in Fig. 3, the average testing accuracy start to drop when further increase of the regulation parameter is applied from 20 to 40 . For the Mixed National Institute of Standards and Technology dataset, we test the results using regulation parameters ranging from 0 to 40 . The results show that the performance of the proposed algorithm is not sensitive to this parameter. For the Connect-4 dataset, with the increase of the regulation factor the testing accuracy first experiences an increase in a small range between 0 and 30 and then keeps dropping for regulation factors from 30 to 450 . The results for the Caltech 256 dataset also witness continuous decreases in testing accuracy after a short increase when the regulation parameter is tune from 0 through 450 .

## VI. CONCLUSION

In this paper, a novel algorithm removing the matrix inversion operation in the standard ELM but reaching exactly the same solution was proposed to solve regression and classification problems. The proposed algorithm gradually increases the number of nodes in the hidden layer of the ELM, progressively updates the connection weights in an optimal manner, and reaches the exactly the same solution in every step as the conventional ELM but without the computation
of matrix inversion. Time complexity of the proposed algorithm is analyzed theoretically. Both the monotonicity of the updating rule and the optimality of the obtained connection weights are proved theoretically. Numerical experiments show the effectiveness and accuracy of the proposed algorithm in solving real-world regression and classification problems.
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