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Abstract The target by using DRSA is to induce the decision
rule as classifier for providing the suitable assignment
Dominance-based Rough Set Approach (DRSA), asof both learning objects (from given decision table) and
the extension of Pawlak’s Rough Set theory, is effectivenew objects. Recently, the classical DRSA model had
and fundamentally important in Multiple Criteria been extended to VC-DRSA [4], VP-DRSA [6], etc.
Decision Analysis (MCDA). In previous DRSA models,
the definitions of the upper and lower approximations In all previous DRSA models, the upper and lower
are preserving the class unions rather than the approximations are defined in consideration of the
singleton class. In this paper, we propose a new Class-union of decision class (i.e. upward uniaff and
based Rough Approximation with respect to a series ofdownward unioncis). We call them asinion-based
previous DRSA models, including Classical DRSA rough approximation In this paper, we attempt to
model, VC-DRSA model and VP-DRSA model. Ininvestigate the issue: whether one singleton decision
addition, the new class-based reducts are investigated. class can be used to define the upper and lower
approximation in a series of DRSA models. To this end,
1. Introduction we firstly analyze the partition of objects preserving
one patrticular decision class, and provide a new Three
Multiple Criteria Decision Analysis (MCDA) aims at Region Model (TRM). Then, we develop the so-called
providing the decision maker (DM) a knowledge class-based rough approximatioin a series of
recommendation while considering the finite objects previous DRSA models, including the classical DRSA
evaluated from multiple viewpoints (known eteria). model, VC-DRSA model and VP-DRSA model.
Roy [9] considered four problems in MCDA, including Finally, inspired by Inuiguchi’s initial works [6][7], the
criteria analysis choice ranking, sorting The first one  class-based criteria reduction is also studied.
is the essential procedure for optimization of decision
information and the latter three ones can produceThis paper is organized as follows: The next section
specific decision outcomes. briefly reviews the basic principles of DRSA theory.
Section 3 studies the class-based rough approximation
Apart from several valid and classical MCDA in a series of DRSA models. Section 4 investigates the
approaches (see the state-of-the-art survey in [3]), theclass-based criteria reduction. Finally, we draw the
non-classical methods and techniques (like [1][2]) are conclusion in section 5.
significant since it attempts to address the risk and
uncertainty of MCDA catering to the real world. 2. Background
Classical Rough Set Approach (CRSA for short)
initially proposed by Pawlak (see [8]) is an effective In this section, we concisely revisit the basic theory
mathematical tool for decision analysis. But, it fails to of DRSA. Despite the various problem domains
deal with the preference-ordered data in MCDA. In this regarding MCDA, three elementary factors are usually
reason, Dominance-based Rough Set Approach (DRSAnvolved, including objects, criteria and DM(s). These
for short) was generated by Greco and his colleaguedactors can generally be organized decision table
[5][10]. Unlike the CRSA which makes use of the with columns of criteria and rows of objects. Formally,
indiscernibility relations for construction of knowledge a decision table is the 4-tuple=(u,Qv, f), which
granular, DRSA considers the dominance relations ofincludes (1) a finite set of objects denoted Wy
these preference-ordered data in given decision table.xou ={x,..., x,} ; (2) a finite set of criteria is denoted by
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Q=CUD, where condition criteria setz0, decision Rough boundary region of class union andciz,

criteria setD#0 (usually the singleton seb={d ), denoted byBn,(CF) and Bn,(CF) respectively, are
and qo0Q={q,...q} ; (3) the domain of criteriom represented as:

denoted byv, , wherev=U,.\V, ; (4) information Bn,(CF)=A(CF)- R(CF); Bn.(CF)=P(CF)- K(CF).
function denoted byf (x): UxQ -V, where f,(x) 0V, Obviously, we have the properties:

for eachqOQ, xOU . § _ _

The objective sets of rough approximations are the B(Ct)= Bn(CL)=RCHNRCE). _
upward or downward unions of predefined decision M addition, the following properties are valid:
classes (we callinion-based rough approximations  P(CE) OCEF OP(CF); P(CF)OCIF O P(CF);
Suppose the decision criterigg makes a partition of  pcp) =y -B(CE,); P(CF)=U-P(CE,) ;

U into a finite number of classes ={cl,t=1,...1} . We
assume thatl,, is superior tocl, according to DM’s
preference. Each objeetiu belongs toone and only
one classcl ocL. The upward and downward unions Q(CE) 0 P(CF) ; Q(CF) O P(CF) ;
of classes are represented as: 5((:'5) 0 P(CE) : O(CF) OF(C)
o _Ls;JlCIS’ o _QCIS'Wheret_l""’l' The definitions of the classical DRSA model are
Then, the following operational laws are valid: based on the strict dominance principle (as shawn i
CIf=Cl,; CIF=Cl; CI?=U-CI%,; CIf=U-CI3;; above). Inspired by the Variable Precision Rough Se
[11], which is the extension of CRSA via relaxatioh
strict indiscernibility relation, Greco et al. [10]
provided the VC-DRSA model. This model accepts a
limited number of inconsistency objects controllgda
predefined threshold called consistency level.

The lower approximations of VC-DRSA model can
be represented as follows. For amy Cc, we have:

P(CF)=U-P(C[,) ; P(CF)=U-P(CE,) .
If QO PO cC, we have the following properties:

Cl2=Cl*=CL; CI¥=CI?,=0 .

The knowledge granules in DRSA theory are
dominance conedf two decision values are with the
dominance relation like f,(9)=f(y) for every
considered criteriomd PO C, we sayx dominatesy ,
denoted byxp,y. The dominance relation is reflexive
and transitive. With this in mind, thdominance cone

of object x can be represented by: P'(CP?) ={xO CP: %&)ﬁ"z'z} ;
Di(x)={yOU: yD,¥ ; D;(x)={yOU: xD, ¥ . |D’(><P)ﬂcF|
The key concept in DRSA theory is tBeminance P(CF)={xOCF: WZ} .

Principle: if the decision value of object is ho worse
than that of objecty on all considered condition
criteria (sayingx is dominatingy on P C), objectx
should also be assigned to a decision class noewors
than that of objecty (saying x is dominatingy on
D ). Objects satisfying the dominance principle are
called consistent and also, objects violating the ™ a
dominance principle are callégconsistentA decision P(CF)=U-P(CE,); Bn(CF)=P(CF)-P(Cf);
Fable yvhich containsinconsistent objectis cglled P'(CF)=U-P(CE,); Bn.(CF)=P(CF)-P(CF).
inconsistency table According to such dominance
principle, the definition of rough approximations i
given as follows.

P-lower approximation of class uniay andcis, )
denoted by P(cF) and p(cp) respectively, are 3.1. Class-based classical DRSA model

represented as:

P(CE)={x0U: D3 O CR ; P(CF)={x0OU: Dy(3 O C} .
P-upper approximation of class uniaff andcis,
denoted by P(cl?) and P(CF) respectively, are

represented as:
P(CE)={x0U: DY YNCf#0} ;
P(CE) ={x0U: D}(3 N CF £} .

wherel is called consistency level, which means that
object xOu belongs tociz (or cIf) with no ambiguity
at level 1 0(0,1].

Based on the definitions of lower approximatioe, w
can further obtain the definitions of the upper
approximations and the rough boundary regions as:

3. Class-based rough approximation

Classical DRSA model can be regarded as a special
case of VC-DRSA model with the consistency level
fulfilling 1, =1,=1(the strict dominance principle), while,
[Ds ()N CEF | [D; ()N CE |

E 21, and -
[Ds ()1 [Ds ()|

>l,.



Table 1. Constraint conditions of objects preseydecision clasgl, .

Classical DRSA mode| Constraint Conditios

with 1, =1,=1 Low region High region

I, in Cl, (C) {xOU: Dx(® O CE} (D") {xOU: D(Y NCE =}
l, in Cl, (A) {(xOU: DIANCE =0} (B) {xOU: DX O CPH

I, in Cl, (C) {xOuU: Dy OCl (D) {xOU: Dy(X NCE, 2}
l, in Cl, (A) {xOU: DY NCF =0} (B’) {xOU: Di(® O CE}

Table 2. Four regions model preserving object] .

objects: Fulfilled constraint condition in class|,
X0l Consideration of D; (x) Consideration oD (x)
Region I: (A): {xOU: Di(Y NCE, 20} (C): {xDu: Dy} T CI}
Region Il (B): {xOU: Dy OCH (C): {xOU: Dx(3 O C}
Region I (B): {xOU: DY ¥ O CB (D): {xOU: DRNCE, 0}
Region IV: (A): {xOU: DYY NCE, #} (D): {xOU: DY NCE, %}
C]l 1 C'].r—l ' \ C']r 1 C ] 141 [ C!Z
I" ! ‘l f' \l ‘I
(a) ! R HIE V@
',' K v (ID ; \ Y
LA [ ,’ ‘\ I' \\ ...... \\
() ey ,ZS,(HI) (¢) '\
1 I l ) L, i,
(IV)

Figure 1. The decision clags. as the partition o6 in DRSA models

With this in mind, we can obtain the constraint Fig. 1 illustrates the partition of at consistency
conditions from the definitions of rough approxiiat levels1, andl, in all decision classesL={C| t=1,...,1}.
These conditions are used to partition the objebish Based on such observations, we consider three
have been assigned to a singleton decision classregions in class-based classical DRSA model with
Considering the decision class and its two adjacent respect to the predefined, (t=2,...1-1):
classesci, and cl,, , the constraint conditions are ® Low boundary region, denoted Iwy(cl):
given in Table 1. Each consistency levgl(or 1,) P,(CL) ={x0C|: Dy N CF, # [}
divides the entire objects into two regions: Lowios
and High region. These regions are constrained by
different conditions. For the class, , the constraint B(C)={xOC|: B3 O Cf and D xO G}
conditions are (A), (B), (C), (D). For its adjacent ® High boundary region, denoted I®/(c|) :
classescl_, and cl,, , the constraint conditions are P#(Cl)={x0Cl: D ¥ N CE, #}

(A), (B), (C), (D).

Considering the classl,, object xoc, must be
assigned to one of the four regions, as Regioh lil}

IV. Each region is constrained by two conditiondakih
are defined by the dominance cores(x) and D;(x),
respectively. The details are shown in Table 2. ,And

® Precise classification region, denotedfxgl) :

Particularly, there are jugt(cl) and p?(cl) for class

cl, and justp,(cl) and p(cl) for classci .
Corresponding to the Fig. 1, we have the following

assertions:

® Regionp,(Cl) consists of Region | and IV.

® Regionp(cl) consists of Region .



® Region P?(cl) consists of Region IIl and IV.

at consistency leval (0,11, and xOu belongs tocis

We call the above definitions as Three Region Model @t consistency level,0(0,1. The concept of lower

(TRM).

approximations at some consistency levgland|, are

Furthermore, if there are only two decision classe formally presented as:
in a given decision table (i.e. Pairwise comparison pi(cpy=(xocp:12QNCEL, oy e

table, profit or non-profit, right or wrong), theRM
can be represented as follows:
Definition (TRM in two-grade decision table

According to the given decision table, the decision

criteria{d makes a partition ofi into two classes
and s° (suppose s is superior to s® in DM’s
preference). And eackOu belongs to one and only

[Ds ()]

p:(cp) ={x0 of: 22 XNCL] Dig‘?g)cl"s oy, =1

Then, the TRM preserving the predefined class
(t=2,..)-1) can be presented as:

® | ow boundary regiorp,(Cl) :

one of such two predefined classes. The two-grade P=(Cl) = Bri*(CF)N Cl ={ xO CJ: [Da()NCE | B

class-based rough approximations are represented as

follows.

= Precise classification region of class
BO={ds I xd B

= Low boundary region of class:
P(9={x08 R XN Sz00}

= High boundary region of class :
PA(S)={x0S: (XN &0

= Precise classification region of class:
B(S)={xds: ) xO $

And also, we can obtain following properties, vihic
can be easily proved:
P(9=S- RS P(S)=S-R9.

Next, we investigate the relationship between the
definitions of the union-based and the class-based

[D; (x)1

® Precision classification regiop*:(cCl) :
P:(Cl) = P*(C)N P*(CF)
—(xOcCl: ID;(X_)ﬂ CEF Ile and 1Pz (><+)ﬂ CE |

[De (X) | [D: (X) |

® High boundary regiorp?:(Cl) :

ID;(X_)ﬂCLS I b
Dz ()1

Particularly, there are jusk:(cl) and p”(cl) for

classcl, and justpr,z(cl) and p*:(cl) for classcj, .

> 1)

Pﬂlj(clt) = BrB?(CF)ﬂ Cl={x0C|:

3.3. Class-based VP-DRSA model

Inuiguchi et al. [6] introduce the VP-DRSA model

rough approximations. Considering the decisionsclas defined as follows: For anpoc, we say thatou

clLOcL (t=2,..)-1) and its adjacent classes, and
Cl.,, the following properties are valid:

Cl, =P(CL)+ B,(Cl)+ P/(C|)- R(CHN P(Cl)
P(CE)NP(CE)={xOC|: D30 Cf and B( XO G} =_f Ql
P(CF)NCL={x0C|: D(x) O CH =C|-PL C)
P(CH)NCL={x0OC|: Oi(x) OCf} =C|- K C)
Bn.(CE)NCL={xOC|: D3N C{ 20} = B C)

B, (CE)NCL={x0Cl: D(¥N CE,#0} = PL Q)

Bn.(CE,) N Cl, = Bn.(CH)N CL,= P(CL)

Bn.(CE)N CL, = Bn(CFHN Cl., = B(Cl)

Bn.(CE,) O(PP(CLy) + R(CI)) U Br(CH)

Bn,(CF) O (P/(Cl)+ B(CLy) U Bn(Ci)

(I, =PR,(Cl)) O P(CE)

(I, -P#(cly) O P(CE)
3.2. Class-based VC-DRSA model

In this section, we investigate the TRM in VC-DRSA
model. For anyp 0 c, we say thatkdu belongs toci?

belongs tociz at precision level,0(0,1], and xOu
belongs tocis at precision level,0(0,1]. The concept
of lower approximations at some precision levels
and |, are formally presented as:
[Ds ()N CE | >, t=1.0;
[D; (x)NCE |+ Dz (x)N CE, |
Dz ()N CE |
[ Dz ()N CIE [+ D5 ()N CE,
Particularly, whenp;(x) 0 CE, we haveb;(xNCIz, =0,
and 1, =1. Accordingly, P*(CF) becomes DRSA lower
approximationp(c?). The same situation is happened
in P“(CP).
The TRM with respect to the predefined class
(t=2,..1-1) can then be presented as follows:

P*(CF)={xOU:

P"(CF) ={x0U:

|2 I}, t=1..1.

® [ow boundary regiorp;:(cl) :

[Ds (x)NCE |
[D; (x)NCE |+ |DF (x)N CE, |
® Precision classification regiop:(cl) :

P=(Cl) ={x0 Cl: <1}



[D:(x)NCIE | dominance principle of classical DRSA model.

I, _ .
FHCh=txact: D ()N CE |+ |Ds ()N CEy |2|1 Comparing the definition of consisteneywith that of
and |D; (X)NCE | - precision g, the only difference is shown as followings:
|D; ()N CIZ |+ |D; )N CE, |~ (1) o is related to dominance comg(x) ;
® High boundary regiorP?:(cl) : (2) g is related to dominance commg(x) and D;(x) .
D2 ()N CE | From the viewpoint of class-based rough
P#(Cl) ={xOCl: : ; <l approximation, we remark that the VP-DRSA model is

[Dr ()N CE [+ D5 ()N CE, |
Particularly, there are jusp*:(c|) and P”:(cl) for
classcl, and justp,=(cl) and p*:(cl) for classci, .

focused on the Low and High boundary regions of
TRM. More specifically, regarding the class, ,
precision degree, is based on the investigation of
objects xOP?(cl) . Similarly, precision degree, is
derived from the exploitation of assignment

. . information of boundary regiorkOP;(c|) . Therefore,
Let us remark the two extensions of classical DRSA for VP-DRSA, we have the following assertions:

model: VC-DRSA model and VP-DRSA model. We (1) For each objectricy, the real valueg,

firstly take the consistency and precision in clas®n

clz as example. In VC-DRSA model, consistency region: P#(cl) , where,

can be defined by: 1D: (0N CE |

=1 0INCE] ID: (9N CE | . A= ID7ONCF 141D, (N CE, |

[Ds ()1 [D; ()N CE [+] D; (x)1 CE, |

If a=1is satisfied, we havep; (x)NCI, E 0. Then, we

obtain D;(xOcClz , which abides by the strict region: B, (Cl) , where,

dominance principle of classical DRSA model. In VP- & 1D: ()N CE |

DRSA model, precisiors can be defined by: B, = I D_(ch'll [+ |D*‘(x)ﬂ CE I

5 |D; ()N CE | _ e the N
ID; (x)NCE |+ Dz ()N CE, |

Similarly, if g=1 is satisfied, we havep; (x)NCLE, E 0.

Then, we obtairp;(x) 0 ciz, which abide by the strict

3.4. A discussion

represents:
to what extent, object belongs to the High boundary

(2) For each objeckci, the real valueg, represents:
to what extent, object belongs to the Low boundary

As such, the predefined levalsand|, are used to
control the precision degregs and g, in definitions
of lower approximation, respectively.

Region: F(Cfr)
Region: P(C1)

L
Cl, Al Clysson U,
(IV) /f "'u_\ \. :
. :
\I :
(I1I) ' :
] * roa
________ S
1
(IV) i
P(CI7)) P(CIY) P(CIE)  P(Cl)
Tnside: (C) Inside: (C) Inside: (B) Inside: (B")
Outside: (D’)  Outside: (D) Outside: (A)  Outside: (A”)

Figure 2. The illustration afonstraint conditions preserving decision clags

4. Class-based criteria reduction the new concepts of class-based reducts. The tiefini
is given as follows:
Kusunoki and Inuiguchi [7] studied the definitions Definition For pOC and tOT , lower and upper
of class-based rough approximations and also pedvid approximations of decision clags are defined by:



P(CL)=P(CF)NP(CF) ; P(CL)=P(CF)N KCF) .

In this definition, p(cl) is constrained by both
conditions (B) and (C), which is also the precision
classification region of TRM in classical DRSA made
And, P(cl) is constrained by both conditions (D’) and
(A). Please refer to the illustration of Fig. 2.

With this in mind, the following assertions ardida

Brp(Cl) = X(C|)- R C])
P(Cl)={xOC|: Di(3 O CF and O xO Cft ;
P(CL={x0U: DN CF#0 and B( XN Cf #0} ;
P(Cl)=U - P(CE,) - (CF,)
Bn,(Cl) =U - P(CE,) - (C|)- P(CL,)
P(Cl)OCLOP(Cl)
P(CL)=CLUBn,(Cl)
P(CE) =Uje i P(CL)
P(CE) =Uyepsn P(CL)
Bn.(Cl) = Bn.(CF)U Bn( Cf)
P(CL) + Ui P(CL) = U
Ua P(CL) +Uy Bn(Cl)=U
For POC, P(CL)OC(Cl); P(CL)DOC(CL) .
And also, the following assertion presented ini7]
actually not invalid:
P(CL)=Cl - Bn,(Cl) .
It can be revised as the following assertion for
describing the relations amormy , P(Cl) and Bn,(Cl):
Bn.(CL)NCl=Cl-P(Cl)

Unlike the union-based definitions in previous DRSA
models, this paper attempts to develop the classeba
definitions of rough approximation. Based on the
analysis of the partition in one singleton decisitass,

a new Three Region Model is proposed. In addition,
we study the relationship of definitions betweeioon
based rough approximations and class-based rough
approximations. Several consequential properties ar
provided in this paper. Finally, we provided thewvne
class-based reducts with assistance of the ThrgmiRe
Model.
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