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We perform large-scale molecular dynamics simulations to study the magnetic properties of
amorphous iron under pressure. Simulations, exceeding by at least two orders of magnitude those
accessible to density functional calculations, use the recently developed magnetic interatomic
potential for iron. The distributions of the size of atomic magnetic moments and parameters
characterizing the structure of amorphous iron, such as radial distribution functions, are calculated
as a function of the applied hydrostatic stress. As the density increases, there is a reduction in the
magnitude of the mean magnetic moment of individual atoms, accompanied by the transformation
of an increasing proportion of atoms from a magnetic to a nonmagnetic configuration. Beyond a
critical density the proportion of nonmagnetic atoms increases sharply, yet homogeneously. The
local magnetic moment of an atom correlates with the local Voronoi volume via a logarithmic
relation. In addition, we observe a complex dependence of the local magnetic moment on the
topological arrangement of neighboring atoms. © 2007 American Institute of Physics.
�DOI: 10.1063/1.2715753�

I. INTRODUCTION

Amorphous materials are produced under nonequilib-
rium conditions inhibiting crystallization, such as rapid
quenching from the melt.1,2 The topological disorder consti-
tutes a major factor that dominates properties of such mate-
rials. For example, amorphous magnets are soft magnetic
materials which show easy magnetization due to the lack of
long-range order and magnetocrystalline anisotropy.2 Due to
their noncrystalline structure they exhibit high electrical re-
sistivity, high elastic limit, high magnetic permeability, and
attractive corrosion resistance,2,3 which make them useful for
many applications, such as high-frequency devices, power
distribution transformers, magnetomechanical transducers,
and magnetoacoustic devices.3

Fabricating pure amorphous iron ��-Fe� samples pre-
sented a number of practical challenges, and the properties of
�-Fe were extrapolated from those of amorphous systems
with very high iron concentration.4–6 The results, unfortu-
nately, often proved ambiguous due to the presence of other
components in the system. Pure �-Fe in powder form can
now be prepared with the sonochemical technique.7–10

Magnetism in the ground state of �-Fe was studied al-
most exclusively using the electronic structure based meth-
ods. Kakehashi et al.11–17 developed a treatment based on the
degenerate-band Hubbard model and proposed that the
ground state of �-Fe was a spin glass. Kakehashi et al. in-
vestigated the magnetic phase diagram of �-Fe as a function
of temperature T and the d-electron occupation number N.

The phase diagram shows a paramagnetic, a collinear ferro-
magnetic, a noncollinear ferromagnetic, and a spin glass
state. Turek and Hafner18 performed electronic structure
based molecular dynamics �MD� simulations using inter-
atomic forces calculated using a method that combines the
nearly free-electron and tight-binding-bond approximations.
They also performed density functional calculations using
64-atom supercells in the linear-muffin-tin-orbital �LMTO�
approximation. Upon compression, a sample of �-Fe trans-
forms from an inhomogeneous ferromagnetic state into an
antiferromagnetic state and then further into a spin-glass
state. Krauss and Krey19 and Krey et al.20 used a linear com-
bination of atomic orbital �LCAO� approach combining the
Slater-Koster parametrization of the hopping matrix elements
of a tight-binding Hamiltonian with the Hartree-Fock treat-
ment of on-site interaction between electrons, and generated
the spin configurations for an amorphous cluster containing
54 atoms of iron. Initially, they adopted the conventional
spin-up and spin-down approximations and discovered an
inhomogeneous ferromagnetic state. Subsequently they gen-
eralized the treatment to noncollinear magnetic structures,
and found asperomagnetic or speromagnetic energetically fa-
vorable configurations. Lorenz and Hafner,21 using tight-
binding parametrization of the Hubbard Hamiltonian,
showed that as the density of the material increases, �-Fe
transforms from the ferromagnetic state into an asperomag-
netic state and then into a speromagnetic state. Liebs et
al.22,23 performed ab initio calculations using supercells with
16 or 32 atoms. At low density, the system remained ferro-a�Electronic mail: chung.woo@polyu.edu.hk
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magnetic. At higher density, calculations showed the forma-
tion of noncollinear magnetic structures.

All the above calculations were based on density func-
tional theory and/or the tight-binding Hubbard Hamiltonian.
With more than 100 energy states per atom, the treatment of
this Hamiltonian is computationally very demanding and in
practice it proves difficult to investigate systems containing
more than a few hundred atoms. Thus, the extension of ab
initio approaches to the treatment of �-Fe beyond the few
hundred atoms scale is problematic. Although several semi-
empirical potentials for iron24–27 were derived within the em-
bedded atom method �EAM� formalism,27–29 they have never
been applied to the study of magnetic properties, since the
magnetic contribution to the total energy of interaction be-
tween atoms cannot be separated. Ackland30 proposed a way
of including magnetic effects in a potential for a d-band
magnetic metal, but he did not provide a parametrized
scheme suitable for a practical simulation. Recently, using a
combination of the Stoner “local band” treatment of ferro-
magnetism and the Ginzburg-Landau model, Dudarev and
Derlet31,32 �DD� developed a many-body “magnetic” inter-
atomic potential for iron, in which the total energy of N
atoms is written as

Etot = �
i

N

F��i� +
1

2 �
i,j,i�j

N

V�rij� , �1�

where

F��� = − A�� −
B

ln 2
�1 −� �

�c
�ln�2 −

�

�c
����c − �� .

�2�

Here V�r� is a pairwise repulsive potential term; A and B
are constants; ��x� is the heaviside function; � is the effec-
tive electron density; �c is a critical value of effective elec-
tron density at which magnetism vanishes. In addition to the
usual many-body terms �the first term in �2�� describing col-
lective interaction of an atom with its environment, this po-
tential explicitly takes into account the local magnetic struc-
ture of the environment of a given atom and relates it to the
effective local electron density �the second term in �2��, and
includes the magnetic contribution to the total energy in the
determination of the local atomic configuration. In the DD
potential, the expression for the energy of interaction be-
tween atoms takes a convenient functional form similar to
that of the embedded atom potential formalism, hence en-
abling fast evaluation of interatomic forces as well as the
magnitude of the local magnetic moment of an atom in a
large-scale MD simulation. As opposed to an electronic
structure based order-N3 approach, a MD simulation is an
order-N method, making it possible to investigate processes
on the scale that is many orders of magnitude greater. This
capability is essential for large-scale simulations of magnetic
materials. In this paper, using the magnetic potential, we in-
vestigate the relation between the local topological structure,
magnetic properties of large samples of �-Fe, and the
magnetic/nonmagnetic transformation occurring under the
applied external pressure. Within the DD approximation we
are able to investigate how the magnitude of the local mag-

netic moment, but not its direction, depends on the param-
eters characterizing the structure, such as the local Voronoi
volume of an atom and the number of the nearest neighbors.
At this point we are not yet able to investigate the local
orientation of magnetic moments, the treatment of which re-
quires extension of the current methodology.

II. MD SIMULATION

The DD potential allows calculating the local magnetic
moment of an atom �in units of �B� as well as the forces
acting on it. Both quantities depend on the local environment
of the atom. In our simulations, samples of �-Fe of eight
different densities were prepared by rapidly quenching
atomic configurations from the melt. MD simulations of the
heating and the subsequent quenching process were per-
formed using canonical �NVT� ensembles for eight different
mass densities, namely, 7.04, 7.46, 7.88, 7.92, 8.41, 8.95,
9.53, and 10.2 g/cm3. The density of 7.88 g/cm3 corre-
sponds to the stress-free equilibrium configuration of bcc
iron. By varying the density of the material we simulate the
effect of applied hydrostatic stress. In each case, the system
consists of approximately 16 000 atoms initially placed in a
regular bcc lattice corresponding to a chosen value of mass
density. The size of the simulation cell was approximately

60�60�60 Å3 in the 	111
, 	2̄11
, and 	01̄1
 directions,
respectively. Periodic boundary conditions were applied in
all three directions.

To simulate the formation of an amorphous structure by
quenching a sample of liquid iron, we used two complemen-
tary methods. In the first method we followed Ref. 18 and
fast quenched the system from the melt at the rate of
1015 K/s to 50 K, and then slowly quenched it to 4 K, and
continued further to 0 K. In the second method we equated
the velocity of each atom to zero repeatedly at every time
step of a MD simulation and effectively followed the steep-
est descent trajectory in the phase space for the entire dura-
tion of the simulation of the order of 1 ns. We found that we
were able to achieve better relaxed configurations using the
second method, with the maximum remnant force reduced to
less than 10−4 eV/Å, which is an order of magnitude lower
than that found using the first method. The results obtained
using the two methods are very similar, and in what follows
we only describe structures simulated using the second
method.

III. RESULTS AND DISCUSSIONS

The topological structure of the atomic arrangement in
an amorphous material is generally explained in terms of
dense random packing33,34 and is best described by the radial
distribution function �RDF� g�r�. Experimentally, the RDF of
�-Fe has only been investigated for thin films and powder
samples. It is probably one of the most significant and inter-
esting properties of pure �-Fe studied both
experimentally9,33,34 and by computer simulation.35,36

A typical plot of the RDF obtained in our simulations is
shown in Fig. 1 for the density of 7.88 g/cm3. The blue bars
represent the RDF of the corresponding perfect bcc lattice up
to the fifth nearest neighbor, with the density of the first
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nearest neighbor normalized to one. It can be seen that in-
stead of discrete values found for a perfect crystal lattice,
distances between neighboring atoms in an amorphous metal
are statistically distributed and showed up as broadened
peaks. As indicated, the peaks in the RDF of �-Fe are la-
beled 1a, 1b, 1c, 2a, and 2b. Their presence is independent of
the size of the simulation cell. The 1a peak is below 2.31 Å,
the 1b and 1c peaks are between 2.31 and 3.21 Å. The three
peaks merge at 300 K �Fig. 1�b�� showing good agreement
with experimental data. The splitting of the second peak �2a
and 2b�, with 2a peak higher than the 2b peak was proposed
to serve as evidence for the formation of an amorphous
state.33 We observe good correlation between the positions of
the 1b, 1c, 2a, and 2b peaks in �-Fe and those of bcc-Fe. On
the other hand, there is no such correspondence for the 1a
peak. Due to the difficulty with resolving such a narrow peak
in finite temperature data, it may be experimentally undetect-
able even if it existed. Maeda and Takeuchi35 reported a
similar observation of a narrow peak in the RDF, but attrib-
uted their finding to an artifact of the Johnson potential. In
another calculation using ab initio MD,18 the resulting RDF
of �-Fe did not show the 1a peak. At the same time, the ab
initio MD simulations18 did not show the splitting of the
second peak either, whereas this should be expected to occur
in a real amorphous structure. The relatively low level of
resolution of RDF found in ab initio MD simulations is

likely attributable to the small size of the simulation cell. The
RDF calculated for other amorphous metals37–40 also shows
only a single broad peak, without the sharp 1a peak. The fact
that ab-initio calculations of self-interstitial defect structures
in crystalline bcc iron �see below� show that atoms in the
core of a defect approach each other as close as 1.95 Å sug-
gests that clusters of atoms separated by very small distances
may actually form in amorphous iron.

Figures 2�a� and 2�b� show the RDFs and changes in the
structure of the 1a peak for a range of varying densities. The
most prominent feature that we note is the small width
���0.01 nm� of the 1a peak, which remains sharp indepen-
dently of the changes in the density of the material. This
probably indicates that neighboring atoms corresponding to
this peak are linked into clusters by bonds with a well-
defined bond length. As the density increases, the 1a peak
grows taller and shifts toward shorter interatomic separation
distances, suggesting that the proportion of clustered atoms
increases. The increase in the density does not alter the low
cutoff value of the RDF that still remains at 2.31 Å. Figure
2�c� shows the corresponding behavior of the 1b and 1c
peaks, both of which shrink as the density increases. Figures
2�b� and 2�c� together show that as the density increases,
there is a reduction in the proportion of atoms with the
neighboring environment of an approximate bcc structure, to

FIG. 1. �Color online� Radial distribution function
�RDF� g�r� of amorphous iron with density
=7.88 g/cm3 �a� at T=0 K and No. of atoms=288 and
16 126. The blue bars represent the RDF of the corre-
sponding perfect bcc lattice up to fifth nearest neigh-
bors, with the density of first nearest neighbor normal-
ized to 1. �b� At T=300 K, No. of atoms=16 126, and
experimental data from Ichikawa �Ref. 33�.

FIG. 2. �Color online� Radial distribution function
�RDF� g�r� of amorphous iron at different densities. �a�
2 Å�r�10 Å, �b� 2.15 Å�r�2.31 Å, �c� 2.3 Å�r
�3.3 Å, and �d� 3.0 Å�r�6.0 Å.
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feed the simultaneous growth of the proportion of clustered
iron atoms. Figure 2�d� shows the behavior of the 2a and 2b
peaks. Despite similar positions �see Fig. 1�a��, these peaks
do not correspond to the third to fifth nearest neighbors of
the bcc lattice. Indeed, these peaks can be well explained in
terms of conventional dense random packing.33,34 As the den-
sity increases, there is a general shift of the 2a and 2b peaks
to smaller interatomic separations, accompanied by changes
in the peak structure. It evolves from a structure formed by a
superposition of two broad peaks to the one with a single
broad peak and two superimposing sharp peaks located at
around 4.40 and 4.61 Å. Smoothened lines for 7.04 and
10.2 g/cm3 are shown in the inset of Fig. 2�d�. According to
Figs. 2�a�–2�d�, the effect of an applied hydrostatic stress on
the topological structure of the atomic environment of �-Fe
extends at least to the fifth nearest neighbor distance. Figure
3 shows that the percentage of atoms with at least one neigh-
bor at interatomic separation smaller than 2.31 Å increases
monotonically as a function of density.

To assess the accuracy of simulations performed using
the DD potential against ab initio calculations, in Fig. 4�a�
we show the structure and the magnitude of magnetic mo-
ments calculated using density functional calculations41 com-
pared with those evaluated using the magnetic interatomic
potential31,32 �Fig. 4�b��. Comparison of structures in Figs.

4�a� and 4�b� shows that the positions of atoms as well as the
magnitude of magnetic moments predicted by the DD poten-
tial agree satisfactorily with those found in ab initio calcula-
tions. The self-interstitial 110 dumbbell configuration shown
in Fig. 4 represents the most energetically stable, as well as
one of the most strongly distorted structures occurring in bcc
iron. The fact that this structure is well described by the
semiempirical magnetic potential used in this work suggests
that the structures and magnetic configurations described be-
low are representative of those of �-Fe.

The calculated probability distribution of magnetic mo-
ments �MMD� shown in Fig. 5�a� exhibit a reduction in the
mean magnetic moment and broadening of its probability
distribution as a function of mass density of �-Fe. This trend
agrees very well with results reported in the literature �see,
e.g., Fig. 2 of Ref. 18�. The large scale of our simulations
allows better statistical representation of data and offers
clearer view of the trend relating the density of the material
and the magnitude of the magnetic moment. Figure 5�b�
shows the proportion of nonmagnetic iron atoms plotted as a
function of density, indicating that �-Fe remains magnetic at
0 K until the density reaches 8.41 g/cm3, beyond which the
proportion of nonmagnetic atoms increases sharply and the
sample progressively loses its magnetic properties. At the
density of 10.2 g/cm3, practically all the atoms become non-
magnetic, completing the magnetic/nonmagnetic transition
driven by the increasing hydrostatic pressure. The corre-
sponding pressure is shown in the inset of Fig. 5�b�. The
pressure is calculated according to virial theorem. At the
density of 8.95 g/cm3, the pressure is �12.7 GPa. We can
also observe a linear regime in the pressure-density relation-
ship for smaller pressures before the sample gradually loses
its magnetism.

Figures 6�a� and 6�b� show the mean and the standard
deviation of the MMD as a function of mass density. The
figures show plots comparing cases where the nonmagnetic
atoms were included or excluded from statistical analysis.
We see that although there is an overall reduction in the

FIG. 4. �Color online� �a� Atomic configuration and magnetic moments for the 110 dumbbell configuration in bcc iron calculated using density functional
theory and �b� the same configuration modeled using the magnetic interatomic potential. The differences between �a� and �b� are associated with the
approximate treatment of interatomic forces and magnetic moments within the magnetic interatomic potential formalism.

FIG. 3. Percentage of atoms for various densities with at least one neighbor
with a separation of less than 2.31 Å.
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FIG. 5. �Color online� �a� Magnetic moment density vs
magnetic moment at different densities. �b� Percentage
of nonmagnetic atoms vs density.

FIG. 6. �Color online� The mean �a� and standard de-
viations �b� of magnetic moment vs the number density
including/excluding atoms with magnetic moment
equals to zero.

FIG. 7. �Color online� �a� Magnetic moment vs Voronoi
volume at different densities. �b� The magnetic moment
fitted as a function of the Voronoi volume. The blue line
represents fitting to all atoms and the red line represents
fitting without the nonmagnetic atoms.

FIG. 8. �Color online� The mean of magnetic moment
vs number of neighbors for �a� rij �3.21 Å, �b� rij

�2.31 Å, and �c� 2.31 Å�rij �3.21 Å.
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magnetic moment of iron atoms as a function of density, the
disappearance of magnetism with increasing density is pri-
marily the result of the sharp increase in the fraction of non-
magnetic atoms. The corresponding standard deviation of the
MMD in Fig. 6�b� shows a turning point at the density of
9.53 g/cm3, where the proportion of magnetic and nonmag-
netic atoms is comparable, and it drops again at the density
of 10.2 g/cm3 where the majority of atoms are nonmagnetic.
Figure 6 shows that �-Fe loses its magnetic properties
gradually as the hydrostatic pressure increases. Similarly to
the situation occurring in the core of the self-interstitial de-
fect shown in Fig. 4�a�, the origin of the magnetic/
nonmagnetic transition is driven by mechanical effects �in-
crease of hydrostatic pressure� and is dissimilar to the
temperature-driven order-disorder transition occurring in a
ferromagnetic material at the Curie temperature.

In Fig. 7, the magnitude of the magnetic moment of an
atom is plotted against its Voronoi volume. The positive cor-
relation seen for all densities does not fully agree Turek and
Hafner’s result27 suggesting that the local volume/magnetic
moment correlation ceases to exist in the high density limit.
We observe only a reduction in this correlation at high pres-
sure, hence making our simulations more consistent with the
picture proposed by Krauss and Krey.28 The relation between
the absolute value of magnetic moment M and the Voronoi
volume V in Fig. 6 can be represented by a best-fit equation
M =a ln�V−c�+b. The blue line is fitted using all the atoms
in the simulation cell. The fitted values are a=0.591 47
±0.001 25, b=1.422 86±0.001 32, c=9.002 75±0.000 54,
and value of the correlation coefficient is 0.801 72. The or-
ange line is fitted with the nonmagnetic atoms excluded, and
the corresponding fitting parameters are a=0.484 79
±0.000 84, b=1.659 11±0.000 86, c=9.3355±0.000 54 with
the correlation coefficient of 0.821 68. The magnetovolume
relation for �-Fe is close to that for the antiferromagnetic
state in fcc iron, which is consistent with the close-packed
structure of this phase.11 At the same time we observe that
volume is not the only factor that determines the magnitude
of magnetic moment. This is evident from the spatial fluc-
tuations of magnitudes of magnetic moments of individual
atoms, which can be very large, particularly near the Voronoi
volume of 9.5 Å3 per atom. In this case even for atoms oc-
cupying the same Voronoi volume, the magnetic moment can
vary from 0�B to nearly 2�B.

To analyze these fluctuations further, in Fig. 8 we plotted
the mean value of the local magnetic moment as a function
of the number of neighbors within the radius of 3.21 Å. In-
tuitively, one would expect that as the number of neighbors
increases, the mean magnetic moment would decrease due to
the higher electron density on an atom. However, Fig. 8
shows a surprising increase in the mean magnetic moment as
the number of neighbors increases. We further examine the
respective situations in the 1a, 1b, and 1c peaks separately,
and find that in the 1a peak, the magnetic moment indeed
decreases as the number of neighbors increases. In the 1b
and 1c peaks, on the other hand, the magnetic moment in-
creases with the increasing number of neighbors. Thus, we
are forced to also consider the relationship between the

Voronoi volume and the number of neighbors of a given
atom to arrive at a consistent picture of the magnetic/
nonmagnetic transition.

In Fig. 9, we plot the number of neighbors versus the
Voronoi volume. The figure shows the expected decrease in
the Voronoi volume as a function of the number of neighbors
in the 1a peak, and the opposite trend for the 1b and 1c
peaks. We suppose that owing to their small interatomic
separation, iron atoms forming the 1a peak develop local
structures characterized by a specific bond length, so that as
the number of neighbors increases, the volume occupied by
each atom is reduced. On the other hand, atoms in the 1b and
1c peaks are more loosely bonded via the usual metallic
bonding mechanism. Atomic positions here are more flex-
ible, i.e., they are energetically less sensitive to the exact
positions of atoms. An additional atom keeping its atomic
volume tends to repel other atoms and this causes the
Voronoi volume of the center atom to increase, resulting in a
larger size of the local magnetic moment.

In Fig. 10�a�, we show the statistical distribution of the
number of neighbors corresponding to various densities. The
curves represent the best fit to Gaussian distributions. The
close-to-perfect correlation means that the distribution of the
number of neighbors in amorphous iron is random. The mean
number of neighbors versus density shown in Fig. 10�b� ex-

hibits a linear relationship N̄=a+b� between the mean num-

ber of neighbor N̄ and the density �, with a=8.456 66
±0.178 89, b=0.586 13±0.021 09, and the correlation coef-
ficient of R2=0.996 14. Using Johnson’s potential, Srolovitz
et al.36 observed that structures with 13 neighbors form the
largest part of the population. This is similar to our results
shown in Fig. 10�a�.

Figure 11�a� shows the magnitude of magnetic moment
as a function of the percentage fluctuation of the interatomic
separation �1/2. In comparison with Fig. 5 of Ref. 14, the
fluctuation of our result is about twice the value reported
there. According to the results shown in Fig. 11�b� the fluc-
tuation varies almost linearly as a function of density.

Figure 12 shows atomic structures and color-coded mag-
netic moments of atoms in the simulation cell displayed for
several values of the mass density of the material. As the
density increases, the number of nonmagnetic �dark� atoms
increases and beyond a critical value of mass density the
material completely loses its magnetic properties. The struc-
tures shown in Fig. 12 illustrate the fairly complex nature of
the magnetic/nonmagnetic transition occurring in �-Fe under
applied pressure. The origin of the transition from a magnetic
to a nonmagnetic state is associated with the local widening
of the electronic d band due to the increase of the local
hopping integrals, and the resulting violation of the local
Stoner criterion for magnetism.31,32 The increase of the am-
plitude of the local hopping integrals is due to the local de-
formation of atomic structure such as that occurring in the
core region of a self-interstitial atom defect shown in Fig. 4.
In this regard the mechanism of the magnetic/nonmagnetic
transition observed in our simulations is entirely different
from that of the order-disorder ferro-/paramagnetic transition
occurring in crystalline bcc iron at the Curie temperature.

073908-6 Ma et al. J. Appl. Phys. 101, 073908 �2007�
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FIG. 9. �Color online� Average Voronoi volume vs
number of neighbors �a� rij �3.21 Å, �b� rij �2.31 Å,
and �c� 2.31 Å�rij �3.21 Å.

FIG. 10. �Color online� �a� The distribution of number
of nearest neighbors at different densities. �b� The mean
of the number of neighbors vs density. Red line is the
linear fitting.

FIG. 11. �Color online� �a� The local magnetic moment
vs the local fluctuation of the interatomic separations at
different densities; the yellow dot is the mean of mag-
netic moment vs the average fluctuations of interatomic
separations �1/2= 	��R�2
1/2 / 	R
. �b� The average fluc-
tuations of interatomic distance vs the number densities
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There are two possible scenarios for the magnetic/
nonmagnetic transition, namely, that it occurs either via in-
homogeneous nucleation and growth of a small number of
nonmagnetic clusters of atoms or via homogeneous nucle-
ation driven by the uniform increase in the fraction of non-
magnetic atoms in the simulation cell. Our results offer sup-
port to the second scenario. Examination of three-

dimensional magnetic structure of simulated configurations
shows that the nonmagnetic atoms form largely disconnected
clusters, with the loss of magnetic properties driven by local
mechanical distortions. To verify this conclusion, we added a
nonmagnetic 15-atom cluster at the center of the computa-
tional cell, and found that this cluster did not grow. Magne-
tism did not vanish through the growth of nonmagnetic is-

FIG. 12. �Color online� Atomic struc-
tures and magnetic moments of atoms
simulated using the magnetic potential
for systems containing approximately
16 000 atoms for different values of
mass density. Darker color represents
atoms with lower magnetic moments.
The figure illustrates the gradual na-
ture of the magnetic/nonmagnetic tran-
sition occurring in amorphous iron un-
der increased external pressure.
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lands, and remained a fluctuating entity throughout the
simulation. To what extent this picture is affected by the
correlation between magnetic moments driven by inter-
atomic exchange remains to be investigated.

IV. CONCLUSION

We performed large-scale molecular dynamics simula-
tions to investigate magnetic properties of amorphous iron
under external pressure. The simulations were preformed us-
ing the recently developed magnetic interatomic potential.
We found that as the density of the material increased, an
increasing fraction of atoms became nonmagnetic. Above a
critical density the fraction of nonmagnetic atoms increased
sharply, yet homogeneously. The magnetic/nonmagnetic
transition occurred continuously and homogeneously, and
did not involve nucleation and growth of individual nonmag-
netic clusters. The local magnetic moment density is corre-
lated with the Voronoi volume per atom, and the relation
between the two follows a logarithmic law. We also find
evidence for the significant role played by the local atomic
environment.
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