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Abstract—Three-dimensional discrete cosine transform (3-D DCT)
coding has the advantage of reducing the interframe redundancy among a
number of consecutive frames, while the motion compensation technique
can only reduce the redundancy of at most two frames. However, the
performance of the 3-D DCT coding will be degraded for complex scenes
with a greater amount of motion. This paper presents a 3-D DCT coding
with a variable temporal length that is determined by the scene change L ty
detector. Our idea is to let the motion activity in each block be very ©)
low, while the efficiency of the 3-D DCT coding could be increased.

Experimental results show that this technique is indeed very efficient. Fig. 1. (a) Fixed-length 3-D-block. (b) Variable-length 3-D block. (c) Pixel
The present approach has substantial improvement over the conventional intensity, which varies with time.

fixed-length 3-D DCT coding and is also better than that of the Moving

Picture Expert Group (MPEG) coding.

time

technique is a great improvement over fixed-length 3-D DCT coding,
while it could always achieve better quality comparing to that of the
I INTRODUCTION MCTC technique.
Three-dimensional (3-D) transform coding [1]-[3] is an alternative
approach to the motion compensation transform coding (MCTG)) The PROPOSEDVARIABLE TEMPORAL-LENGTH 3-D DCT CODING
technique used in today’s video coding standards [4]. In video , . . .
coding, the application of the discrete cosine transform (DCE)M is well known that the theoretical coding performance of the

along the temporal axis is advantageous over motion compensal gT could be nearly equivalent to that obtained by the optimal

rediction schemes because the structure can be nonrecursive, w %Wunen—Léve transfprm for highly corrglate_d data [8]. Corre-
b : ondingly, in conventional 3-D DCT coding, if a 3-D block has

avoids infinite propagation of transmission errors. Besides, algorithr?% . - X LT
for adaptive 3-D DCT coding [5], [6] have been reported to b w frame-to-frame motion (the interframe pixels correlation is high),

comparable to MCTC technique in certain kinds of image sequenc en only the coefficients having low temporal frequency need to be

Furthermore, the 3-D DCT coding has an asymmetric prope nsmitted. However, the coding performance will be degraded for
with decodir’lg much faster than encoding and the computatio Fﬂmplex scenes with a large amount _Of motion. F_ig. 1 illustrates the
complexity is even lower than that required for the Moving Pictur8rObIem of flxed-len_gt_h 3.'D DCT c_odln_g. A possmle_ pa_lttern of the
Expert Group-like (MPEG-like) coder [7]. The price to be paid is éemporal motion activity is shown in Fig. 1(c). In this figure, there

longer encoding delay and the requirement for a large memory siZES SCEN€e changes at timeandtg in the image sequence. So, 3'D'.
Tghe 3D DC‘Ig codir¥g is very effiqcient when the amgount of mgtio ocks B and C as shown in Fig. 1(a) could be considered to have high

is low. This is a typical case that the amount of energy in the highg}otion activities. This causes the high-frequency coefficients in these

frequency components is low; hence, the energy compaction couldt[?ert'ﬁform d?"OC"S having .ﬁ'gn'fl':)cabr;t valueso.l The C:Lsmrt;:)? |r;’trgdtl)1|ceﬁ
good. But, the performance of the 3-D DCT coding will be affected b d g coc I'nb? procetshs WII ptrc; a yl spre? over the V\:j 0 ed -d ploc
complex scenes with a great amount of motion. In this paper, we € visible, as they fast for a long ime on ne decoded image

a variable temporal length instead of a fixed length for a 3-D bloilge?quence' In this case, the coding efficiency will be significantly

The temporal length varies with local temporal activities. Thus, t ecrgas;a_d. Indt_hlst corrtes]E):)hndlencetl,qW]tcatrp])rogcgsil&i DCt:k']I' ?[odlng fcl)r
motion activity in each block is still very low, while the 3-D DCT an at_ap '\f; Jusgnen ct)h Ie e?g t'o't 1 th- Jlockin the empc_>rrr?
coding efficiency becomes high. Experimental results show that tmgec lon. [t depends on [he local activily in the Image sequence. he
temporal length is varied instead of a fixed one as shown in Fig. 1(b).
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Fig. 2. Block diagram of our proposed variable temporal-length 3-D DCT (a) encoder and (b) decoder.

image sequence. The quality of the proposed variable temporal-lengthmber of scene change planés, such that the minimum value of
3-D DCT coding is increased if a longer time window is usedhe error functionmin., . E(ap), could be less than a predefined
however, the memory requirement is also unavoidably increaséreshold,E,. In other words, the value aP in a block sequence
Then, each time window is subdivided into a block sequence withcreases when it contains many motions. On the other hand, smooth
a spatial dimension ofif x N as depicted in Fig. 3(a). The pixel and minor temporal variations of the block sequence give siall
intensity in each block sequence can be mathematically representéiés method can obtain the optimal discontinuity planes of each block
asli(z, y) withz €0,1,---, M -1,y €0,1,---, N—1,and sequence, but a large demand of computational effort is unavoidable.
t €0,1,---,W—1. To keep each 3-D block having only low In order to resolve the problem of heavy computation, another fast
motion activity, a scene change detector has to be used to idensfiene change detector using the mean absolute difference (MAD)
the scene change of each block sequence independently, and thiscbafd also be used. The MAD of two successive 2-D blocks+at

to be done before the interframe transformation. 1 and¢, MAD., is defined as

Now, let us define a set aP discontinuity planesg p, within a M—1N—1
block sequence. The setr can then be written as a set with MAD, = Z Z L1 (x, y) = Ii(x, y)). (3)
indices such that; : t_1(=0) < to <t < -+ < tp_1 < tp(=W) =0 y=0

as shown in Fig. 3(b). The scene change detector generates t
subsequencesl;, with temporal lengthL; = t; — t;_1, where
j=0,1,---, P, and F; is defined as

hR block is calledscene changi the value of MAD, is greater than
Ty, whereT; is a predefined threshold. The MAD method is very
simple. However, its accuracy is not as high as the former approach.
Fy =L _ (v, y)s I,y w1 (2, y), o0y Ty (2, )] Q) After P discontinuity planes have been detected in each block
. . sequence, as shown in Fig. 3(b), the block sequence is then segmented
An adaptive block filter (ABF) [9] can be developed for theni py 1 3-D blocks with different temporal lengths. Each of the
minimization of the error function, which is defined as variable temporal-length 3-D block with the siZg x M x N, as

P M—1N-—1 depicted in Fig. 3(c), is converted to the 3-D DCT domain with the
Blap) =3 > e[Fi(x, y)] (2) following equation:
7=0 =0 y=0 8 Li=1 M—=1N=1
L.— . — ¢ ) W) = -

where 6[F]'(</U> y)] = Zi,:jo I[Itj_1+i(5ve y) - I]‘(;L’, y)]zv and AY(UV v u) Lj X M x N ; ZO ZO
I;(x, y) denotes the mean of,_, (=, y), I, ;+1(z, 9), -+ =0 2=0 y= -
Itj—l(ifa ). -C(uw)C(v)C(w)Le(w, y) cos (‘—1—7)“

The global minimum of this error function, which relies on 2L;
the possible optimal locations of the scene change planes, can be . cos (2z 4+ 1)v cos 2y + Lw @)
efficiently computed with dynamic programming [9]. The required o 2M o 2N

number of scene change planes in each block sequence depends on

o) — L — ; _
its motion activity; therefore, it is reasonable to adaptively select gfghereC(n) = 5 forn = 0, otherwiseC(n) = 1.
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Fig. 3. Details of variable temporal-length 3-D DCT coding.

Then, each of the 3-D DCT coefficients is uniformly quantized tGaussian distribution [10] and the quantized coefficients are encoded
produce the quantized coefficients. Generally, it is well known that thusing the Huffman coding. Then the quantization table with temporal
dc coefficient of the DCT should be quantized accurately, otherwilgngth £ is defined which is based on their coefficient variances
the blocking effect may be noticeable. Thus, the dc coefficient ising the least square minimization technique [10]. It is seen that
quantized using a 10-bit uniform quantizer. For the ac coefficient§ie quantizer step size depends on the number of 3-D blocks in the
the values of transformed coefficients are divided by the quantiZdPck sequence. This is because the number of 3-D blocks in the
step size, and rounded to the nearest integer as follows: block sequence is proportional to the total number of bits required
to code the block sequence. Our strategy is to assign quantizer step
sizes by considering the number of 3-D blocks in the block sequence
Qlu, v, w) such that the bit rate in each block sequence remains nearly constant.

— Integer Rount% 4 x X(Ua v, ’w)_ L Thus, coarse quantization is applied to block sequences with a large

quantizer step siz number of 3-D blocks for the given bit rate. On the other hand, a

4 x X(u, v, w) fine quantization is allowed to block sequences with only a small
(q+P+1)x 'ij('u,'v,w)} (®)  number of 3-D blocks. Therefore, the number and the location of
the discontinuity planes are directly related to the bit rate and the
ﬁuantization error in the block sequence. Also, the overall bit rate

Where".”j (u, v, w)is the correspo_ndlng elemept of the quantlzatlocould be controlled by the quantizer scale which is to be sent to the
table with temporal lengtll; and ¢ is the quantizer scale. decoder

In (5), the quantizer step size is derived from various quantization g quantization, the quantized coefficients in each variable

tables, the quantizer scale, and the number of 3-D blocks in gnnoral-length 3-D block are scanned in a zig-zag manner for the
block sequence. Theoretically, we haV¥ possible quantization first frame, followed by the zig-zag scanning of the successive frames.
tables forWW different temporal-length 3-D blocks. Five differenttnen the run-length coding and the Huffman coding are employed
image sequences were used to design these different temporal-leggtheduce the bit rate further.

quantization tables. For instance, we have obtained the quantizatiomhe decoder requires information about the scene changes from
table for a specific temporal lengthby applying# temporal-length  each block sequence such that the appropriate temporal-length inverse
3-D DCT to all possiblek x M x N 3-D blocks within all image 3-D DCT can be performed. This side information can be recorded
sequences. Then, the variance of each transformed coefficieniwvith a bit sequence where the number of bits is equal to the number
estimated. Also, the transformed coefficients are assumed to havef anage frames in the current time window as shown in Fig. 3(b). A

= Integer Round[
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Fig. 4. Plot of PSNR against b/pixel for different algorithms on (a) Salesman and (b) Football sequences.

(b)

Fig. 5. Regions (black squas have inferior performance for our proposed algorithm using the ABF as compared with MCTC technique on (a) Salesman
sequence at 0.1 b/pixel and (b) Football sequence at 0.25 b/pixel.

bit “1” indicates that this is the first frame in a new 3-D block. Thisn Fig. 4(a). It is seen that the proposed 3-D DCT coding technique
bit sequence can be further compressed using the arithmetic codising the MAD method as scene change detector has a 3-3.5 dB and
[11]. Fig. 2(b) gives the block diagram for the decoding process. 1-1.5 dB PSNR improvement as compared to that of the fixed-length
3-D DCT coding and the MCTC technique at low bit rate and high
ll. EXPERIMENTAL RESULTS AND DISCUSSIONS bit rate respectively. The PSNR performance can be further improved
In this section, results of computer simulations are providet()jy using the ABF. As shown in Fig. 4(a), the proposed 3-D DCT
' oding using the ABF even achieves about 4-5 dB improvement as

to demonstrate the performance of our proposed transform Coéanpared with the fixed-length 3-D DCT coding and the MCTC

on several well-known image sequences, including Salesman and, . . . L .
9 q g hnique at low bit rate. This observation is expected since the

d
Football, with 30 frames/s. The size of the frames in the Salesman q tai ith I si ho i .
Football sequences are 352288 and 352« 240 pixels, respectively. alesman sequence contains a person with smafl Siz€ who 1S moving
ckly against a complicated background. In this type of complicated

Comparisons are to be given on the performance of the propo
transform coder and some conventional methods. For our approd¥ckground, our proposed transform coder outperforms the MCTC

a time window of 32 frames has been employed. For the conventiofgfnidue in terms of both the PSNR and the subjective inspection,
methods, a fixed-length 3-D DCT coding with a 3-D block of size 8 depicted in Figs. 4(a) and 5(a), respectively. It is because our
x 8x 8 and the MCTC technique based on the skeleton of the MPEREOPOsed transform coder can simultaneously reduce the interframe
standard [4] withPPPPPPPgroup of pictures were used. The blockedundancy among a number of consecutive frames in this kind of
size was 16x< 16 with the maximum displacement of 8 for full searctromplicated background, and a fine quantization is applied to a small
motion estimation. For the measurement of image quality, the pe@u{mber of transformed coefficients for a given bit rate. On the other
signal-to-noise ratios (PSNR’s) were used. hand, the degraded performance of the MCTC technique at a low
Fig. 4 provides a comparison of the PSNR’s among differefit rate is mainly due to poorly reconstructed previous frames, and
algorithms and for various b/pixel on the Salesman and Footb#hus the error has been propagated to consecutive frames. However,
sequences. The proposed 3-D DCT coding technique providesnahe region of the moving person in the Salesman sequence, the
significant performance improvement over the fixed-length 3-D DC3tene change detectors produce a number of discontinuity planes in
coding and the MCTC technique on the Salesman sequence as shthenblock sequence. Then, a coarse quantization is required in order
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Fig. 6. Reconstructed frame 16 of the sequence Salesman at 0.1 b/pixel. (a) Original. (b) Fixed temporal-length 3-D DCT coding. (c) Proposed 3-D DCT
coding using ABF. (d) Proposed 3-D DCT coding using MAD. (e) MCTC technique.

to maintain the same bit rate. Therefore, the quantization error hasonstructed previous frames at the low bit rate seriously affect the
been slightly increased. For each 3-D block, it contains only loperformance of motion compensation in the moving region. Thus, our
motions, hence the temporal high-frequency coefficients seldom hgreposed algorithm can obtain better performance as compared to the
significant values such that the 3-D DCT coding is still very efficienMCTC technique especially at the low bit rate. It is also obvious that
Comparing with the MCTC technique, our approach is favorabtbe proposed transform coder with different scene change detectors
even for frames containing moving persons, as shown in Fig. 5(agerforms better than that of the fixed-length 3-D DCT coding. As
Our proposed transform coder appears better due to the fact thatghewn in Fig. 6(b), the fixed-length 3-D DCT coding suffers from
MCTC technique becomes inferior when rotational movements (tlserious “blocking” artifacts due to a large number of nonzero temporal
box in the Salesman sequence) and uncovered regions (the lower leigti-frequency coefficients. The distortion introduced by the coarse
of the tie in the Salesman sequence) are involved. Again, the pooglyantization in the blocks with substantial motions is great at low
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TABLE |
CoMPARISON OF THE TIME UsSeb oF OurR PRoPOSEDCODER AND THE MCTC TECHNIQUE

sequence Proposcd coder using ABF Proposed coder using MAD MCTC technique
encoding(sec) | decoding(sec) | encoding(sec) | decoding(sec) | encoding(sec) | decoding(sec)

salesman 920 331 343 321 980 120

football 2212 189 226 215 800 90

bit rates. In our proposed algorithm, the adaptive adjustment of the proposed scheme. Results of our study also indicate that
the temporal-length 3-D DCT makes the 3-D blocks having higsignificant gain over the standard MCTC techniques used nowadays is
interframe pixels correlation. Thus, the algorithm can achieve higtossible through the 3-D DCT coding with variable temporal lengths.
subjective quality at low bit rate, as depicted in Fig. 6(c) and (d). However, many problems still remain to be resolved, including the
On the other hand, the Football sequence contains complicatégh memory requirement and the design of fast optimal scene change
motions for all its image frames. Thus, bad performance for tiiketector. Nevertheless, the 3-D frequency coding is a fruitful direction
MCTC technique at low bit rate is expected, mainly due to poorl§pat should not be forgotten for the study on the techniques for video

reconstructed previous frames. Also, the fixed-length 3-D DCJompression.

coding techniques yields poor performance because the temporal
high-frequency coefficients have significant values. However, our
proposed transform coder using the ABF has 2-dB PSNR improv 1
ment as compared with that of the fixed-length 3-D .DCT coding fo
various bit rates, as shown in Fig. 4(b). Compared with the MCTGy)
technique, our proposed coder using the ABF still has 1-dB PSNR
improvement at low bit rate. However, as the bit rate increases, the
MCTC technique no longer suffers from the poorly reconstructeds!
previous frames. Thus, the MCTC technique becomes comparable to
our proposed transform coder. [4
In order to analyze the computational complexity of the proposed
transform coder, different algorithms are realized on a Sun Sparc16]
workstation and the system cafjetrusage() has also been used to
analyze the timing for operations, not including the system overhead
Table | compares the times used for our proposed transform coder
and the MCTC technique. It shows that our transform coder using the
MAD as scene change detector is much faster than that of the MCTZ]
technique in encoding. However, in the case of using the ABF, the
time required for encoding is comparable with the MCTC techniqugg
for the Salesman sequence and shows very time consuming for the
Football sequence. It is due to the fact that the time requirement of the]
adaptive block filter depends on the number of discontinuity planes in
the block sequence. Thus, the complexity of our proposed transforﬁré]
coder using the ABF is significantly increased in the sequence thal

contains many motions throughout all the image frames. [11]

IV. CONCLUSIONS

A novel variable temporal-length 3-D DCT coding is proposed.
This proposed 3-D DCT coding adaptively adjusts the temporal length
of the 3-D block. The interframe correlation within each 3-D block
is high such that the advantage of the 3-D DCT can be fully utilized.
The adjustment of the temporal length of each 3-D block depends on
the local activities in the image sequence. Two scene change detectors
have been used to determine the local activity of the block sequence.
The scene change detectors using the MAD method is simple and
fast; however, it does not give the optimal discontinuity planes. The
adaptive block filter method can obtain more accurate discontinuity
planes, but a relatively high computational complexity is required.
A series of computer simulations shows that the proposed variable
temporal-length 3-D DCT coding can achieve reconstructed image
sequences with good quality at different bit rates. It has a significant
improvement as compared with the fixed temporal-length 3-D DCT
and the motion compensation transform coding technique. These
results support the subjective view and clearly verify the effectiveness
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