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Abstract—The advances in digital medical imaging and stor-
age in integrated databases are resulting in growing demands for
efficient image retrieval and management. Content-based image
retrieval (CBIR) refers to the retrieval of images from a database,
using the visual features derived from the information in the im-
age, and has become an attractive approach to managing large
medical image archives. In conventional CBIR systems for med-
ical images, images are often segmented into regions which are
used to derive two-dimensional visual features for region-based
queries. Although such approach has the advantage of including
only relevant regions in the formulation of a query, medical im-
ages that are inherently multidimensional can potentially benefit
from the multidimensional feature extraction which could open up
new opportunities in visual feature extraction and retrieval. In this
study, we present a volume of interest (VOI) based content-based
retrieval of four-dimensional (three spatial and one temporal) dy-
namic PET images. By segmenting the images into VOIs consisting
of functionally similar voxels (e.g., a tumor structure), multidi-
mensional visual and functional features were extracted and used
as region-based query features. A prototype VOI-based functional
image retrieval system (VOI-FIRS) has been designed to demon-
strate the proposed multidimensional feature extraction and re-
trieval. Experimental results show that the proposed system allows
for the retrieval of related images that constitute similar visual
and functional VOI features, and can find potential applications in
medical data management, such as to aid in education, diagnosis,
and statistical analysis.

Index Terms—Functional imaging, image segmentation, multi-
dimensional features, region-based image retrieval.

I. INTRODUCTION

THE research and development of digital medical imaging,
together with the rapid advancements in picture archiv-

ing and communication systems (PACS), have led to an in-
creased demand for efficient medical-imaging data storage and
retrieval techniques [1], [2]. The volume of medical data on-
line in PACS often exceeds several terabytes, due to the rapid
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growth in both the usage and the range of digital medical diag-
nostic modalities [3], [4]. It is well acknowledged that medical
image databases, which enable access to a patient’s historical
data, including multidimensional medical images from previous
examinations and the opportunity for statistical and compara-
tive image analyses, are key components in preventive medicine
and future diagnosis [4], [5]. However, these medical images
are primarily indexed by text keywords that limit the image fea-
tures to textual descriptions and retrievals to text-based queries.
Although text-based retrieval is capable of supporting a high
degree of image-content semantics, it is likely that text-based
retrieval is unable to sufficiently describe the visual features of
the images [6], [7]. The content-based image retrieval (CBIR)
of medical images according to its domain-specific image fea-
tures is an important alternative and complement to traditional
text-based retrieval using keywords [3], [6], [8]–[16]. In recent
years, various CBIR systems have been introduced for medical
images. In medical CBIR systems, visual features commonly
applied to broad images are unable to fully describe the char-
acteristics and diagnostic meanings of these images [3], [8].
Furthermore, due to the differences within the medical-imaging
modalities, the CBIR systems are designed and implemented
to domain-specific medical-imaging modalities. Consequently,
to extract features for a particular imaging modality, image-
processing algorithms that are domain specific to the imaging
applications must also be developed.

A common approach of feature extraction is to segment the
images into regions (objects) based on a certain similarity cri-
terion. Regions from the segmentation results can then be used
in region-based queries for CBIR, enabling the user to include
only the relevant regions when formulating a query [9], [10].
Chu et al. [11] described a knowledge-based image retrieval
of computed tomography (CT) and magnetic resonance imag-
ing (MRI) images where brain lesions were automatically seg-
mented and represented within a knowledge-based semantic
model, providing a mechanism for accessing and processing
spatial, evolutionary, and temporal queries. Cai et al. [12] pro-
posed a CBIR system for functional dynamic positron-emission
tomography (PET) images of the human brain, where the seg-
mented clusters of tissue–time activity curves from the temporal
domain were used to measure the functional similarity for re-
trieval. In another study [13], the delineations of the region of
interests were manually performed on the “key-frame” from
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the frame-stack of high-resolution CT (lung) images and were
used as the features to represent the entire image. Other medical
CBIR systems using segmentation to represent the regions have
also been described, such as the retrieval of tumor shapes [14],
clusters of microcalcification from mammography [15], and the
shapes of regions in spine X-ray images [16]. The majority of
these systems were based on medical-imaging modalities that
are multidimensional [11]–[15]; however, the feature extraction
and retrieval were all performed using two-dimensional slices,
thus, not taking full advantage of the information available in the
three-dimensional (3-D) spatial domain. In contrast, Guimond
et al. [17] introduced the user-selected volume of interest (VOI)
for the retrieval of pathological brain MRI images. The basic ap-
proach in this study was a density-based registration algorithm
using global or local affine followed by free-form transforma-
tions for the best match between the user-defined VOI and im-
ages in the database. However, this approach relies on the VOI
definition to be a subsection of the image, rather than the seg-
mented regions, and therefore, the retrieval similarity measure
was not region based.

In this study, we propose a 3-D VOI-based feature extraction
and retrieval of multidimensional dynamic [18F ]2-fluoro-deoxy-
glucose (FDG) PET images. As dynamic PET images consist of
both 3-D spatial and one-dimensional (1-D) temporal domains,
functional and visual features may be utilized that are domain
specific and not available in other medical images. These im-
ages were segmented into VOIs consisting of voxels that have
similar kinetic behaviors and were used to represent functional
structures in the images. Visual and functional features were
extracted from these VOIs, which allow the users to formulate
region-based queries based on the extracted features for content-
based retrieval, i.e., search for previous diagnosis and treatment
results for cases with a cerebral tumor near the cerebellum of the
brain. A prototype VOI-based functional image-retrieval system
(VOI-FIRS) has been developed to demonstrate the multidimen-
sional feature extraction and retrieval of dynamic PET images.

II. AUTOMATED VOI SEGMENTATION OF DYNAMIC PET
IMAGES USING FUZZY C-MEANS CLUSTER ANALYSIS

In the segmentation of dynamic PET images, cluster anal-
ysis based on kinetic behavior has previously been found to
be effective in classifying kinetic patterns [12], [18], [19]. In
this study, the voxels in the dynamic PET images were au-
tomatically segmented using four-dimensional fuzzy c-means
cluster analysis [20] into cluster groups based on voxel’s kinetic
behavior. A detailed description of the theory and implemen-
tation of the fuzzy c-means cluster analysis of dynamic PET
images may be found in [21]. To simplify the cluster analysis,
all frames were summed and low-count background areas in
the summed image were removed (set to zero) by applying a
threshold. Isolated voxels and gaps from thresholding were then
eliminated by a 3× 3× 3 morphological opening filter followed
by a closing filter [22]. Tissue time activity curves (TTACs)
were extracted for each of the N nonzero voxels in the summed
image to form the kinetic feature vector comprising the voxel
values at time t(t = 1, 2, . . . , T ) where T is the total number

of time points. On the basis of the optimal image-sampling
schedule technique [23]–[25], the TTACs were then reduced to
the five temporal frames needed to identify the five parameters
of the FDG model. The application of optimal image-sampling
schedule considerably reduced the dimension of the feature vec-
tor while increasing the signal-to-noise ratio of the individual
frames, thus, potentially improving the cluster analysis relying
on the similarity measure of the feature vectors [25].

The fuzzy c-means cluster analysis was applied to assign each
of the N feature vectors to a set number C of distinct cluster
groups. For each cluster, centroids were assigned as the feature
vectors of distinct, randomly selected nonbackground voxels.
The value of each centroid voxel was replaced with the average
of the 3× 3× 3 surrounding voxels to avoid false selection of a
noisy outlier that could have resulted in a cluster with a single
member. The cluster analysis minimizes the objective function
J , according to

J =
N∑

i=1

C∑
j=1

uP
ijD

2
ij (1)

where P (1 ≤ P ≤ ∞) is a weighting exponent on each fuzzy
membership, which determines the amount of fuzziness of the
resulting classification, and uij is the membership degree of the
ith feature vector in the cluster j. The similarity measure be-
tween the ith feature vector f i(t) and the cluster centroid f̄cj

(t)
of the jth cluster group cj was calculated using the Euclidean
distance Dij given by

Dij =

[
T∑

t=1

s(t)(fi(t) − f̄cj
(t))2

]1/2

(2)

where s(t) is a scale factor of time point t(t = 1, 2, . . . , T ) equal
to the duration of the tth frame divided by the total dynamic
acquisition time. The scale factor gives more weight to the later,
longer frames that contain more reliable data. The minimization
of J was achieved by iteratively updating the uij

uij =
1∑C

k=1

[
Di j

Di k

] 2
P −1

(3)

and the cluster centroids f̄cj
(t)

f̄cj
(t) =

∑N
i=1 uP

ij fi(t)∑N
i=1 uP

ij

. (4)

Thus, a probabilistic weighting was assigned to every voxel i
representing it to be likely a member of each cluster j. For any
voxel i, the sum of the assigned membership degrees was 1.0,
i.e.,

∑C
j=1 uij = 1.0. The procedure was terminated when the

convergence inequality

maxij

{∣∣um+1
ij − um

ij

∣∣} < ε (5)

was satisfied, where m was the iteration step and 0 < ε < 1.
Upon convergence, a cluster map was created by assigning to
each voxel a value equal to the cluster number for which it had
the highest degree of fuzzy membership.

The optimal number of clusters was determined as follows.
The fuzzy validation measure given in [26] was evaluated for
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integer values of C in the range (L − 3 < C < L + 3), where
L was the number of tissue types expected to be present. A
smaller value of the validation measure indicated a well-defined
cluster scheme with more compact and more separate clusters.
Additionally, mean-square error across clusters, calculated as
the objective function J in (1) divided by C after termination of
the cluster analysis, was treated as an indicator of the similarity
of the voxels within the cluster group. Values of the parameter
C,P , and ε were empirically determined (see Section VI).

From the cluster-analysis result, region-growing segmenta-
tion [22] was applied to the voxels in each cluster to construct
the VOIs. The effect of this process was to group the voxels that
were spatially connected (neighboring voxels), and separate the
different structures that may have been classified into a cluster
due to the similarity of voxel’s kinetic behavior. After region
growing, an erosion filter was applied to remove weakly con-
nected voxels in the VOIs. Multiple VOIs may be formed from
each cluster and for VOIs comprising less than 100 voxels were
considered insignificant and discarded.

III. VOI FEATURE EXTRACTION

A. VOI Functional and Physiological Features

The mean TTAC values for each identified VOI were indexed
into the feature database as numeric values. The physiological
parameters in the VOI, such as the local cerebral metabolic
rate of glucose [27], corresponding to the glucose consumption
and energy requirement of functional components, were also
estimated with weighted nonlinear least square algorithm [28]
and indexed as numeric values.

B. VOI Visual Features

Our approach to VOI location was based on the transforma-
tion of the segmented images to the standard atlas. We utilize
the anatomical standardization procedure of the 3-D stereotac-
tic surface projection transformation in the NEUROSTAT pack-
age [29]–[31], which deforms the image into a standard stereo-
tactic atlas by linear scaling of the image to correct individual
brain sizes and nonlinear warping to minimize regional anatom-
ical variations. The transformation was applied to the dynamic
PET images, creating library files of transformation procedures.
These library files were then applied to the corresponding seg-
mentation results to warp the segmented images into the same
standardized image frame of reference. After the transformation
of the segmented images, the centroid moment for each VOI was
calculated and indexed into the database. Another visual feature
extracted was the volumes of the VOIs, measured in number of
voxels.

C. Textual Attribute Features

In dynamic PET image acquisition, textural information re-
garding the image study is often stored in the image header.
The header information usually consists of patient information,
such as patient ID, name, sex, age, height, weight, and study
number, and attributes related to the patient diagnosis, includ-
ing physician name, physical examination data, medical history,

and pathological results. The information from the image header
was parsed into individual textual attributes and indexed into the
feature database.

IV. SIMILARITY MEASURES OF DYNAMIC PET FEATURES

A. Query by VOI Functional and Physiological Features

The TTAC feature vectors of the VOI can be searched in two
ways. Firstly, the user can sketch a TTAC curve and adjust the
values of individual time-activity points manually. Secondly,
the user can select from previously user-defined TTAC curves
saved in the database. The sketched or selected curve was then
compared to the TTACs stored in the feature index database
using the Euclidean distance in (2). Other physiological features
can be searched by numeric differences.

B. Query by VOI Visual Features

The volume feature can be retrieved by measuring the ab-
solute differences between the two volumes. In the similar-
ity measure of the VOI location, the Zubal phantom [32],
which consists of labeled anatomical structures, was used as
the reference image. The labeled phantom was transformed into
the standard co-ordinate system as with dynamic PET images
(Section III-B). The similarity of the VOI location was mea-
sured using the 3-D spatial distance (in voxels) between the
user-defined point from the Zubal atlas and the centroids of the
VOIs indexed in the database.

C. Query by Textual Attribute Features

Textual features are measured for similarity by traditional
keyword matching using the structured query language (SQL)
[33]. Multiple attributes can be selected and combined using
logical relationships such as “and,” “or,” “greater than,” etc.

D. Combination Feature Query

The query features of TTAC, volume, and location, described
in Sections IV-A and IV-B, can be combined into a single query
by assigning different weights to these features. This allows
the user to formulate a query using multiple features and to
prioritize specific features. For every exclusive VOI retrieved
from all M queries, the combined query rank RCQ was calcu-
lated based on the summation of the ranks from the individual
queries according to

RCQ(VOIj ) =
M∑
i

R(VOIj , Qi)
RT

wi (6)

where VOIj is the jth exclusive VOI, RT is the maximum
number of returned VOI results common among all M queries
(Q1, Q2, . . . , QN ), R(VOIj , Qi) is the rank of the jth VOI from
the ith query Qi , and wi (sum to 100%) is the user-defined
weight assigned to Qi . The returned VOIs from the combined
queries were then ranked based on descending RCQ measures.
Textual patient attributes can also be combined without the
weighting function.
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Fig. 1. System block diagram of the proposed VOI-FIRS. After VOI segmentation of dynamic PET images stored in image archival database, visual and functional
features were extracted and then indexed in the feature index database (feature extraction exemplified using a sample VOI). The workstations are used to query the
content-based search engine, which retrieves the images stored in the external image archival database.

V. DESIGN AND DEVELOPMENT OF VOI-FIRS

Fig. 1 illustrates the overall system block diagram of the VOI-
FIRS for the content-based retrieval of dynamic PET images.
The system is composed of a segmentation and feature extrac-
tion module and a content-based search engine. The dynamic
PET images from the archival database (external storage) were
initially segmented into VOIs. The features were then extracted
from the VOIs and indexed as visual and functional features in
the feature index database. The feature index database can be
queried using the graphical user interface from the workstations.
On the basis of the user query, the feature index database was
searched and the images from the external image archive were
retrieved.

The VOI-FIRS has been developed on a PC (Pentium IV
Mobile, 2.0 GHz, 512 RAM, 32M graphics) with Microsoft
Windows XP platform using Microsoft SQL server 2000, Bor-
land C++ builder, and the visualization tool kit [34]. With this
system configuration, the VOI-FIRS was responsive to the user
interaction and in the retrieval process. Fig. 2 shows the graphi-
cal user interface of the query components in VOI-FIRS. There
are four individual query entry windows corresponding to the
four query options. With the “Query by functional and physi-
ologic features” illustrated in Fig. 2(a), the user can manually
draw the TTAC feature curve within the labeled grid, or se-

lect from a list of predefined sample TTACs (not shown). Once
the selection has been made, the TTAC curve can be manu-
ally adjusted for individual TTAC points. As the TTAC curve
is concentrated in the early temporal frames, the drawn curve
can be zoomed for closer inspection. The “Query by VOI visual
features” is illustrated in Fig. 2(b), where the user can select
the location from the transformed Zubal phantom used as the
standard brain atlas (center). The user can navigate in the 3-D
viewing space (rotation, scaling, and translation) and change
the viewing planes of saggital, coronal, and transaxial slices,
providing both the conventional and 3-D orthogonal views. The
location feature can be selected either by selecting a point on
the Zubal phantom (center), setting voxel co-ordinates numer-
ically (left center), or on the labeled Zubal structure (bottom
right). The volume of the VOI can also be set numerically,
which works independently to the location feature. The “Query
by textual attribute features” and “Query by combined features”
query windows (not shown) allow the users to input key words
and weights assigned to features, respectively.

VI. EXPERIMENTAL RESULTS

To validate the proposed VOI-based feature extraction and
retrieval, a feature index database was constructed consisting of
more than 300 unique and independent VOIs from 13 dynamic
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Fig. 2. Graphical user interface of the VOI-FIRS. (a) “Query by functional and physiological features” interface which shows the user-drawn TTAC curve (left)
and the retrieved VOIs with their TTAC curves and similarity indices (right). (b) “Query by visual features” interface, exemplified with the rendered surface
corresponding to the user-selected “prefrontal lobes” in the orthogonal Zubal slices.

FDG PET (SIEMENS ECAT 951R scanner) of clinical human
brain studies. These studies included two tumor cases, three
normal cases, and eight other neurological cases. The numbers
of image slices for the dynamic PET studies was 31, with each
slice acquired in 22 temporal frames comprising 6× 10 s scans,
and 4× 0.5, 1× 2.0, and 11× 5.0 min scans. The dynamic im-

ages were decay corrected to the time of injection, attenuation
corrected and then reconstructed using filtered back-projection.
The reconstructed images were 128× 128 with voxel dimen-
sions of 1.841× 1.841× 3.375 mm.

The result of applying fuzzy c-means cluster analysis to a
patient study is shown in Fig. 3 with different gray levels used
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Fig. 3. (1) Dynamic five-frame temporal sequences using the optimal image-sampling schedule, respectively of (a)–(e) from the 18th slice (trans-axial) of a
patient study; (2) selected slices out of 31, respectively of (a)–(e) from the patient study (last temporal frames); and (3) corresponding cluster analysis results. All
images have been adjusted to their local maximum intensity ranges for display.

TABLE I
FUZZY VALIDATION AND THE MEAN-SQUARE ERROR MEASURES IN THE FCM CLUSTER ANALYSIS OF A DYNAMIC PET IMAGE

to distinguish the identified clusters. Multiple VOIs were con-
structed from each cluster. From visual inspection, the cluster
analysis appeared to have correctly separated the prominent
tissue structures, such as the cortex and the thalamus. Table
I shows the FCM cluster analysis validation as a function of
cluster number C in the segmentation of a dynamic PET image
in Fig. 3. In the fuzzy validation, there was a large decrease
in performance occurring at C = 8 (largest relative difference).
Although a small index of fuzzy validation indicates a cluster
scheme with well-defined clusters, when C was small (C < 6),
it resulted in an undesirable effect of merging functionally dif-
ferent clusters together. Thus, to maximize the classification
of individual functional types, the optimal cluster number was
taken to be C = 7, which corresponds to the index of fuzzy
validation prior to the large increase. The mean-square error
indices decreased monotonically with increasing C, with rapid

drop in performance before slowing down at C = 7. Based on
tradeoff between these measures, the optimal value of C was
calculated to be 7. The threshold value for the background re-
moval (15%) was not found to be critical and moderate changes
(±5%) had little effect on the results. Empirically derived clus-
ter analysis parameter values of P = 2.0 and ε = 0.1 gave ac-
ceptable results. Variation of these parameters, 1 < P < 3 and
0.05 < ε < 0.2, appeared to have insignificant effect on the
fuzzy validation and the mean-square error measures with 2%–
3% differences in both validation measures from the variation
of these parameters.

The graphical user interface of the VOI-FIRS for retrieved
results is shown in Fig. 4. Each thumbnail result [Fig. 4(a)–
(d)] can be individually navigated in orthogonal planes. The
similarity indices from the retrieved VOIs are presented below
the images. Any of the retrieved images can be enlarged and
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Fig. 4. The graphical user interface of the query results in VOI-FIRS. Thumbnails in the left side of the interface represent the ranked results respectively of
(a)–(d). Right side is the enlarged view of the selected thumbnail result. In the enlarged view, the retrieved VOI (tumor VOI) can be surface rendered.

the VOI surface rendered [Fig. 4(e)]. The segmentation result
from which the features were extracted can also be retrieved
from the database for inspection of the segmented VOIs. In this
example, the combination query was formulated to search for
images having similar functional behavior and size apparent in
a malignant brain tumor cases. The query was formulated to
include a TTAC curve as a functional feature derived from an
existing tumor VOI in the database, and 2000 voxels as the
volume feature, with equal weights applied to the two features.
The highest ranked result shown in Fig. 4(a) and enlarged in
Fig. 4(e) with the VOI surface rendered is of a patient study with
a prominent tumor (indicated by an arrow). The result shows
that the query successfully identified VOIs with high kinetic
behavior and user-defined volume, which is in agreement with
the similarity indices for the query features shown below the
images. As expected, the similarity index of the TTAC feature
for the 1st-ranked VOI was 0, since the TTAC feature used in
the query was derived from this VOI.

The formulated query used in Fig. 4 was modified to include
an additional location feature to observe the behavior of the
combined query retrieval. The location feature was defined as
the center of the brain with voxel coordinates of 64, 64, 17 (x-,
y-, z-axes) and equal weights were then distributed to the three
features. The 12 highest combined ranked VOIs are tabulated in
Table II. In the “Rank” columns, the numbers in bold is the ranks
and the numbers inside the brackets are the weighted ranks. In all
similarity measures, smaller indices represent better similarity.
On the basis of this result, the addition of the location feature and
subsequent redistribution of the feature weights had the effect

of retrieving VOIs, which were relevant to the query in all three
features, with changes in combined ranks of all retrieved VOIs
apart from the 1st combined ranked VOI.

The effect from the distribution of weights applied to the fea-
tures is further exemplified to provide insights into the stability
of the VOI-FIRS. Based on the result in Table II, the differences
in the combined weighted ranks (column 1) among the VOIs can
be used to indicate the change in VOI ranks from the redistribu-
tion of feature weights. As the VOIs are ranked according to the
sum of the weighted ranks from individual features, it is likely
that a VOI with large differences in weighted ranks to other
VOIs (such as the first three VOIs to all the other VOIs), will
not be affected by subtle changes in the distribution of feature
weights. Indeed, by adjusting the weight to 40% for TTAC, and
30% for the volume and location in the same query, all the ranks
of the VOIs were changed apart from the first three VOIs. The
largest change in the combined rank occurred for VOI s04-37
with increase in rank from 12th to 7th. The raise in the rank
was attributed to the fact that the weight of the high-ranked
functional feature (3rd) was increased whereas the low-ranked
location feature (56th) was decreased. The individual feature
ranks calculated during the combined query can also be used
to retrieve VOIs based on only one particular feature, for ex-
ample, using only the functional feature from the query above,
the retrieved VOIs will result in s09 (combined rank of 1), s06
(combined rank of 20), and s04 (combined rank of 3).

Another example of image retrieval is illustrated in Fig. 5.
The sample TTAC, which approximates a pattern found in
gray matter of PET images [Fig. 5(a)], and the location of
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TABLE II
SIMILARITY MEASURES OF THE COMBINED QUERY RESULT USING THREE FEATURES WITH EQUAL WEIGHTS APPLIED

Fig. 5. (a) TTAC curve. (b) Selection of a location (right thalamus) in the standard atlas (Zubal). (c) Retrieved result with (a) and (b) as the query features.
(d) Retrieved result with (a) and a different location feature (left thalamus) as the query feature.

the “right thalamus” selected from the labeled structures in
the Zubal phantom [Fig. 5(b)] were set as the query features.
Weighting was set to 50% for the functional feature and 50% for
the location feature. The highest ranked retrieved VOI is shown
in Fig. 5(c), where the query identified a VOI representing
the right thalamus. Fig. 5(d) is the highest ranked result from
changing the location feature to “left thalamus.” Utilizing the
spatial properties of the PET images in the location feature,
VOIs based on user-defined structures were identified, which
may have not been possible from the functional feature alone.

VII. DISCUSSION AND FUTURE WORK

The VOI-FIRS demonstrated the use of multidimensional
feature extraction and retrieval, enabling the use of 3-D visual
and 1-D functional features within dynamic PET images for

content-based retrieval. Existing CBIR systems that utilize fea-
tures, such as color and texture, may not be the optimal features
when applied to dynamic PET images. Color is not captured
in the dynamic PET imaging process as it is usually acquired
in grayscale, and due to the statistical noise and tracer redistri-
bution in dynamic PET images, texture is also unlikely to be
a relevant feature. However, other visual features such as VOI
shape and grayscale gradient may introduce additional search-
ing capabilities, which could improve the retrieval performance.
To represent the image features accurately, the segmentation of
dynamic PET images is an important component for overall
success of the content-based retrieval system. In this study, the
application of fuzzy c-means cluster analysis was well suited in
the segmentation of dynamic PET images for the construction
of VOIs. However, this cluster analysis was based on the voxel’s
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kinetic behavior (TTAC) alone and did not consider the poten-
tially useful spatial information in the voxels. We are currently
investigating the segmentation of dynamic PET images using
both the spatial and temporal information, which may prove
useful in the feature extraction and retrieval for CBIR.

The database of the VOI-FIRS was constructed using only 13
dynamic PET studies. Although only small database samples
were indexed, all the images were of the same human body struc-
ture and acquired from the same scanner with identical imaging
procedures (reconstruction algorithm, voxel dimension, spatial
resolution, quantification, etc.). Therefore, we believe that our
results were able to provide an insight into the capabilities of
CBIR system in enhancing the searching capabilities of conven-
tional text-based retrieval systems. For instance, by combining
the text-based feature of “patients age <45 and >30” with the
query set in Fig. 4, the retrieved result will only identify those
patients with a VOI representing a tumor in the specified age
group. Further studies will investigate the possible integration
and evaluation of VOI-FIRS within a real hospital environment,
which may enable evaluation of VOI-FIRS with large and vary-
ing dynamic PET study databases.

VIII. CONCLUSION

When performing content-based retrieval of multidimen-
sional dynamic PET images, it is important to take into account
the domain-specific requirements. Our VOI-FIRS has the advan-
tage that visual and functional features extracted from the 4-D
dynamic PET images were utilized in a region-based query for
CBIR. This approach could facilitate identification of similar
patient studies with particular pathologic process and poten-
tially increase our understanding of underlying disease states
and improve specificity in diagnosing diseases.
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