TABLE II
Performance of Several Orthonormal Signal Decomposition Techniques for Generalized Correlation Source Model Given in (27)

|  | $\begin{gathered} \mathrm{M}=2 \\ G_{T C}(\mathrm{~V} E R) \end{gathered}$ | $\begin{gathered} \mathrm{M}=4 \\ G_{\mathrm{T}}(\mathrm{~V} E R) \end{gathered}$ | $\begin{gathered} \quad 1=8 \\ G_{T C}(: V E R) \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| $\overline{\text { DCT }}$ | 3.2027 (0.9733 | 5.3332 (0.9273) | 7.6714 (0.8503 |
| DST | 3.20270 .9733 | $3.8836(0.8458)$ | $4.8638(0.71381$ |
| MHT | $3.2027(0.9733$ | 3.7401 (0.8241) | $4.4011(0.5843)$ |
| HT | 3.2027 (0.9733) | $5.0582(0.9253)$ | 5.8865 (0.8405) |
| Binomial-OMF(4tap) | 3.7724 (0.9879) | 6.5636 (0.9633) | $8.0087(0.9123)$ |
| Binomial-0 MF(6tapl | $3.9241(0.9913)$ | $7.0011(0.9728)$ | 8.6688 (0.9332) |
| Binomial-0.MF(8tap) | 3.9915 (0.9929) | 7.1851 (0.9773) | $8.9449(0.9439)$ |
| Smith-Barnwell( 8 tap) | 4.0297 (0.9939) | $7.2831(0.9805)$ | 9.0903 (0.9517) |
| Most Regulari6tap) | 3.9055 (0.99091 | 6.9465 (0.9716) | 8.5847 (0.9306) |
| Optimal Q JF (8tap) | 4.0489 (0.9945) | $7.3171(0.9822)$ | 9.1279 (0.9558) |
| Optimal Q.MF (8tap) ${ }^{\text {- }}$ | 4.0455 (0.9945) | $7.2954(0.9825)$ | $9.0869(0.9567)$ |
| Optimal QMF (6tap) | 3.9699 (0.9924 | T.1231 (0.9762) | 8.8521 (0.9418) |
| Optimal QMF (6tap)* | 3.9680 (0.9925) | 7.1113 (0.9764) | 8.8318 (0.9425) |
| Optimal QMF (4tap)* | $3.7895(0.9883)$ | $6.6200(0.9646)$ | $8.0960(0.9152)$ |
| Optimal QXIF (ttap) ** | $3.7894(0.9883)$ | 6.620 .5 (0.9647) | $8.0970(0.9154)$ |
| Ideal Filter Bank | $4.1643 \bigcirc 1.0000)$ | T. 59880 (1.0000) | 9.4757 (1.0000) |

Optimal QMF based on energy compaction $[$ i]
*Optimal QMF based on minimized aliasing energy [i]

## VI. Conclusions

A new objective performance measure for orthonormal signal decomposition is defined in this correspondence. The performance of several known decomposition techniques are compared and the results are interpreted. It is shown that the new measure $N E R$ complements the widely used energy compaction measure $G_{T C}$ and is consistent with the experimental results.
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## Mixed-Radix Discrete Cosine Transform

Yuk-Hee Chan and Wan-Chi Siu
Abstract-This note presents two new fast discrete cosine transform computation algorithms: a radix- 3 and a radix- 6 algorithm. These two
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new algorithms are superior to the conventional radix- 2 algorithm as they i) require less computational complexity in terms of the number of multiplications per point, ii) provide a wider choice of the sequence length for which the DCT can be realized and, iii) support the prime-factor-decomposed computation algorithm to realize the $2^{m} 3^{n}$-point DCT. Furthermore, a mixed-radix algorithm is also proposed such that an optimal performance can be achieved by applying the proposed ra-dix- 3 and radix- 6 and the well-developed radix- 2 decomposition techniques in a proper sequence.

## I. Introduction

Many fast algorithms [1]-[8] for the computation of the discrete cosine transform (DCT) have been proposed since its first introduction in [9]. However, most algorithms were proposed for the computation of a $2^{m}$-point DCT. Recently, Yang and Narasimha [10], and Lee [11], discussed a prime factor decomposed computation algorithm such that one can deal with DCT with lengths other than $2^{m}$ and therefore have a wider choice of the sequence length for which the DCT can be realized.

In this note, a new radix-3 and a new radix- 6 algorithm are first presented to compute a length $-3^{m}$ and a length $-6^{m}$ DCT respectively. Further analyses are then made on using the prime factordecomposed computation algorithm and a suggested mixed-radix algorithm for the fast computation of the DCT.
II. Radix-3 Discrete Cosine Transform

The DCT [9] of a real data sequence $\{x(i): i=0,1, \cdots N-$ $1\}$ is defined by

$$
\begin{array}{r}
X(k)=\sum_{i=0}^{N-1} x(i) \cos \left(\frac{\pi(2 i+1) k}{2 N}\right) \\
\quad \text { for } k=0,1, \cdots N-1 . \tag{I}
\end{array}
$$

If $N=3^{m}$, where $m$ is a positive integer, we can realize the following three formulations to obtain the DCT result of the sequence $\{x(i)\}$ instead of realizing (1) directly.

$$
\begin{align*}
A(k)= & X(3 k)=\sum_{i=0}^{N / 3-1}\left\{a_{i}+b_{i}+c_{i}\right\} \cos \left(\frac{3 \pi(2 i+1) k}{2 N}\right) \\
B(k)= & X(3 k+1)+X(3 k-1) \\
= & \sum_{i=0}^{N / 3-1}\left\{\left(2 a_{i}-b_{i}-c_{i}\right) \cos \alpha_{i}+\left(c_{i}-b_{i}\right) \sqrt{3} \sin \alpha_{i}\right\} \\
& \cdot \cos \left(\frac{3 \pi(2 i+1) k}{2 N}\right) \\
C(k)= & X(3 k+2)+X(3 k-2) \\
= & \sum_{i=0}^{N / 3-1}\left\{\left(2 a_{i}-b_{i}-c_{i}\right) \cos 2 \alpha_{i}+\left(b_{i}-c_{i}\right) \sqrt{3} \sin 2 \alpha_{i}\right\} \\
& \cdot \cos \left(\frac{3 \pi(2 i+1) k}{2 N}\right) \quad \text { for } k=0,1, \cdots N / 3-1 \tag{2}
\end{align*}
$$

where

$$
\begin{align*}
& a_{i}=x(i), \quad b_{i}=x(2 N / 3+i), \quad c_{i}=x(2 N / 3-i-1), \\
& \alpha_{i}=\frac{\pi(2 i+1)}{2 N} \text { and } X(-i)=X(i) \\
& \quad \text { for } i=0,1, \cdots N / 3-1 . \tag{3}
\end{align*}
$$

Note that $A(k), B(k)$ and $C(k)$ are all $N / 3$-point DCT's. As $B(0)$ $=2 X(1)$ and $C(0)=2 X(2)$, one can obtain the sequence $\{X(k): k$ $=0,1 \cdots N-1\}$ from $\{A(k): k=0,1, \cdots N / 3-1\},\{B(k)$ : $k=0,1, \cdots N / 3-1\}$ and $\{C(k): k=0,1, \cdots N / 3-1\}$ with $2 N / 3-2$ additions. Hence, one can realize an $N$-point DCT via the realization of three $N / 3$-point DCT's. The overhead of this process involves the formation of input sequences of the three $\mathrm{N} / 3$ point DCT's. Specifically, to obtain the sequence $\left\{\left(2 a_{i}-b_{i}-c_{i}\right)\right.$ $\left.\cos \alpha_{i}+\left(c_{i}-b_{i}\right) \sqrt{3} \sin \alpha_{i}: i=0,1 \cdots N / 3-1\right\}$, two multiplications are required for each $i$. For the computation of the sequence $\left\{\left(2 a_{i}-b_{i}-c_{i}\right) \cos 2 \alpha_{i}+\left(b_{i}-c_{i}\right) \sqrt{3} \sin 2 \alpha_{i}: i=0,1\right.$ $\cdots N / 3-1\}$, since it can be rewritten as $\left\{2 \cos \alpha_{i}\left(\left(2 a_{i}-b_{i}\right.\right.\right.$ $\left.\left.-c_{i}\right) \cos \alpha_{i}+\left(b_{i}-c_{i}\right) \sqrt{3} \sin \alpha_{i}\right)-\left(2 a_{i}-b_{i}-c_{i}\right): i=0,1$ $\cdots N / 3-1\}$, only one additional multiplication is required for each $i$. Hence, generally, three multiplications are required for each $i$ to obtain all three input sequences. However, when $i=1 / 2(N / 3$ -1 ), we have $\alpha_{i}=\pi / 6$. In such case, two more multiplications can be saved during the computation of these items.

In summary, the mathematical complexity of an $N\left(=3^{m}\right)$-point DCT to be realized by this new algorithm is given by the following set of equations:

$$
\begin{align*}
& M(N-D C T)=N \log _{3} N-N+1 \\
& A(N-D C T)=3 N \log _{3} N-\frac{5}{2}(N-1) \\
& \quad \text { for } N=3^{m}, m>0 \tag{4}
\end{align*}
$$

## III. Radix-6 Discrete Cosine Transform

If $N=6^{m}$, where $m$ is a positive integer, we can realize the following six formulations to obtain the DCT result of the sequence $\{x(i)\}$ instead of realizing (1) directly.

$$
\begin{aligned}
& A(k)=X(6 k)=\sum_{i=0}^{N / 6-1}\left\{a_{i}+b_{i}+c_{i}+d_{i}+e_{i}+f_{i}\right\} \\
& \cdot \cos \left(\frac{6 \pi(2 i+1) k}{2 N}\right) \\
& B(k)=X(6 k+1)+X(6 k-1) \\
& =\sum_{i=0}^{N / 6-1}\left\{\left(2 a_{i}+b_{i}+c_{i}-d_{i}-e_{i}-2 f_{i}\right)\right. \\
& \left.\cdot \cos \theta_{i}+\left(b_{i}-c_{i}+d_{i}-e_{i}\right) \sqrt{3} \sin \theta_{i}\right\} \\
& \cdot \cos \left(\frac{6 \pi(2 i+1) k}{2 N}\right) \\
& C(k)=X(6 k+2)+X(6 k-2) \\
& =\sum_{i=0}^{N / 6-1}\left\{\left(2 a_{i}-b_{i}-c_{i}-d_{i}-e_{i}+2 f_{i}\right)\right. \\
& \text { - } \left.\cos 2 \theta_{i}+\left(b_{i}-c_{i}-d_{i}+e_{i}\right) \sqrt{3} \sin 2 \theta_{i}\right\} \\
& \cdot \cos \left(\frac{6 \pi(2 i+1) k}{2 N}\right) \\
& D(k)=X(6 k+3)+X(6 k-3) \\
& =\sum_{i=0}^{N / 6-1}\left\{2\left(a_{i}-b_{i}-c_{i}+d_{i}+e_{i}-f_{i}\right) \cos 3 \theta_{i}\right\} \\
& \cdot \cos \left(\frac{6 \pi(2 i+1) k}{2 N}\right)
\end{aligned}
$$

$$
\begin{align*}
E(k)= & X(6 k+4)+X(6 k-4) \\
= & \sum_{i=0}^{N / 6-1}\left\{\left(2 a_{i}-b_{i}-c_{i}-d_{i}-e_{i}+2 f_{i}\right)\right. \\
& \left.\cdot \cos 4 \theta_{i}-\left(b_{i}-c_{i}-d_{i}+e_{i}\right) \sqrt{3} \sin 4 \theta_{i}\right\} \\
& \cdot \cos \left(\frac{6 \pi(2 i+1) k}{2 N}\right) \\
F(k)= & X(6 k+5)+X(6 k-5) \\
= & \sum_{i=0}^{N / 6-1}\left\{\left(2 a_{i}+b_{i}+c_{i}-d_{i}-e_{i}-2 f_{i}\right)\right. \\
& \left.\cdot \cos 5 \theta_{i}-\left(b_{i}-c_{i}+d_{i}-e_{i}\right) \sqrt{3} \sin 5 \theta_{i}\right\} \\
& \cdot \cos \left(\frac{6 \pi(2 i+1) k}{2 N}\right) \quad \text { for } k=0,1, \cdots N / 6-1 \tag{5}
\end{align*}
$$

where

$$
\begin{align*}
& a_{i}=x(i), b_{i}=x(N / 3-i-1), \\
& c_{i}=x(N / 3+i), d_{i}=x(2 N / 3-i-1), \\
& e_{i}=x(2 N / 3+i), f_{i}=x(N-i-1), \\
& \theta_{i}= \frac{\pi(2 i+1)}{2 N} \text { and } X(-i)=X(i) \\
& \quad \quad \text { for } i=0,1, \cdots N / 6-1 . \tag{6}
\end{align*}
$$

Note that $A(k), B(k), C(k), D(k), E(k)$, and $F(k)$ are all $N / 6-$ point DCT's. Similar to the above section, one can obtain the sequence $\{X(k): k=0,1 \cdots N-1\}$ from $\{A(k): k=0,1, \cdots$ $N / 6-1\},\{B(k): k=0,1, \cdots N / 6-1\},\{C(k): k=0,1$, $\cdots N / 6-1\},\{D(k): k=0,1, \cdots N / 6-1\},\{E(k): k=0$, $1, \cdots N / 6-1\}$ and $\{F(k): k=0,1, \cdots N / 6-1\}$ with $5 N / 6$ -5 additions. In other words, one can realize an $N$-point DCT via the realization of six $N / 6$-point DCT's. The overhead of this 1-to- 6 decomposition process involves the formation of input sequences of the $\operatorname{six} N / 6$-point DCT's. For the computation of the sequence $\left\{\left(2 a_{i}-b_{i}-c_{i}-d_{i}-e_{i}+2 f_{i}\right) \cos 4 \theta_{i}-\left(b_{i}-c_{i}-d_{i}+e_{i}\right)\right.$ $\left.\sqrt{3} \sin 4 \theta_{i}: i=0,1 \cdots N / 6-1\right\}$, as it can be rewritten as $\{2$ $\cos 2 \theta_{i}\left(\left(2 a_{i}-b_{i}-c_{i}-d_{i}-e_{i}+2 f_{i}\right) \cos 2 \theta_{i}-\left(b_{i}-c_{i}-d_{i}+\right.\right.$ $\left.\left.e_{i}\right) \sqrt{3} \sin 2 \theta_{i}\right)-\left(2 a_{i}-b_{i}-c_{i}-d_{i}-e_{i}+2 f_{i}\right): i=0,1 \cdots$ $N / 6-1\}$, only one additional multiplication is required for each $i$. Hence, in general, eight multiplications are required for each $i$ to obtain all six input sequences. However, when $N=36$, we have $4 \theta_{1}=\pi / 6$ and $2 \theta_{4}=\pi / 4$. In this case, we can further save one multiplication and three additions during the computation of these items.

Note that the realization of a 6 -point DCT module requires four nontrivial multiplications and 16 additions (see Appendix). Hence, the mathematical complexity of the proposed algorithm is given by the following equations:

$$
\begin{align*}
M(N-D C T) & =\frac{4}{3} N \log _{6} N-\frac{25}{36} N \\
A(N-D C T) & =4 N \log _{6} N-\frac{19}{12} N+1 \quad \text { for } N=6^{m}, m>1 \tag{7}
\end{align*}
$$

IV. Comparison Among Radix-2, 3, and 6 Algorithms

Figs. 1 and 2 show the computational effort per point required for the realization of the DCT with different radix algorithms. Our radix-3 algorithm requires smaller numbers of multiplications/ad-


Fig. 1. Comparison of the numbers of multiplications per point among the radix- 2 , radix -3 and radix- 6 algorithms.


Fig. 2. Comparison of the numbers of additions per point among the radix-2, radix-3 and the prime-factor-decomposed algorithm (PFA) with the proposed radix-3 algorithm radix-6 algorithms.
ditions per point compared with the radix-2 algorithm when length, $N$, is small. In particular, the virtual breakeven point is at $N \approx 200$ when the number of multiplications per point is concerned. This symptom is due to the fact that the realization of the length-3 DCT module is more efficient than that of the length-2 DCT module while the decomposition overhead required for the radix- 3 algorithm is larger than that for the radix-2 algorithm. On the other hand, our proposed radix- 6 algorithm requires the least computational complexity among three algorithms whether the number of multiplications or additions per point is concerned. In fact, when $N$ is suffi-


Fig. 3. Flowgraph of a 9-point DCT.
ciently large, the radix-2 algorithm becomes more efficient than the radix-6 algorithm. However, this virtual breakeven point occurs at $N=1.69 \times 10^{13}$ when the number of multiplications per point is concerned, which would imply cases that are far from the practical considerations.

Basically, both radix- 3 and radix- 6 algorithms are decimation-in-frequency algorithms and therefore their computation structures are as simple as that of a radix-2 decimation-in-frequency algorithm such as Lee's algorithm [1]. Fig. 3 shows the flowgraph of the realization of a 9 -point DCT. Similar flowgraphs can be obtained for the realization of the $6^{m}$-point DCT's, which applies the radix- 6 algorithm. Note, that the two proposed algorithms not only show their superiority in terms of the computational efficiency compared with the radix- 2 algorithms, they also provide a wider choice of sequence lengths. Typically, a zero-padding technique has to be applied to realize a DCT of size $N \neq 2^{n}$. The existence of these algorithms provides a considerable reduction of this unnecessary computational effort. Fig. 4 shows the computational effort in terms of the number of the multiplications required to realize the DCT of different lengths when various algorithms are used.

## V. Mixed-Radix Algorithm

By making use of the 1-to-3 and the 1-to-6 decomposition algorithms proposed in the above sections and those well-developed 1-to-2 decomposition techniques, an efficient mixed-radix algorithm can be developed to realize an $N$-point DCT for any $N=$ $2^{m} 3^{n}$ (where $m, n>0$ ). Note that the decomposition overhead varies according to the transform length even though the same decomposition algorithm is applied. This variation in overhead is due to the fact that some additional saving in computation can be achieved during the decomposition of some special lengths. For example, if one performs a 1-to-6 decomposition on a DCT with length $N=6$ $\times 3^{m}$ (where $m>0$ ), then from (5) and (6), we have $2 \theta_{i}=\pi / 6$ if $i=1 / 2(N / 6-1)$. In this case, we can further save two multiplications and one addition compared with the normal case for $N$ $=6^{k}(k>2)$ as we have the following:

$$
A_{i} \cos 2 \theta_{i}+B_{i} \sqrt{3} \sin 2 \theta_{i}=\frac{\sqrt{3}}{2}\left(A_{i}+B_{i}\right)
$$

and

$$
A_{i} \cos 4 \theta_{i}-B_{i} \sqrt{3} \sin 4 \theta_{i}=\frac{1}{2}\left(A_{i}-3 B_{i}\right)
$$

where
$A_{i}=\left(2 a_{i}-b_{i}-c_{i}-d_{i}-e_{i}+2 f_{i}\right), \quad B_{i}=\left(b_{i}-c_{i}-d_{i}+e_{i}\right)$.
Table I shows the overhead involved for the decomposition when various decomposition algorithms are applied to decompose an $N$-point DCT. Typically, for a given length $-N\left(=2^{m} 3^{n}\right) \mathrm{DCT}$, there


Fig. 4. Number of multiplications required for the computation of a DCT of specific length by making use of various algorithms.

TABLE I
Arithmetic Operations Overhead for Selected Decomposition Algorithms Applied to an N-Point DCT

| Decomposition Algorithm | Multiplication Overhead | Addition Overthead | Conditions |
| :---: | :---: | :---: | :---: |
| 1-to-2 | $\mathrm{N} / 2$ | 3N2-1 | $\mathrm{N}=2 \mathrm{~m} ; \mathrm{m}>1$ |
| 1-to-3 | N-2 | 3N. 5 | $\mathrm{N}=3^{\mathrm{m}} ; \mathrm{m}>1$ |
|  | N | 3N -2 | $N=2^{n} \times 3^{m} ; ~ m, n>0$ |
| 1-to-6 | $\mathrm{an}_{3}-2$ | 4N. 6 | $\mathrm{N}=6 \times 3^{m} ; \mathrm{m} \geqslant 0$ |
|  | $4 \mathrm{~N}_{3}-1$ | 4N - 8 | $\mathrm{N}=12 \times 3^{\mathrm{m}} ; \mathrm{m} \geq 0$ |
|  | $4 \mathrm{~N} / 3$ | $4 \mathrm{~N}-5$ | $N=2^{n} \times 6 \times 3^{m} ; m \geq 0 ; n>1$ |

are a number of approaches to realize this DCT when the mixedradix algorithm is applied as there are many choices of decomposition sequences. From our analysis, it is found that the most efficient decomposition sequence of a length $N\left(=2^{m} 3^{n}\right)$ DCT is in the form of

$$
\begin{cases}\left\{2^{m-n} 6^{n}\right\} & \text { if } m \geq n \\ \left\{6^{m} 3^{n-m}\right\} & \text { if } n>m\end{cases}
$$

where $\left\{X^{k} Y^{\lambda}\right\}$ means that the DCT is realized through the following procedures: i) to perform the 1 -to- $X$ decomposition technique recursively on the length- $X^{k} Y^{\lambda}$ DCT to obtain $X^{k}$ length- $Y^{\lambda}$ DCT's, ii) to perform the 1 -to- $Y$ decomposition technique recursively on all length $-Y^{\lambda}$ DCT's to obtain length- $Y$ DCT's and iii) to realize all length $-Y$ DCT modules.

Table II shows the comparison between our mixed-radix algorithm and the prime-factor-decomposed algorithm (PFA) [11]. Note that our radix-3 algorithm has already been applied to greatly enhance the performance of the PFA in [11]. It shows that the performance of the mixed-radix algorithm is always better than that of the PFA even though the PFA has already made use of the most efficient radix- 3 and radix-2 algorithms. Specifically, the proposed mixed-radix algorithm always requires smaller numbers of both multiplications and total computational operations for the DCT realization. On the other hand, as our mixed-radix algorithm involves mainly a recursive decomposition, it is much more structural than that of the PFA. Complicated data management and data routing algorithms can be avoided.

TABLE II
Comparison of the Computational Complexity between the MixedRadix Algorithm Radix-3 Algorithm

\begin{tabular}{|c|c|c|c|c|}
\hline \multirow{2}{*}{N} \& \multicolumn{2}{|c|}{M(DCT)} \& \multicolumn{2}{|c|}{A(DCT)} \\
\hline \& PFA( + dedix 3 ) \& mixed-radix \& PFA(tradix) \& mixed-radix \\
\hline 6 \& 5 \& 4 \& 16 \& 16 \\
\hline 12 \& 16 \& 14 \& 49 \& 49 \\
\hline 18 \& 29 \& 28 \& 94 \& 90 \\
\hline 24 \& 44 \& 40 \& 133 \& 133 \\
\hline 36 \& 76 \& 7 \& 241 \& \({ }^{232}\) \\
\hline 48 \& 112 \& 104 \& 337 \& 337 \\
\hline 54 \& 137 \& 130 \& 436 \& 414 \\
\hline 72 \& 188 \& 178 \& 589 \& 571 \\
\hline 96 \& 272 \& 236 \& 817 \& 817 \\
\hline 108 \& 328 \& 311 \& 1033 \& 964 \\
\hline 144 \& 48 \& 428 \& 1393 \& 1357 \\
\hline 162 \& 569 \& 544 \& 1786 \& 1770 \\
\hline 192 \& 640 \& 608 \& 1921 \& 1921 \\
\hline 216 \& 764 \& 714 \& 2389 \& 2251 \\
\hline 288 \& 1940 \& 1000 \& 3217 \& 3145 \\
\hline 324 \& 1300 \& 1211 \& 4057 \& 377 \\
\hline 384 \& 1472 \& 1488 \& 4417 \& 4417 \\
\hline 432 \& 1744 \& 1644 \& 5425 \& 5149 \\
\hline 486 \& 2189 \& 2110 \& 6828 \& 6570 \\
\hline 576 \& 2368 \& 2288 \& 7297 \& 7153 \\
\hline \({ }_{648} 6\) \& 2924 \& 2730 \& 9285 \& \({ }^{8371}\) \\
\hline 768
864
868 \& \begin{tabular}{l}
3328 \\
3292 \\
\hline
\end{tabular} \& 3230 \& 9985

12145 \& 19985 <br>
\hline 864 \& 3920 \& 3720 \& 12145 \& 11593 <br>
\hline 972 \& ${ }_{5}^{4864}$ \& 4559 \& 1.1573 \& ${ }^{14140}$ <br>
\hline 1152
1296 \& 5312
6496 \& 5152
6012 \& 16321
2013 \& 16033
18685 <br>
\hline \& \& \& \& <br>
\hline
\end{tabular}

## VI. Conclusions

In this note, we first present a new radix-3 and a new radix-6 algorithm to compute a length $-3^{m}$ and a length $-6^{m}$ DCT respectively. The number of multiplications per point of these new algorithms show their superiority in mathematical complexity compared with that of radix-2 algorithms when $N$ is small. They also provide a wider choice of the sequence lengths for which the DCT can be realized and support the prime-factor-decomposed computation algorithm to reduce the computational complexity. A mixedradix algorithm is also presented, which gives the optimal performance in terms of the number of operations and the data managing requirements.

Appendix
A 6-point DCT on input sequence $\left\{x_{i}: i=0,1 \cdots 5\right\}$ is defined as

$$
\begin{array}{r}
X_{k}=\sum_{i=0}^{5} x_{i} \cos \frac{\pi}{12}(2 i+1) k \\
\text { for } k=0,1 \cdots 5 . \tag{Al}
\end{array}
$$

The relation

$$
\begin{gather*}
X_{2 k}=\sum_{i=0}^{2}\left(x_{i}+x_{5-i}\right) \cos \frac{\pi}{6}(2 i+1) k \\
\text { for } k=0,1,2 \tag{A2}
\end{gather*}
$$

enables the even-indexed outputs to be obtained via a 3-point DCT and three extra additions. For odd items, namely, $\left\{X_{k}: k=1,3\right.$, $5\}$, three multiplications and nine additions are required for their realization as follows:

$$
\begin{aligned}
{\left[\begin{array}{c}
t_{0} \\
t_{1} \\
t_{2}
\end{array}\right] } & =\left[\begin{array}{l}
x_{0} \\
x_{1} \\
x_{2}
\end{array}\right]-\left[\begin{array}{l}
x_{5} \\
x_{4} \\
x_{3}
\end{array}\right] \\
t_{3} & =\frac{\sqrt{6}}{4}\left(t_{0}+t_{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
& t_{4}=t_{0}-t_{2} \\
& t_{5}=\frac{\sqrt{2}}{4}\left(t_{4}+2 t_{1}\right) \\
& X_{1}=t_{3}+t_{5} \\
& X_{3}=\frac{\sqrt{2}}{2}\left(t_{4}-t_{1}\right) ; \\
& X_{5}=t_{3}-t_{5} .
\end{aligned}
$$

Note that the realization of a 3-point DCT requires one multiplication and four additions. Hence, four multiplications and 16 additions are required for the realization of a 6 -point DCT.
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## The Feedback Adaptive Line Enhancer: A Constrained IIR Adaptive Filter

Jue Chang and John R. Glover, Jr


#### Abstract

A new adaptive line enhancer (ALE) structure, called the Feedback ALE (FALE), is presented and is shown to be a constrained IIR adaptive filter. Extensive simulations show that the FALE gives a higher sine-to-broadband ratio (SBR) gain and smaller sine estimation error than does an equal-order ALE; conversely, the order of the FALE can be much lower than the ALE to achieve equivalent performance.
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Fig. 1. The configuration of the FALE. When $\alpha=0$, the FALE simplifies to the ALE.

## I. Introduction

The adaptive line enhancer (ALE), as shown in Fig. 1 with $\alpha=$ 0 , is a well known configuration of the adaptive filter [1], [2]. Its purpose is to separate the sinusoidal component of its input from the broadband component without having a reference for either individually and without having a priori knowledge of the sinusoidal frequency. The bandwidth of the converged filter is determined by the number of weights in the filter. When the sine-to-broadband ratio (SBR) ${ }^{\prime}$ at the primary input $d(k)$ (SBRin) is high, the gain of the resulting FIR filter at the sinusoidal frequency is very close to unity, making separation easy. It turns out, however, that the ALE gives poorer performance when the SBRin is low. In this case the gain of the FIR filter at the frequency of the sinusoid is much less than unity, resulting in poorer separation of the sinusoidal and broadband components.

Griffiths [3] proposed a modification which involves setting the coefficient $\alpha$ in Fig. 1 to unity after convergence has been achieved for the ALE. This configuration was tested as an adaptive oscillator to track the instantaneous frequency of the input signal. However, our simulations show that the output of the adaptive oscillator either has strong amplitude modulation or dies out under different values of $\mu$. Moreover, it does not track well at all when the sinusoidal frequency drifts.

In this correspondence we present a new configuration which is a compromise between the original ALE and the adaptive oscillator [4]. As shown in Fig. 1, we use a weighted average of the primary input $d(k)$ and the filter output $y(k)$ as the reference input to the adaptive filter; i.e., $0<\alpha<1$. By varying the feedback constant $\alpha$, we have a continuous transformation from the $\operatorname{ALE}(\alpha=0)$ to the adaptive oscillator ( $\alpha=1$ ). The motivation behind the new configuration, called the feedback ALE (FALE), was to achieve some of the benefits of a noise canceller with a separate pure sinusoidal reference [5] in cases when a self-referencing ALE is necessary.

Simulations show considerable improvement in the sine estimation error and the SBR at $y(k)$ over those obtained with the ALE. At the same time, the stability problem of the adaptive oscillator is eliminated. Under some assumptions, predicted results fit the simulations quite well. In the following sections, we will describe the FALE in detail and provide simulation results, and we will offer
${ }^{1}$ In the sense of a line enhancer, the sinusoidal component is seen as signal, which is being enhanced over the broadband noise, producing the signal estimate at the filter output $y(k)$. Of course, viewed as a self-referencing noise canceller [1], the same configuration removes the sinusoidal component, now seen as interference, from the broadband signal, producing the signal estimate at the error output $e(k)$. Therefore, to avoid confusion we define and use a term called sine-to-broadband ratio (SBR).

