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Abstract—This paper presents a neural network with a novel
neuron model. In this model, the neuron has two activation func-
tions and exhibits a node-to-node relationship in the hidden layer.
This neural network provides better performance than a tradi-
tional feedforward neural network, and fewer hidden nodes are
needed. The parameters of the proposed neural network are tuned
by a genetic algorithm with arithmetic crossover and nonuniform
mutation. Some applications are given to show the merits of the
proposed neural network.

Index Terms—Genetic algorithm (GA), neural network,
short-term load forecasting.

I. INTRODUCTION

Jth neuron

EURAL networks are widely applied in areas such as pre- K,
diction [19], system modeling, and control [18]. Owing
to its particular structure, a neural network is good at learnimgy. 1. Model of the proposed neuron.
[2] using some algorithms such as a genetic algorithm (GA)

[1] and backpropagation [2]. Traditionally, a feedforward neurglith the GA is presented in Section Ill. Numerical examples
network [24] has three layers (input, hidden, and output layerge given in Section IV. Applications on short-term daily load
of nodes connected in a layer-to-layer manner. forecasting and pattern recognition realized by the proposed

The GA is widely applied in optimization problems [1}-[7]GA-based neural network are presented in Section V. A
where the number of parameters is large and the analytigghclusion is drawn in Section VI.

global solutions are difficult to obtain. It has been applied in

different areas such as fuzzy control [20], path planning [21], Il. NEURAL NETWORK MODEL
greenhouse climate control [22], modeling and classification o
[23], etc. Fig. 1 shows the proposed neuron. It has two activation func-

A novel neural network model is proposed in this paper. TwiPns: static activation function (SAF) and dynamic activation
activation functions are used in the neuron and a node-to-ndHBction (DAF) that govern the input—output relationships of
relationship is proposed in the hidden layer. This network mod8€ neuron. For the SAF, the parameters are fixed and its output

is found to be able to give better performance than the tragi€Pends on the input of the neuron. For the DAF, the parame-
tional feedforward neural network [1]-[3]. A GA with arith- ters depend on the outputs of other neurons and its SAF. With

metic crossover and nonuniform mutation can help in tunirf§)is Proposed neuron, the connection of the proposed neural net-

the parameters of the proposed network. Numerical exampté/k is shown in Fig. 2, which is a three-layer neural network.
(three-inputscor problem and sunspot number forecasting) are node-to-node relathr_lshlp is introduced in the hidden layer.
used to test the proposed network and good results are obtaiftgnPared to the traditional feedforward neural network [24],

Two applications are also given, which are short-term daily lod8€ Proposed neural network can offer better performance. The
forecasting and pattern recognition. merits of the proposed neural network will be shown later in the

This paper is organized as follows. Section Il introducd¥@Per.
the proposed neural network. Training of the neural networ,
prop . W ning ! W A( Proposed Neuron Model
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Fig. 2. Connection of the proposed neural network.

wheren;, denotes the number of inputs anet(-) is the jth
static activation function

( Nin 2
— (Z :l?i’l}ij — mi)
€xXp =1 D) - 17
2075
Nin
o Tin ity v <mid
net? <Z a:ivij) = ; Te
= 2 )
- <Z TiVij — m{,) Fig. 3. Sample activation functions of the proposed neurorz (a3 0.2. (b)
— m, = 0.
1 —exp =1 — ,
207
wherenet/,(-) is the jth DAF, which is given by
\ otherwise,
j = 17 27 ce.y Np (2) - . - ei(ﬁj71%1]1)2/20-22 — 1, |f ki < m]
net’(k;, m, ol) = N 7=
. . _ a2 J .
wherem? ando? are the static mean and static standard devia- 1—e~(rimma)/205  otherwise,
tion for thejth SAF. The parameters«/ ando{) are fixed after j=1,2, ... np (4)
the training processing. By using the proposed activation func-
tion in (2), the output value ranges froail to 1. The shape of yhere
the proposed activation function is shown in Fig. 3. In Fig. 3(a),
the effect of the mean value to the activation function is shown. i
The standard deviation, of the function is fixed at 0.2, and the My =Pj+1,5 X Kjtl (5)
mean valuen is chosen from-0.4 to 0.4. In Fig. 3(b), the ef- oy =pj_1j X Kj_1 (6)

fect of the standard deviation to the activation function is shown.

The mean valuen, is fixed at 0, and the standard deviatien / ando”, are the dynamic mean and dynamic standard devia-
is chosen from 0.1 to 0.5. It can be observed from these twion for thejth DAF; x;_; ands ;1 represent the SAF’s output
figures thatnets(f) — 1 asf — oo, andnets(f) — —1as ofthej — 1th andj + 1th neurons, respectively; , ; ; denotes

f— —oc.
For the DAF, the neu
as

the weight of the link between thye- 1th node and thé¢th node,

ron outpuf of thejth neuronis defined andp;_; ; denotes the weight of the link between the- 1th
node and thgth node. It should be noted from Fig. 1 that if
j =1,pj_1,;isequaltop,, j,andifj = ny, pj+1,; is equal

zj = net)(kj,m’, o), j=1,2,...,n,  (3) top ;. Unlike the SAF, the DAF is dynamic as its parameters

Authorized licensed use limited to: Hong Kong Polytechnic University. Downloaded on July 7, 2009 at 00:43 from IEEE Xplore. Restrictions apply.



LING et al: NOVEL GA-BASED NEURAL NETWORK FOR SHORT-TERM LOAD FORECASTING 795

depend on the outputs of the- 1th andj + 1th neurons. Re- P by the method of spinning the roulette wheel [3]. Then, a
ferring to (1)—(6), the input—output relationship of the proposetew offspring is generated from these parents using crossover

neuron is as follows: and mutation operations, which are governed by the probabili-
i ties of crossover and mutation, respectively. These probabilities

z; = net [ net! Z wivig | i, o) j=1,2 n,are chosen by trial and error through experiments for good per-
=1 formance. The new population thus generated replaces the cur-

(7)  rent population. The above procedures are repeated until a cer-

) tain termination condition is satisfied. The termination condi-

B. Connection of the Proposed Neural Network tion may be that the algorithm stops when a predefined number
The proposed neural network has three layers witmodes of generations has been processed.

in the input layerp;, nodes in the hidden layer, ang,.; nodes Let the input—output relationship of an application be de-
in the output layer. In the hidden layer, the neuron model preeribed by
sented in the previous section is employed. A node-to-node re-
lationship is introduced in the hidden layer. In the output layer, vt =g (x'®), t=1,2,...,m4 (11)

a static activation function is employed, which is given by

wherey(t) = [y{(t) y5(t) --- y2 (t)]is the desired output

n, corresponding to the input!(¢) = [x‘f(t) xg(t) -~ xd ()] of
Y= netf, Z zjwji |, l=1,2,...,nou. (8) anunknown nonlinear functigg(-) andn, denotes the number
j=1 of input—output data pairs. The fitness function is defined as
From (7), we have Fitness = (12)
1+ err
Th . _f Min . . Nout Md
y = net! Z net?, (netg (Z :L‘Z"Uij) ,mi,ai) Wiy POEDIRHOR yk(t>|
3 . k=1 t=1
7=l i=1 err = . (13)
(9) Nd X Nout
wherew;y, j = 1,2, ..., =1, 2, ... nou, dENOES the 1he  gphiective is to maximize the fitness value of

weight of the I|nk between theth hldden and théth output 12) using the GA by settmg the chromosome to be
l
nodes;net,(-) denotes the activation function of the outpui vi; M3 o pisi; pio1; wi ml ol for aII i\, 1. In this

neuron paperv”,pﬁl,],p] 1,5, Wit € [= 1 1], mJ, m|, € [-0.5 0.5],

( . 2 ando’, 0! € [0.01 0.5]. The range of the f|tness function of
_ Z zgwy — mb (12)is [O, 1]. By using the proposed GA-based neural network,
= 7 ¢ a well-trained neural network with respect to the fitness value
exp B — 1, can be obtained.
20,
V. EXAMPLES
o In this section, two examples are given: #t@r problem and
. np, | if szwﬂ <ml the forecasting of sunspot number.
net, Z zZjwj | =
j=1 9 A. XORProblem
_ nz' st — ml The three-inpuxor function, which is not linearly separable,
— gt ° has the following input—output relationship:
=
1- S ,
xp 27 / (=1, =1, =1), (=1, +1, +1),
+1, =1, +1), (+1, +1, —1) — —1
( ) ( ) (1)
(=1, =1, +1), (=1, +1, —1),
\ otherwise

(10) (+1, -1, =1), (+1, +1, +1) — +1.
wherem! ando! are the mean and the standard deviation of the_l_h hreei tth q | K are defined
output node activation function, respectively. The parameters of ethreeinputs of the proposed neural network are defined as

the proposed neural network can be trained by the GA. zi(t),1 = 1, 2, 3, andy(t) is the network output. The number
prop y of hidden nodesdh) is set at three. Referring to (9), the pro-

1. TRAINING WITH GA p_osed neural_network used for the three-inputg classifica-
tion problem is governed by
In this section, the proposed neural network is employed to
learn the input—output relationship of an application using the )
GA. This GA is implemented with arithmetic crossover and/(t) = net, Z nef] (nef] (Z T vu) ,m, J;) w;
nonuniform mutation [3]. A population of chromosomEsis
initialized and then evolves. First, two parents are selected from (15)
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TABLE | 1 T : : T . r T

RESULTS OF THEPROPOSEDNEURAL NETWORK AND THE TRADITIONAL
NEURAL NETWORK FORTHREEINPUTS XOR CLASSIFICATION PROBLEM
AFTER 1000 ITERATIONS 0.9F 1

Fitness Value

o
o
:

L

Proposed Neural
Network
Traditional Neural
Network

0.999988 0.002533

0.880901 0.135201

fitness value
=]
~
L
.
1

The fitness function is defined as follows: 0.6 1

fitness = Tipp— (16) 0.517 ]

8
Z o - i e
err = 8 : (17) no of iterations
The GA is employed to tune the parameters of the proposec (@)

neural network of (15). The objective is to maximize the fit- 1h : : ® : ' o—d
ness function of (16). The chromosomes used for the GA are  o3s| B | L S
[vij md 03 pijt1,j pj—1,j wj M, 0,) for alli andj. The initial osl | | |
values of the parameters of the neural network are randomly oal ! ! |
generated. For comparison purpose, a traditional feedforwarc | 3
neural network (three-input-single-output) trained by the GAis _ %1 | ! ]
also used to solve the three-inptdRr classification problem. g of | .
The number of hidden node of the traditional neural network is ° 02| | ]
five. (By using five hidden nodes for the traditional neural net- | | | |
work, the number of parameters to be tuned is the same as th: |
of the proposed neural network, which is 26.) The population | i
size used for the GA is ten and the number of iterations to train 8| i ~ A B
the neural network is 1000 for both networks. The probabilities - : . ; “ ; @ ’ .
of crossover and mutation for the GA are set at 0.8 and 0.35re 1A AN L D)E AN A+, ) 1, 41)
spectively, which are chosen by trial and error. The results of the '”p“ét;’)"“em

proposed and traditional neural networks are tabulated in Table |

; ; 4. Results of thexor problem. (a) Fitness values obtained from the
and shown in Fig. 4. It can be seen that the performance of ﬂ;ﬁ%‘posed (solid line) and the traditional neural networks (dotted line) for 1000

proposed neural network is better. iterations. (b) The output patterns obtained by the proposed (dotted line with
“x” marks) and the traditional neural networks (dotted line witti"‘marks),
B. Forecasting the Sunspot Number as compared with the desired output (solid line witfi fharks).

The sunspot numbers from 1700 to 1980 exhibit nonlinear, _
nonstationary, and non-Gaussian cycles that are difficult to "€ GA is employed to tune the parameters of the proposed

model and predict. We use the proposed neural netwd?ﬁ“ral network of (18). The result is again compared with that

(three-input—single-output) for the sunspot number forecastirl tm a :(ra_(:irt]ional tht;ee—in?ur::jsdingle-ogtput ;etﬁdforward ngura![
The inputsz; of the proposed neural network are defined work. 1n€ numbers of hidden nodes ot the proposed net-

A Cod SN dip work and the traditional network are three and nine, respec-
z1(t) = yi(t = 1), 22(t) = yi(t ~ 2), anday(t) = wi (¢ - 3), tively, which are chosen by trial and error through experiments

wheret denotes the year angf(t) is the sunspot numbers at . . :
the yeart. The sunspot numbers of the first 180 years (i.ef.Or good performance. The population size used for the GA is

. tén and the number of iterations to train the neural network is
-
1705 < i < 1884) are used o train the proposed neuraf 00. The probability of crossover is set at 0.8 for both net-

Petvxr/]ork. Referr]:ng 0 (9)’ the proposzdb neural network us rks. The probability of mutation is set at 0.3 and 0.25 for the
or the sunspot forecasting is governed by proposed and the traditional networks, respectively. The tuned
3 3 neural networks are used to forecast the sunspot number of the
y1(t) = net} net’ | net! zivi; | m?, 00 | w;y | . years 1885-1979. The fitness value, training error [governed by
; ¢ ; ! R A (20)], and the forecasting error [governed¥y” . (|y&(t) —
y1(t)|/96)] are tabulated in Table Il. The proposed neural net-

- ion is def (18 work in performs bett
The fitness function is defined as follows: Work once again perrorms better.
fitness = (19) V. APPLICATIONS
L+err . . o . .
1884 | d(; " In this section, two application examples are given, which
err = Z 4|y1 (t) — 3 ( ‘)| ) (20) are short-term daily home electric load forecasting and pattern
05 180 recognition.
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TABLE 1l TABLE 11l
RESULTS OF THEPROPOSEDNEURAL NETWORK AND THE TRADITIONAL RESULTS OF THEPROPOSEDNEURAL NETWORK AND THE TRADITIONAL
NEURAL NETWORK FORFORECASTING OF THESUNSPOT NUMBER NEURAL NETWORK FORDAILY ELECTRIC LOAD FORECASTING FOR
AFTER 1000 ITERATIONS WEDNESDAY
Fitness Value Training error Forecasting Proposed Neural Network Traditional Neural Network
(MAE) (MAE) n, Fitness Number of Fitness Number of
Proposed Neural Value parameters Value parameters
0.9546 9.51 13.18
thwork 3 0.977358 216 0.944286 183
Traditional Neural 0.9429 12.12 1431 4 0.978133 272 0.974208 236
Network 5 0.977819 328 0.977089 289
6 0.981248 384 0.967182 342
7 0.977091 440 0.972413 395
_ ; ; ; 8 0.982483 496 0.967235 448
A. Short-Term Daily Home Electric Load Forecasting BT ST = 0950753 o1

In the intelligent home system [8], the ac power line network TABLE IV
is used not Only for SquIying power, but also serves as the dat&eESULTs OF THEPROPOSEDNEURAL NETWORK AND THE TRADITIONAL
communication channel for electrical appliances. With this aslEURAL NETWORK FORDAILY ELECTRIC LOAD FORECASTING FORSUNDAY
power line data network, short-term load forecasting can be
realized. An accurate load forecasting can bring the following

Proposed Neural Network Traditional Neural Network

benefits: 1) increasing the reliability [4] of the ac power line data ™ | Tnes Number of Fitness Number of
L2 X ) s lue parameters Value parameters
network and 2) optimizing electric load scheduling. Artificial 3_| 05767 26 0545921 15
neural network have been considered as very promising tools—s T o977901 328 0.967021 289
i H 6 0.977371 384 0.968254 342
for short—term electric load f_orecastmg [91-[17]. Hovye_ver, the ——— o - e et
gradient-descent (GD) algorithms for parameters training of the _8__| 0976570 496 0.964480 448
9 0.977074 552 0.966030 501

feedforward neural networks suffer from the common problems

of convergence to local minima and sensitivity to initial values TABLE V

of the parameters. Global search techniques such as the GA maJRAINING AND FORECASTINGERRORS INTERMS OFMAPE FOR DAILY
ELECTRIC LOAD FORECASTING FORWEDNESDAY

solve these problems.

The idea of the daily electric load forecasting is to construct Proposed Neural Network Traditional Neural Network
seven multi-input—multi-output neural networks, one for each n, | Training error | | Forecasting error Training error Forecasting error
day of the week. Each network has 24 outputs representing th —— 1482 (AT Qiart) L
expected hourly load for a day. One important job in designing_+« | 22356 24853 2.6474 3.6954
the forecasting system is the selection of the input variables——+—aus o = Sul

i i i i 7 2.3446 2.7791 2.8370 2.8964
In this e.IeCmC Iqad forecas.tlng' system, we have three mair - —234¢ o 4 2
kinds of input variables: 1) historical data of loads: hourly loads o T 19173 1.9898 5.1831 43619

of the previous day were collected and used as historical load

inputs; these data reflect the family habit of consuming powekhe number of hidden nodes;() is changed from three to nine in

2) temperature inputs: the average temperature of the previg¥idertotestthelearningperformance. The GAisemployedtotune
day and the present day are used as two inputS inthis forecasfh‘%parameters of the neural network of (21) The fitness function

system; and 3) rainfall index inputs: the average rainfall indexissdefined as follows:

of the previous day and the present day are used as two inputs in g 1

. . : ) ) fitness = ———— (22)
this forecasting system. The range of the rainfall index is from 0 14 err
(norain) to 1 (heavy rain). 1 21 & Yl (t) — ye(t)

One network serves one day type (from Monday to Sunday). =19 Z Byl Z kTIH (23)
Eachneuralnetworkhas28inputsand24outputs. Thefirst24input t=1 k=1 TR
nodes {1, ..., x24) represent the previous 24 hourly loads an@he value oferr indicates the mean absolute percentage error
are denoted by; = L¢(t — 1), wherei = 1, 2, ..., 24.Node (MAPE) of the forecasting result. The population size is ten. The

25 (z95) and node 264(>6) represent the average temperatures afimber of the iterations to train the proposed neural network is
the previous day and present day, respectively. Node27énd 2000. Theresultsaretabulatedin Tablesllland IV for Wednesday
node 28¢-s) representtheaveragerainfallindexesofthe previoasd Sunday, respectively. The fithess value and the number of
day and present day, respectively. The output layer consists off&tameters of the network are shown. We can observe that the
output nodes thatrepresentthe forecasted 24 hourly loads of apesformance of the proposed neural network is better than the
and are denoted hy(t) = L;(t),l =1, 2, ..., 24. Dataof 12 traditional one. Tables V and VI show the average training error
weeks (week 1-week 12) for learning and data of 2 weeks (wefebm week 1 to week 12 in terms of MAPE and the average
13—week 14) for testing are prepared. Referring to (9), the prforecasting error from week 13 to week 14 in terms of MAPE on
posed neural network used for the daily electric load forecastidéednesday and Sunday, respectively. The best training errors

is governed by are 1.7829 and 2.0776 for Wednesday and Sunday, respectively.
These imply 24.0% and 32% improvements, respectively, over

nh ) 24 o the traditional neural network. The best forecasting errors are

yi(t) =net, Z net | net! Z zvij | ,my, 0 |wi |, 1.9365 and 1.9120 for Wednesday and Sunday, respectively.
j=1 i=1 These imply 31.6% and 30.9% improvements. Fig. 5 shows the
l=1,2,...,24. (21) results ofthe daily electricload forecasting on Sunday (week 13).
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TABLE VI
TRAINING AND FORECASTING ERRORS INTERMS OF MAPE FOR DAILY
ELECTRIC LOAD FORECASTING FORSUNDAY
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TABLE VII
RESULTS OF THEPROPOSEDNEURAL NETWORK AND THE TRADITIONAL
NEURAL NETWORK FORPATTERN RECOGNITION

Traditional Neural Network

Proposed Neural Network Fitness No. of Training

Forecasting

y Training error Forecasting error | ,, . . Forecasting error value parameters (n;)  error (MSE)  error (MSE)
(MAPE) (MAPE) Training error (MAPE) (MAPE) Proposed 0.9887 125 0.0114 00238
3 2.0776 2.3054 57170 5.2094 neural network ) ' : :
4 2.0875 1.9120 3.6268 4.0758 Traditional
5 2.2504 2.5362 34104 33927 neural network | °717 221 0.0291 0.0411 93.33%
6 23153 2.5324 3.2786 3.2126
7 2.5067 2.6807 3.0556 2.7665
8 2.3992 2.3987 3.6828 4.1690 follows:
9 2.3464 2.2005 3.5164 4.1102
1
fitness = ———— (25)
8000 1+err
Y T T T T T 300 9 . 9
S yi (1) oy (®)
A \\y@ll Ty )
7000 err = .
— 300 x 10

The value oferr indicates the mean square error (MSE) of the
recognition system. The initial values of the neural network pa-
rameters are randomly generated. For comparison, a traditional
feedforward neural network (ten-inputs—three-outputs) trained
by the GA is also used to recognize the patterns. The number of
hidden nodes of the proposed network Y and the traditional
network are seven and 16, respectively, which are chosen by trial
and error through experiments for good performance. The popu-
lation size is ten and the number of iterations to train the neural
network is 2000. The probability of crossover for the GA is set at
0.8 for both networks. The probabilities of mutation are setat 0.1

Fig. 5. Daily electric load forecast results on Sunday (week 13) obtained Wd 0.06 for the proposed and the traditional neural networks,

the proposed neural network (dotted line) and the traditional neural netwd@Spectively. After training, we use 600 (28() sets of data for
(dashed line), as compared with the actual load (solid line). testing. The results are tabulated in Table VII. From this table,

it can be seen that the training error and forecasting error of the
We can see that the forecasting result using the proposed neBfgPosed neural network are smaller. The recognition accuracy
network is better and good forecasting is obtained. of the proposed network is also better. When seven hidden nodes
for the proposed neural network and 16 hidden nodes for the
traditional neural network are used, the numbers of parameters
to be tuned are 125 and 227, respectively. The proposed neural
An application of pattern recognition by the proposefletwork has only 55% of the number of parameters of the
neural network will be presented in this section. Every poiffaditional neural network. Hence, the performance of proposed
on a two-dimensional plane is characterized by a number.qural network is better and fewer hidden nodes are needed.
ten-input—three-output neural network is used. The ten inputs
nodes,z;, 1 = 1, 2, ..., 10, are the numbers corresponding
to ten uniformly sampled points of the input pattern. Three
patterns are to be recognized: rectangle, triangle, and strai
line. We use 300 sets of tem sample points for each patt
to train the neural network. Hence, we have 900 (30()
sets of data for training. The three outputét), | = 1, 2, 3
are the output value of each pattern. A larger valuey,0f)
implies that the input pattern matches more closely the defin
class. For example, a larger(¢) implies that the input pattern
more likely is a rectangle. Referring to (9), the proposed neu
network used for the pattern recognition is governed by

6000

5000

loads in W

4000 -

3000 (- 4

2000 | | . I . . . . L L
2 4 6 8 10 12 14 16 18 20 22 24

hours

B. Pattern Recognition

VI. CONCLUSION

novel GA-based neural network has been proposed. Its
rameters can be tuned by a GA with arithmetic crossover and
nonuniform mutation. A novel neuron model with two activation
functions has been introduced. By employing this neuron model
in the hidden layer, the performance of the neural network is
g}jmd to be better than that of the traditional feedforward neural
network. Examples of a multi-inpuxor problem, sunspot
r1‘8|recasting, short-term daily home electric load forecasting, and
pattern recognition have been given. The performance of the
proposed neural network in these examples is good.

23
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