
Combination of Sliding Mode Controller and PI Controller using 
Fuzzy Logic Controller 

L. K. Wong' F. H. F. bung2 
Department of Electronic Engineering 

The Hong Kong Polytechnic University 
Hung Hom, Hong Kong 

P. K. S. Tam3 

Abstract - This paper proposes an approach to combine a 
sliding mode controller (SMC) and a PI controller using a 
fuzzy logic controller. An SMC can give good transient 
performance. However, the steady state performance is 
poor due to the presence of discontinuous control which 
causes chattering. On the other hand, a PI controller can 
offer zero steady state error. Hence, combining these two 
controllers by a fuzzy logic controller can combine their 
advantages and remove their disadvantages. Although the 
PI sub-system has one order higher than the SMC sub- 
system, the closed-loop system stability under the control 
of this fuzzy logic controller can still be proved by 
applying a new proposed method. An illustrative example 
shows that good transient and steady state responses can 
be obtained by applying the proposed controller. 

1. Introduction 

It is well known that sliding mode controllers (SMCs) are 
powerful devices for controlling non-linear systems with 
unknown disturbances [4-61. They offer good robustness 
and transient performances even in large-signal operation. 
However, since a discontinuous control action is involved, 
chattering exists which will degrade the steady state 
performance. One method to dleviate this drawback is to 
introduce a boundary layer about the sliding plane [5, 61. 
This method can give a chattering free output response, 
but a finite steady-state error must exist for a type-0 
system. There are two methods to achieve zero steady- 
state error: switching and integration. It is because under 
these two cases, the dc gain of the closed-loop system is 
infinity. Then the steady-state value of the control signal 
is not fixed by the steady-state values of the system states, 
but varied so as to drive the errors of the states to zero. 

The boundary layer method will give finite steady- 
state error because only proportional feedback (no integral 
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feedback nor switching) is used when the states are lying 
within the boundary layer. To eliminate steady-state 
error, a PI controller should be employed. This paper 
proposes a fuzzy logic controller (FLC) to combine an 
SMC and a PI controller. As the SMC and PI controllers 
can give good transient and steady-state performance 
respectively, the role of the FLC is to schedule them under 
different operation conditions [3]. System stability will be 
proved by a newly proposed stability analysis method [ 1, 
21. This method requires a common Lyapunov function 
for different sub-system. Here, a sub-system is the 
closed-loop system under the control of either the SMC or 
the PI controller only. One of the major difficulties in the 
stability analysis is that the PI sub-system is one order 
higher than the SMC sub-system. Consequently it is more 
difficult, as compared with that in [l,  31, to find a 
common Lyapunov function for both sub-systems. 
Fortunately, it can be proved that by properly designing 
the gain of the SMC and the location of the fuzzy levels, 
this problem can be solved. 

The stability analysis method will be reviewed in 
Section 2. Then the stability analysis procedure of the 
proposed FLC will be developed in Section 3. Although 
the stability proof seems complex, the design of the FLC 
is as easy as to follow a few formulae. Section 4 
illustrates the proposed FLC by a non-linear plant with 
external disturbances. Finally, a conclusion will be drawn 
in Section 5. 

2. Review of the stability analysis method 

2.1 Fuzzy logic control system 

Consider a single input n-th order non-linear system 
with external disturbances of the following form: 

x = f ( x )  + b(x)u + w (1) 
where x = [x,, x2, ......, x,lT is the state-vector,f(x) = &(x), 
fi(x),  ...... , fn(x)lT, b(x) = [bdx), Mx),  ...... , bn(x)lT are 
functions describing the dynamics of the plant, U is the 
control input of which the value is determined by an FLC, 
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and w = [wl ,  w2 ,......, wJT is the vector describing the 
external disturbances. It is assumed that the values of w1, 
w2, ......, w,, are unknown but constant and bounded by a 
positive constant vector w )  = [wbl, Wb2, e....., Wb,lT such that 
I w, I < wb, for all j = 1, 2,  ......, n. The i-th IF-THEN rule 
in the fuzzy rule base of the FLC is of the following form: 

Rule i: IF <premise i> THEN U = U,  (2) 
where <premise i> is the premise of rule i with a certain 
general input variable z; U = U ,  is the control output of rule 
i .  It can be a single value or a function of the state x .  The 
shape of the membership functions associated with the 
input fuzzy levels, the method of fuzzification, and the 
algorithm of rule inference can be arbitrary because they 
do not affect the stability analysis. A degree of 
membership p, E [0, 11 is obtained for each rule i .  It is 
assumed that for any z in the input universe of discourse 
2, there exists at least one p, among all rules that is non- 
zero. By applying the weighted sum defuzzification 
method, the overall output of the FLC is given by: 

k 

CpJul 
(3) ,=I U -  

1=1 

where k is the total number of rules. Here we need to 
define the following terms: activehnactive fuzzy rules, and 
active region of a fuzzy rule. 

Definition 2.1: For any input ~ € 2 ,  if the degree of 
membership p, corresponding to fuzzy rule i is zero, this 
fuzzy rule i is called an inactive fuzzy rule for the input z,; 
otherwise, it is called an active fuzzy rule. An active 
region of a fuzzy rule i is defined as a region ZrcZ such 
that its degree of membership p, is non-zero for all Z,E 2,. 

It should be noted that for any input zo, an inactive 
fuzzy rule will not affect the controller output U. Hence, 
(3) can be re-written so as to consider all active fuzzy 
rules (where p, f 0 for z = z,) only, 

k 

X P P ,  
(4) 

J=l,p,#O 
U =  

i P l  
l=I,p,#O 

Now, among all the control output U, for z = z, of the sub- 
systems corresponding to the active fuzzy rules, there 
exists a maximum value U,, and a minimum value U,,,. 
Then, 

i=l,p,tO < i=l,p,tO < i=l,p,+O - - k 

x p i  
i=l,p, #O 

k p i  
i=l,p,#O 

$pi 
;=1,p,+o 

& k 

i=l,p,#o i=l,p,#O 

* U,in 5 U I U", ( 5 )  
equality holds when ui = u,in = U". 

In conclusion, the overall FLC output is bounded by 
U,, and umin among ,the rules if the weighted sum 
defuzzification method is employed to derive U for any 
Z,€ 2. 

2.2 Stability analysis method 

The premise of the stability criterion in this paper is 
that on applying each rule to the plant individually, the 
closed-loop sub-system formed is stable in the sense of 
Lyapunov (ISL) in the rule's active region, and each rule 
shares a common quadratic Lyapunov function 
V(x)  = xT P x such that 

(6) 
i) V ( x )  is positive definite and continuously differentiable, 
ii) V ( x )  I O  in the rule' s active region 

For an input ~ ~ € 2 ,  let the maximum and minimum 
control signals among all active fuzzy rules be U,, and 
U,,, respectively. From (6), we have the sub-systems 
formed by these two rules satisfying the following 
conditions 

V ( x )  I o for z = zo, U = U,, 
V ( x )  I o for z = z,, U = umin 

(7) 
(8) 

Lemma 2.1: If a system in the form of (1) satisfies the 
premise of the stability criterion of (6), for all z,eZ, we 
have V ( x )  I 0 for UE [u,i,, U,,]. 

Proofi V ( x )  = xTPx  (9) 
* V(x)  = x TPx + x TPx 

V(x) = ( f ( x )  + b(x)u + wf Px + x P ( f ( x )  + b(x)u + w )  

(10) 
From (l), 

= F(x)  + B(x)u (11) 

B(x) = b(X)T P x + xT P b(x). 
where F(x) = (f(x) + w)' P x + xT P cfc.) + w), 

Note that both F(x) and B(x) are scalars. Then, two 
cases should be considered: B(x) is positive and B(x) is 
negative for z = z,. 
Case I: B(x) is positive 
By using condition (7), for z = ~0 and U = U,, 

V(x4 = F(x)  + B(x)u,,, 5 0 
(12) 

9 V(x)  = F(x) -I- B(x)u I 0 v U s U,, 
+ V ( X )  I O  for z = Z, and U E [Umin, 

Case 2: B(x) is negative 
By using condition (8), for z = z, and U = u,h 
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V(*$="* = F(x) + B(x)u,, I 0 
(13) 

3 V ( x )  = F(x)  + B(x)u I 0 v U 2 Umin 

j V ( x )  5 0 for z = z,, and UE [umin, U,,] (14) 

QED 
Theorem 2.1: Consider an FLC as described in section 

2.1, if every rule of the FLC applying to the plant of (1) 
individually gives a stable sub-system ISL in the active 
region of the fuzzy rule subject to a common Lyapunov 
function, and the defuzzification method is realized as 
given by (3), the whole fuzzy logic control system is 
stable ISL. 

Proof: It has been shown in (5) that for an arbitrary 
input ~ € 2 ,  the control output of an FLC is bounded by 
U- and U,, if the weighted sum defuzzification method 
is employed. Hence, if all sub-systems satisfy V ( x )  I O  
in the active regions of the rules, by Lemma 2.1, V(x )  I 0 
for all ~ € 2  and the closed-loop system is stable ISL 
under the control of the FLC. 

From (12) and (13), the lemma is proved. 

QED 

3. Combination of SMC and PI controller 

A sliding mode controller (SMC) and a PI controller is 
combined into a single FLC to control a plant of the form 
of (1). The input variable of the FLC is CT which is 
defined as 

o = s x  (15) 
where s = [SI, s2 ,......, s,] is a constant vector. It should be 
chosen such that when the system states x are in the 
sliding plane (i.e. U= 0), they will slide along the plane to 
the equilibrium point. In addition, we define a state v 
which will be used on analysing the system with the PI 
controller as follows: 

(16) 
odf when the PI controller is active 

v is constant when the PI controller is inactive 
Furthermore, define v, as the reference value of v. It is 

a constant to cancel out the effect of the unknown 
disturbance w when the sliding plane is hit. Hence we 
have 

{.=I 

SW 
v, =- 

ki 
where k; is a gain to be designed later. In practice, due to 
the integral action as given by (16), the state v will 
automatically become v, under proper design of the 
controller when the sliding plane is hit. It is not needed to 
know the value of v,. However, its maximum bound vrh 
can be evaluated as follows: 

(18) 

where max(sw) = lsll wbl + is21 wbz + ...... + Is,i wbn. Note 
that v,b is positive. To cany out the stability analysis, we 
arbitrarily choose an upper bound for v and define an 
error state e, as follows: 

I V i < l O V , b  (19) 
(20) 

max(s w )  

ki 
'rb = 

e,  = v, - v 
Then from (M), 

I-B when the PI controller is active 
(21) 

e' = { O  when the PI controller is inactive 
On the other hand, from (18), (19) and (20), 

i e, i < 11 vrb (22) 
To combine an SMC and a PI controller into a single 

FLC, the fuzzy rules of the FLC are defined as follows: 
Rule 1: IF o is  SM THEN U = u1 = (&)"(-sf- k; v - kp o) 
Rule 2: IF o i s  LR THEN U = u2 = (&)-'(-sf- kd sgn(o)) 
where SM and LR are membership functions as shown in 
Fig. 1, k;, k,, and kd are gains to be designed. 

To guaranteed the system stability by applying the 
stability analysis method discussed in Section 2, we need 
to establish a Lyapunov function V and ensure that V I 0 
in the active range of each rule. 

3.1 PI sub-system 

From Rule 1, (15) and (1) we have 

= kiev - k,v, - k,a+sw 
O = sf + sb(sb)-' (- sf - kiv - k , o )  + s w 

Hence, from (17), 

Also from (21), we have 
O = kiev - k , o  

The closed-loop sub-system behaves like a linear 
system. If the real part of all eigenvalues of AI are 
negative, we can define a symmetric positive definite 
matrix Q1 such that a unique symmetric positive definite 
matrix P can be found satisfying the following equation 
[61: 

(24) 
Hence, we can define a common Lyapunov function V 
such that 

AIT P + P A1 = -24, 

c - ,  
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Obviously from (24) and (25), V l O  such that this PI 
sub-system is stable. Moreover, since P is positive 
definite, p 1  and p4 must both be positive because the 
principle minors of P must be positive. 

3.2 SMC sub-system 

From (25), we have 

Also from Rule 2, (15)  and ( l ) ,  we have 
V = p,eviv  + p 2 0 i ,  + p2e,ci + p40ci 

6 = sw - k,sgn(o) 

(26) 

(27) 
To ensure that V l O  in this sub-system, we divide 

this active region into two sub-regions. With reference to 
Fig. 1, the two sub-regions are defined by I CT I 2 m2 and 
m 1 < I o l < m 2 .  
Case I :  I ( T I  2 m2 
From (21), e, = 0 .  Then (26) can be reduced to 

V = p2eYci + p40ci (28) 

k d  > ki vrb (29) 
m2 > 1 1  vrb (30) 

lP2l < P4 (31) 

It can be proved that if 

(28) is negative. Hence, V < 0  can be satisfied by 
properly designing k,l, ki, k,, and QI. The detailed proof is 
given in Appendix A. 
Case 2: inl c I ol < m2 
From (21), e,  = -0 . Then (26) becomes 

V = -p le ,o  - p 2 0 2  + p2e,ci + p 4 0 6  (32) 
The conditions for (32) to be negative are 

k ,  =2k, 
P4 

(33) 

(34) 

where kD = ( 1  1 p 1  vrb + lp21 m2 + p4 ki vrh). The derivations 
of (33) and (34) are given in Appendix B. 

In conclusion, to ensure the system stability of the 
SMC sub-system under the Lyapunov function of (25), we 
firstly need to select ki, k,, and Q1 to satisfy (3 1) and select 
4, m1, and m2 according to (29), (30), (33) and (34). 
Then, both the PI sub-system and the SMC sub-system are 
stable ISL. By Theorem 2.1, the closed-loop system 
under the control of the FXC is stable. 

kiVrh 2 
kD P 4  

and m1 = 11vrblp21(-+-) 

4. Illustrative example 

Consider a non-linear system of the form (1) as 
follows: 

x = f ( x )  + b(x)u + w 

LR 

P 

1 I SM LR 

-m, -m, 0 m, m, 
Fig. 1. Membership functions 

x2 

2/3-0.1 C O S ~ ( X , )  

wherex = [I:], f ( x )  = 19.8 sin(x,) - 0.05~; sin(2x1) 

0 

2 / 3 - 0.1 C O S ~ ( X ~ )  
b(x) = [ - 0 . 1  cos(x,) ] and w = [ :2] . 

0 

2 / 3 - 0.1 C O S ~ ( X ~ )  
b(x) = [ - 0 . 1  cos(x,) ] and w = [ :2] . 

The magnitude of w2 is less than 1 .  The control 
objective is to regulate x to 0. Consider the FLC as 
described in Section 3. Define 

s = [ l  0.11 (35) 
It is obviously that the sliding plane CT = 0 is stable. Also 
we have 

max(s w) = 0.1 (36) 
r-2 0 I 

Moreover, let ki = 2, k,, = 5 and Q, =I 1, from 
0 -200 

(24) we have p I  = 85.4, p2 = -1  and p4 = 40.2. Also from 
(18) and (36), vrb = 0.05. Besides, let m2 = 0.6 > llvrb 
which satisfies (30). Then from (33) and (34), kd = 2.567 
and ml = 0.0284. Choose w2 = 1 ,  the transient responses 
of XI and x2 are shown in Fig. 2 and Fig. 3 respectively 
under the control of the FLC and an SMC (i.e. only using 
Rule 2). The initial state x(0) = [ 1 0IT. Both systems are 
stable and have zero steady state error even when 
disturbances are present. From Fig. 2, it can be seen that 
the one using FLC has a small under-shoot and a slightly 
longer setteling time. However, as shown in Fig. 3, 
chattering exists when using the SMC alone. Hence, the 
steady-state performance of the system is improved by the 
proposed FLC 

5. Conclusion 

An approach to combine a sliding mode controller and 
a PI controller into a single fuzzy logic controller is 
proposed in this paper. The role of the fuzzy logic 
controller is to schedule different control action according 
to the operation conditions. Although the PI sub-system is 
one order higher than the SMC sub-system, the conditions 
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ti&S 

Fig. 3. Time response of x,(rad s-I) 

for obtaining a stable closed-loop system are derived. 
This combined controller is applied to a non-linear plant 
with disturbances to show its merits. It is found that both 
good transient response and zero steady-state error can be 
obtained by applying this controller. 
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Appendix A 

It will be proved in this appendix that (28) will be 
negative if the following three conditions are satisfied: 

kd  > k, vrb 
m2 > 11 v,b 

IPzI<P4 

06 = (TSW -ok,sgn(o) 
5 ISWllOl - k d  101 

Proof From (27), 

From (29) and (18), 

Hence, 

Also, since I 0 I 2 m2 for case 1. Then from (30) and 
(22), 

I 0 1  > I e, I (A21 
Hence, consider (28), 

kd > ki vrb = max(s w )  

O&<O (AI) 

V = p,e,ir + p 4 a 6  
I Ipze,cj + p40& 
= IP2ue"pl+ P4(TcJ 
c Ip2flo61+ p4m+ (from ( ~ 2 ) )  
= J ~ 2 n 0 4 -  ~ 4 1 0 4  (from (AI)) 
< O  (from (3 1)) 

QED 

Appendix B 

For ml < I 0 1  e m2, e, = -0. Then from (26) and (27), 
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V = -ple,o - p202 + p2e,& + p40& 
= -ple,o- p202 + p2e,&+ p40sw - p,k,lol ( B l )  
5 )almax(-ple, - p20 + p4 sw) - p4kdlol + PA& 

Then let kD = ( 1  1 p 1  Vrb + bzl mz + p4 k; vrh) and kd = - 
as in (33), from (22) and ( 1 0  

2kD 
P4 

1 1  p1 vrb >PI levi 
p4 ki vrb = max(p, s w) 

Also, m2 > Id 
Then kD = ( 1  1 Vrb + b21 m2 + p4 kj vrb) 

> p1 levi+ lpz ol + maxb4 s w) 
2 max(-pl e, - pz o + p4 s w). 

Hence, (B 1) becomes 
v 5 kDlol- 2 k D J ~ l +  p2e,c? 

= -kDlol + p2e,& 

A sufficient condition for V I O  is 
max(p,e,c?) 

kD 
Since I o I > ml, (B2)  can be satisfied by letting 

m, = m=(p,e,ir) 
kL-J 

which gives condition (34). 
(33) and (34) ensure that V I O  . 

In conclusion, conditions 
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