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f Abstract—n this paper, multiple-access techniques for use with chaos
3 shift keying (CSK) and differential CSK under a noisy condition are an-
0 alyzed using a discrete-time approach. A mixed analysis-simulation tech-
c2=(1 0 1 0 0514 1.354294) nique is _developed to calculate the bit error rates (BE_Rs). When certain
assumptions are made, closed-form analytical expressions of the BERs are
11 0 00 0 found.
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0 Chaos-based spread-spectrum communication techniques have
1 emerged rapidly during the last decade, and much research effort has
1 been devoted to the development of analog and digital chaos-based
by = (“) communication systems that can achieve performance comparable
5 to the existing communication systems. Typically, in a digital
g chaos-based communication system, digital symbols are mapped to

nonperiodic chaotic basis functions [1]-[4].

Multiple access is an important requirement for spread-spectrum
communication. For chaos-based systems, only a few multiple-access
schemes have been proposed. For instance, a method based on multi-
plexing chaotic signals has been proposed by Carroll and Pecora [5],

V. CONCLUSION and some chaos-based approaches for generating spreading codes have
o ) o ] been applied to conventional CDMA systems [6]—[8]. Furthermore,

In this brief, we provided a generfatite step proceduréor checking  jtiple access using differential chaos shift keying (DCSK) has been
the nonnegativity of the impulse-response sequencs f), which jnyroduced by Kennedgt al. [2] and [9], and the multiple-access ca-
answers an open pro_l:_)lem ral_sed_ in [1]. For primitive transfe_r fU”Ct'Oﬁﬁbility of frequency-modulated DCSK (FM-DCSK) has been studied
anew method of positive realization was proposed by reducing the pg|2 jakoet al. [10]. Recently, an alternative multiple-access technique
order of the dominant pole. for use with DCSK has been proposed by letal.[11]. Only a pre-

liminary study of the performance of this scheme under a noise-free
REFERENCES environment has been given.

A positive realization of the originall (2) is then possible to con-
struct as in [4] or [8].
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Fig. 1. MA-CSK communication system.

In this paper, we investigate in depth, using a discrete-time approadbcoded symbol for th¢th user, denoted bgi%), is determined ac-
a CSK system with multiple users, as well as the multiple-access DC8#rding to following rule:
(MA-DCSK) system proposed by Laet al. [11]. It is assumed that
the amplitude of the carrier is modulated by the chaotic signals (aq%)
plitude modulation) and we analyze the system using the equivalent -

. . mf3 ..
baseband model [12], [13]. A mixed analysis-simulation (MAS) tech- +1 if zfj)q = m;z{,?) — rkfﬁ?) >0
nique is developed to calculate the bit error rates (BERS). When certain “:(’"—;W“ ‘71(7"—;)@“
as_sumptions h_old, analytical express_ions forthe BERs canalsobe ob-| _; 47% _ & mf?gf) _ ’f; rk-if) <0.
tained. In Sections Il and lll, the multiple-access CSK (MA-CSK) and k=(m—1)3+1 k=(m—1)8+1
MA-DCSK systems are described and the corresponding BER equa- (2)

tions are derived. Results found by the MAS method and the analytical
method are compared with simulations in Section IV.

C. Derivation of BER

Il. ANALYSIS OF MA-CSK SysTEMS Consider thejth user. Without loss of generality, we consider the

A. Transmitter Structure probability of ((ar)ror (fc§r tkze firs(t )symbol.(For brevity, the subscripts of
! Do Ao "6 ) DSUL
We consider a MA-CSK communication system withusers, as the variablesty’, din’, &5, ¢, and =7 are omitted. If *1" is

shown in Fig. 1. A discrete-time approach will be adopted in the folransmitted for usey, i.e.,d’ = +1 and v = 2, itis readily
lowing analysis. In the transmitter of thiéh user, a pair of chaotic shown that the mean value of)|(d") = +1) equals

sequences, denoted l@y&?} and{;irgj)}, are generated by a chaotic

map with different initial conditions. We also assume that the mean E [z(j) (d(j) _ +1)] _ 4E {(i(]-))z] 3)
value of each of the chaotic sequences is zero in order to avoid trans- / R ’

mitting any dc component which is a waste of power. Denoterikie

transmitted symbol for théth user byd') € {_—__1, +1} and assume Also, the variance of ) [(d) = +1) is given by

that “—1" and “+1"” occur with equal probabilities for all users. De-

fine the spreading facto? as the number of chaotic samples used to _ ,

transmit one binary symbol. During theth bit duration, i.e., for time var [2(") (d(‘j) = —|—1)]
E=(m-1)8+1,(m—1)3+2,...,mp3, the output of the trans- ‘ 8 B ) ‘
mitter of useri, v\, is -3 [ NON NOA O
v = fvar (rk ) +) ) cov (rk ) ,(,r, )

k=11=1
k#L
. NORETISIO)
G _ &7 ifdy =41 1 ) N2
v, = N p p A~
Pt e O em|E)]
8 8 o
The overall transmitted signal of the whole system at iygenoted by +Y Y E’ [@2”@5”]
vk, is derived by summing the signals of all users, tg.= Zf.\':l 'US) . IZ; =1
. . 2 N .. 2
B. Receiver Structure + 28E [(rij)) } > E {(r&l)) }
The received signal, denoted by, is given byr;, = v + &, where ;1
&« denotes the additive white Gaussian noise with zero mean and vari- N B g !
ance (power spectral densitf)o /2. Assume that synchronized ver- . ' [,ﬁu)fu)]
. . ? p +2 E|z, %
sions of the chaotic sngna[s%%)} and{:bgj)} can be reproduced at the ; I; ; B
receiver. The detection essentially involves correlating the incoming ikl
signal with the locally regenerated chaotic signals and sampling the L(5) A () P ()2
outputs of the correlators at the end of each symbol durationnithe x B [mk 1 } + ONoE ('T’k ) : “)
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Likewise, we can find.()|(d") = —1) and confirm that EEREE: IENEDEE
User 1
| ' | =
E I:Z(j) ((I(Ji) _ _1):| - _E |:Z(j) (d(:i) — +1>:| (5) Fi1 Fi2 Fi3
var I:Z(j) (d(j) _ _1):| —var |:Z(j) (d(j) _ +1):| ' (6) User 2 ! Rz I R,z | D1 l D2 ! Ry 3 I R4 I D33 I D34 !
! Fa1 ! Fa2 !
Sincez|(d) = +1) and=|(d?) = —1) are the sum of a large
number of random variables, we assume that both of them are normi
distributed. The BER for usercan thus be computed from [ Rn1 l | Rn,N I D, 1 IDN,N IRN,N“]
User N | I
BER(]) — %PI’Ob(:U) <0 ‘ (d(f) — +1)) " Fn1 ! Fn2
1 () ) _
+ §Pr0b(4 >0 (d - _1)) Legend: mith set of chaos reference samples for User ¢

E [;(n (dm - +1)]
2 V2var[z0) [(d0) = +1)]

mith set of chaos date samples for User ¢

E,m

mth data frame for User ¢

where erf¢.) is the complementary error function [13].

1) MAS Technique:To find the BER, we can first attain the
values of the terms (expected values, variances and covariances) on L ) .
the right-hand side of (3) and (3) by numerical simulations. Then, '9- 3 shows an MA-DCSK communication system in a dis-
the values ofE[:?|(d) = +1)] and vaf:)|(d) = +1)] can f:rete-tlme mode. In the trapsmltter of u)m user, a chaotic map
be computed and substituted into (7) to get the BER. Since bdthused to generate a chaotic seque{_w% I with zero mean. The
numerical simulation and analytical method are involved in obtainin“gs]aOtIC maps for different users are different in general. Assume that

Fig. 2. Transmission scheme for the MA-DCSK communication system.

the BER, we refer to it as the MAS technique.

2) Analytical BERs: To ensure that all users are treated equally,

assume that all users transmit ovvith equal average pdwerurther, if
both the autovariance ({f(;i:&j))‘} and the autocorrelation ({f;i'gj)}
vanish, i.e.,

« chaotic samples are sent in each dlspreading factor= 2a).

Wgonsider the transmitted signal of useduring themth time slot.

Denote the output of the transmitter b{/:’. If the slot is a reference
sample slotyfj) = xi‘). If the slot corresponds to a data sample slot
sending a binary symboH“1”, yg) = :vﬁjli . Otherwise, if the slot

C?Srespon(d)s to a data sample slot sending a binary symbaf,*

N2 N2 vy’ = —a”,, . Thus, for thenth time slot of usef, we define:!s) as
cov{(;egf)) ./(;35”) ] =0, kAl ® §
E[i0a] =0 k#t ©) o A ity =l 1
W =9 £ () _ () (1)
1, ify,” =—x.7,
the analytical BER for usef can be reduced to

) wherel = 0 for reference samples, add= i« for data samples.

- o) 922N — -1z Therefore, the transmitted signal of useluring themth time slot can

Gy 1 20 22N 1)  _(E, : g 9
BERZsK. 1= zerfc 7 T3 2N, (10)  be represented by

g =alle)

where??) = varf(2{)’]/P? = va(2{")"1/E*[(3()"], andE, = k=(m=Da+L(m-Da+2,...,ma (12)

3 Ps represents the average bit energy.
Finally, if all users employ the same map that generate sequen@ég overall transmitted signal at tinke denoted by, equalsy;, =
satisfying (8) and (9), the valueB”) will become identical and all S>Y (",
users will have the same BER.
B. Receiver Structure

Il ANALYSIS OF MA-DCSK SysTEMS At time k, the received signak,, is given byr, = y, + &. For

each user, the signal received during a reference sample slot will cor-

In a MA-DCSK system, to avoid excessive interference, and henéglate with the signal at the corresponding data sample slot. Depending
’ ' ] whether the output is larger or smaller than the threshole; & *

misdetection, the separation between the reference and data samples’ ~". : X
must be different for different users. A multiple-access scheme %ersce_ivlerlfsii%c\)/?rfd. In Fig. 3, a block diagram of a DCSK correlator
been proposed by Laet al. [11] where the separation between th : ' TON
refereﬁcepand dat):el samplesF dilfers for differer?t users, as illustrated irP efine theuth sub-state of the system at tith slot byAﬁn), €.,

Fig. 2.

Suppose there ar€ users in the system. Define a superframe as the
minimum number of slots within which alV users transmit an inte-
gral number of frames. Within one superframe, denote the number of
frames sent by userby ff\,f). From now on, we restrict our discus- Consider thgth user and the received signal during théh time slot.
sion to one superframe which is assumed to coraip slots, where Sug)pose the slot corresponds to a reference sample slot for, user
OIN, = NfM = (N =) fV 0 = =25 = (). a'?) = +1. These reference samples will correlate with the received

A. Frame Structure of the Transmitted Signal

AW = el a0 )
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Fig. 3. MA-DCSK communication system.

sampleg slots Iater i.e., thém+j)thslot. The output of the correlator, where U € {-1,+1} and 5 is the set of slot numbers cor-

denoted by:m w A a) = =41, afn+7) is given by respondlng to the reference slots of ugeover one superframe.
) Define B(4m 2 + ) as the average probability of occurrence of
() A(J) A0 G) — = 41,4 5 G A J
“m m s At Gm m+J (A,Z,, .,A,,7L+ ) over all reference slots, i.e.,
mao N N
_ Z <ZU§<”) —|—Ek> (Z 1/,;320] +£k+r\]> ,
k=(m—1)a+1 \u=1 = f;(4g>,4ggj)- v > Prob(A%>H4g+J) 17)
S S, NORNE) - omes
= Z Z Z A a7n+7 wk’-‘ruj—ll.
u=1lv=1k=(m—1)a+1 5
e Thus, (16) can be rewritten as
+ Z Z an‘f)Tﬁz Ebtag
u=1k=(m—1)a+1 (7)) _ 1
N mo BER - E Z Z
+Z ag;)ﬂ 5;20] N €1 4(3)€U<N 1) 4 €U(N 1)
v=1 k=(m—1)a+1 .
+ Z Ekktaj (14) X §erfc
k=(m—1)a+1 \/QVar |:/§1(rjz) dEsz) — +1:|
wherel; =0 (i = 1,2,..., N) for reference samples, ahd= i« for _ »
data samples. The decoded symbol corresponding to this pair of time 1 -E [25,’1) a9 = —1]
slots, denoted by, is determined according to the following rule: +§erfc
e : 2var[ 49 = 1]
+1, if =) (4(“ AYL Laf) = +1,af,{)+j) >0
) = ' G F0)
if 200 (A9 A0 46 ) x B (Am A ) (18)
—1, if =Y (41 A9 a4 +4,a¢+7) <0. &
(15)
o 1) MAS Technique:As in the MA-CSK case, we find out the
C. Derivation of BER required expected values, variances and covariances by numerical
Denote the blnary symbol transmltted by tfth user in theim +  simulations. The values df[z$)|d%) = +1], B[z{ 4 = —1],
jthslotbydy ,ie.al}) , = d% . Using a likewise procedure as invar(z?|d% = +1] and vafz'?’|d};’ = —1] are then computed and
Section II, it is readily shown that the average BER for ys&ER?),  put into (18) to obtain the BER.
is (for details, refer to [14]) 2) Analytical BER: As in Section [I-C2, we assume that all users
) transmit with equal average powét. Assume that the chaotic se-
BER” = —g Z Z Z qguence generated by usz’er{ng)}, satisfies the following conditions:

mes(d) 1D er(n— 1);1(1')+_€U(N—1)
mTJ

EN E [ 29 dD = +1} cov {(r(k‘))z (IS,‘))Z] =E [(IS))Q (:cgf))?
2 \/2var[ 0 [d = +1] B {(T}C))Z} E {(ln))z}
. E[EVJL) dfi):—l} =0, k#n (19)
+§erfc o E [LEJ) t,f)] =0, k#n (20)
. ~0G) | 4) _
\/Zvar [Mn i = _1] E [;vg):vwm:vwru:vwre] =0 Ve, 8 eIt and
x Prob(A(), A1) ) (16) 0<k<p<. 1)
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TABLE | 1OE+00
STATISTICAL PROPERTIES OF THENORMALIZED CHAOTIC SEQUENCES

1.OE-01

[ Logistic map Cubic map Bernoulli-shift map

Elzy] 0 0 0

E[z?] 1 1 1 10802

E[z}] 0 0 0 "

var[zg| 1 1 1 = X

var[z2] 0.5 0.5 0.9874 10503 e

o]

Then, (18) can be readily simplified to

results
) 1 200 2(N? 1)
e T
1 Ey/N, indB
. s —1 b Eb —2 2
+4N <TU) + 20 <No) } (22) Fig. 4. BER versu€, /N in a three-user MA-CSK system. Cubic map is
used ang3 = 100.

where¥) = var{(+{"))")/P? = var(+{")")/E*((2{")"] and E, = somean
2a P, denotes the average bit energy.

In addition to the statistical properties given in (19) to (21), if all o
users employ the same map, the value¥6? are now identical and LOEDL 3
all users will have the same bit error performance. T

1.0E02 \\ T =
IV. RESULTS AND DISCUSSIONS & — ao
a - . RN

The following maps are used in our simulations. L0E03 +— _ \ Ny

5) Logistic map:r,y1 = 27 — 1 = : \ e

6) Cubic mapzry+1 = 4z} — 3$k1 ) . A . - -

- 2x 4+ 1, whenz, < OE04 31— cubicmap

7) Bernoulli-shift mapzr+1 = { 1.22 — 1, whenz, >0.  } U Bemoull-shift mep
In the simulations, the chaotic sequences are normalized before 1 4 lgstomp ; ' ,
transmission. The statistical properties of the normalized sequences 0 4 8 12 16 2
are shown in Table 1. Based on the invariant distribution of the logistic Ey/N, indB

map and the cubic map [15], it is readily Shc.)wn that th.e (.:haoq:cl . 5. Simulated BER versu&, /N, in a three-user MA-CSK system.
sequences generated from these two maps satisfy the statistical PEQRic map, Bernoulli-shift map and logistic map are used, respectively.
erties assumed in (8), (9), and (19) to (21). Also, due to the shortage= 100.

of space, we only present the results in which all chaotic signals are

generated by the same map but with different initial conditions. (For

other related results, please refer to Lau and Tse [14].) LB

A. MA-CSK System

&

In the first simulation, the cubic map is used with a spreading factor o501 »\N\
of 100. In Fig. 4, the BERs are plotted agaifigt/ N, for a three-user ' : e
system. It can be seen that both the MAS and the analytical results " TNy
are in good agreement with the brute-force (BF) simulated results.  ® "] o RN
In Fig. 5, we present the BF simulated BERs agaifisf N, for \\
the cases corresponding to different choices of chaotic maps. It is %% =
found that the chaotic sequences generated by the Bernoulli-shift
map produce a higher BER, while the BERs of the users using cubic
map and logistic map are the same. One reason is that the value
of var[z}] is larger for the normalized chaotic sequences generated 10803
from the Bernoulli-shift map compared with that of the cubic map
and logistic map (see Table 1).

10 2 1 16 18 20
Ey/N, indB

Fig. 6. BER versug, /N, in athree-user DCSK system. Cubic map is used
B. MA-DCSK System anda = 100.
We consider the results for a three-user MA-DCSK system in
which all chaotic sequences are generated from the cubic map witBernoulli-shift map, cubic map and logistic map are used, respec-
spreading factor of 200« = 100). As shown in Fig. 6, all methods tively. It can be observed that using Bernoulli-shift map produces
give consistent results. Next, we compare the BF simulated BERshigher BER compared with the other two cases. One possible
for different choices of chaotic maps. Fig. 7 shows the results whegason is that the value of Vag] is larger for the Bernoulli-shift

Authorized licensed use limited to: Hong Kong Polytechnic University. Downloaded on December 18, 2008 at 20:47 from IEEE Xplore. Restrictions apply.



IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: FUNDAMENTAL THEORY AND APPLICATIONS, VOL. 50, NO. 5, MAY 2003

L0E+00 [2]
= [3]
LOE01 \
- ....-:-.-.....?.;'..'i : [4]
g = S ——
\ [5]
1.0E-02 | ’
. = [6]
~———— cubic map
....... Bemoull-shift map
A logistic mep [7]
1.0E-03 ; |
lo : - - 18 »

Ey/N, indB
o/ No in 8]
Fig. 7. Simulated BER versu¥, /N, in a three-user DCSK system.

Bernoulli-shift map, cubic map and logistic map are used, respectively. 9]
a = 100.

1.0E+00
[10]
\ / [11]
1.0E-01 N —
o % [12]
&
[13]
1.0B02 — A ‘
X [14]
—E,/Ny=16dB N - 7
....... Eb/No” 18dB ‘\\ i'! g
—-—--Ey/Ny=20dB kel [15]
1.0E-03 ;
1 10 100 1000 10000

Spreading factor (28) in log scale
(16]
Fig.8. Analytical BER versus spreading fac{@o) under different&, /N,
in a three-user DCSK system. Logistic map is used.

map. Finally, assuming the logistic map is used,we plot the analyt-

ical BER against the spreading fact@«) under differentF, /Ny

for a three-user system. Fig. 8 shows that when the spreading factor
increases initially, the BER improves. After the spreading factor has

reached an optimum value, increasing the spreading factor further
will deteriorate the BER.

V. CONCLUSION

In this paper, two multiple-access techniques for use with CSK and
DCSK under a noisy condition are analyzed thoroughly. An MAS tech-
nigue and an analytical method are developed to derive the BERs. The
techniques developed are applicable to other multiple-access schemes.
Finally, the DCSK scheme is known to be suboptimal in the ampli-
tude modulated version. An extension of the present numerical analysis
to the FM-DCSK scheme and the multiple-access FM-DCSK scheme
based on Walsh functions [16] would also be worth studying.
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