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#### Abstract

This paper studies the two-machine flowshop scheduling problem with anticipatory setup times and an availability constraint imposed on only one of the machines where interrupted jobs can resume their operations. We present two heuristics and show that their worst-case error bounds are no larger than $2 / 3$.
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## 1. Introduction

Machine scheduling problems with availability constraints motivated by preventive maintenance have received increasing attention from researchers. The studies in the literature on this topic mainly deal with three situations, namely resumable, nonresumable, and semiresumable. If a job cannot be finished before the unavailable period of a machine and the job can continue after the machine becomes available again, it is called resumable. On the other hand, if the job has to restart rather than continue, the situation is called nonresumable. If the unfinished job will have to partially restart after the machine becomes available again, the situation is called semiresumable. The recent research results on this subject can be found in the review papers by Lee et al. [1], Sanlaville and Schmidt [2], and Schmidt [3].

The two-machine flowshop scheduling problem with availability constraints was first studied by Lee [4]. Under the resumable assumption, he proved that the problem is NP-hard when an availability constraint is imposed on only one machine and proposed a pseudo-polynomial dynamic programming algorithm to solve the problem optimally. He also developed two heuristics. The first heuristic is for solving the problem where the availability constraint is imposed on machine 1 , which has a worst-case error bound of $1 / 2$. The second heuristic is for solving the problem where the availability constraint is imposed on machine 2, which has a worst-case error bound of $1 / 3$. Lee [5] further studied the semiresumable case and developed a pseudo-polynomial dynamic programming algorithm and heuristics. For the resumable case, Cheng and Wang [6] developed an improved heuristic when the availability constraint is imposed on the first machine, and the heuristic has a worst-case error bound of $1 / 3$. Breit [7] presented an improved heuristic for the problem with an availability constraint only on the second machine and showed that the heuristic has a worst-case error bound of $1 / 4$. Cheng and Wang [8] considered a special case of the problem where the availability constraint is imposed on each machine, and the two availability constraints are consecutive. They developed a heuristic and showed that it has a worst-case error bound of $2 / 3$ for the nonresumable situation. In addition, the two-machine flowshop scheduling problem with availability
constraints has also been studied under the no-wait processing environment by Cheng and Liu [9, 10]. For the general flowshop scheduling problem with availability constraints, Aggoune [11] proposed a heuristic based on a genetic algorithm and a tabu search.

In all the above-mentioned flowshop scheduling models, setup times are not considered; in other words, setup times are assumed to be included in processing times. However, in many industrial settings, it is necessary to treat setup times as separated from processing times (see, for example, [12, 13]). In this paper we consider the two-machine flowshop scheduling problem with anticipatory setup times, where the availability constraint is imposed on only one machine. The setup times are anticipatory, i.e., the setup for the second operation of any job on machine 2 can start before the completion of its first operation on machine 1 whenever there is some idle time on machine 2 . We assume that the processing order of jobs is the same on each machine. That is, we confine ourselves to finding solutions that are permutation schedules for the problem. We also assume that all the jobs and their setups are resumable. The objective is to minimize the makespan. It is evident from Lee [4] that our problem is NP-hard. In the next section, we introduce the notation and some preliminaries. In Sections 3 and 4, we study the cases where the availability constraint is imposed on machines 1 and 2 , respectively. Some concluding remarks are given in the last section.

## 2. Notation and preliminaries

For the problem under consideration, we introduce the following notation to be used throughout this paper.
$S=\left\{J_{1}, \cdots, J_{n}\right\}:$ a set of $n$ jobs;
$M_{1}, M_{2}$ : machine 1 and machine 2;
$\Delta_{l}=t_{l}-s_{l}$ : the length of the unavailable interval on $M_{l}$, where $M_{l}$ is unavailable from time $s_{l}$ to $t_{l}, \quad 0 \leq s_{l} \leq t_{l}, l=1,2$;
$s_{i}^{1}, s_{i}^{2}$ : setup times of $J_{i}$ on $M_{l}$ and $M_{2}$, respectively, where $s_{i}^{1}>0, s_{i}^{2}>0$;
$a_{i}, b_{i}$ : processing times of $J_{i}$ on $M_{l}$ and $M_{2}$, respectively, where $a_{i}>0, b_{i}>0$;
$\pi=\left[J_{\pi(1)}, \cdots, J_{\pi(n)}\right]$ : a permutation schedule, where $J_{\pi(i)}$ is the $i$ th job in $\pi$;
$\pi^{*}$ : an optimal schedule;
$C_{\mathrm{Hx}}$ : the makespan yielded by heuristic Hx ;
$C^{*}$ : the optimal makespan.
Following the notation of Lee [1], we denote the problem under study as F2/setup, $r-a\left(M_{l}\right) / C_{m a x}$, i.e., the makespan minimization problem in a two-machine flowshop with setup times and a resumable availability constraint on $M_{l}$. As an example, consider a problem instance of $F 2 /$ setup, $r-a\left(M_{I}\right) / C_{\max }$ with $n=3$. Let $s_{1}^{1}=2$, $s_{1}^{2}=3, a_{1}=8, b_{1}=5, s_{2}^{1}=6, s_{2}^{2}=10, a_{2}=5, b_{2}=4, s_{3}^{1}=5, s_{3}^{2}=7, a_{3}=3$, $b_{3}=6, s_{1}=19$, and $t_{1}=26$. A schedule $\pi=\left[J_{1}, J_{2}, J_{3}\right]$ for the instance is shown in Fig. 1.

The classical two-machine permutation flowshop scheduling problem with setup times, denoted as $F 2 /$ permu, setup $/ C_{m a x}$, can be optimally solved by the Yoshida and Hitomi algorithm (YHA) in $\mathrm{O}(n \log n)$ time [14]. YHA works in the following manner:

Divide $S$ into two disjoint subsets $A$ and $B$, where $A=\left\{J_{i} \mid s_{i}^{1}+a_{i}-s_{i}^{2} \leq b_{i}\right\}$ and $B=\left\{J_{i} \mid s_{i}^{1}+a_{i}-s_{i}^{2}>b_{i}\right\}$. Sequence the jobs in $A$ in nondecreasing order of $s_{i}^{1}+a_{i}-s_{i}^{2}$ and the jobs in $B$ in nonincreasing order of $b_{i}$. Arrange the ordered subset $A$ first, followed by the ordered subset $B$.

## 3. The unavailable interval is on $M_{1}$

In this section we develop a heuristic for the problem $F 2 /$ setup, $r-a\left(M_{I}\right) / C_{\max }$ and evaluate its worst-case error bound. The basic ideas of our heuristic are to combine a few simple heuristic rules and then improve the schedules by re-arranging the order of some special jobs with large setup times or large processing times on $M_{2}$ in different situations.

Heuristic H1:
(1) Find jobs $J_{p}$ and $J_{q}$ such that

$$
s_{p}^{2}+b_{p} \geq s_{q}^{2}+b_{q} \geq \max \left\{s_{i}^{2}+b_{i} \mid J_{i} \in S \backslash\left\{J_{p}, J_{q}\right\}\right\} .
$$

(2) Sequence the jobs by YHA. Let the corresponding schedule be $\pi_{1}$ and the corresponding makespan be $C_{\max }\left(\pi_{1}\right)$.
(3) Sequence the jobs in nonincreasing order of $\left(s_{i}^{2}+b_{i}\right) /\left(s_{i}^{1}+a_{i}\right)$. Let the schedule be $\pi_{2}$ and the corresponding makespan be $C_{\max }\left(\pi_{2}\right)$.
(4) Place job $J_{p}$ in the first position and keep the other $n-1$ jobs in the same positions as those in Step (3). Let the corresponding schedule be $\pi_{3}$.
(5) If $\left(s_{p}^{1}+a_{p}\right)+\left(s_{q}^{1}+a_{q}\right) \leq s_{1}$, then sequence jobs $J_{p}$ and $J_{q}$ as the first two jobs such that the completion time of the last one is minimized. The remaining $n-2$ jobs are sequenced randomly. Let the corresponding schedule be $\pi_{4}$.
(6) Select the schedule with the minimum makespan from the above four schedules. Let $C_{\mathrm{H} 1}=\min \left\{C_{\max }\left(\pi_{1}\right), C_{\max }\left(\pi_{2}\right), C_{\max }\left(\pi_{3}\right), C_{\max }\left(\pi_{4}\right)\right\}$.

The time complexity of Heuristic H 1 is $\mathrm{O}(n \operatorname{logn})$. In the following, we analyze the performance bound of Heuristic H1.

Let $\pi$ be a schedule for the problem $F 2 /$ setup, $r-a\left(M_{1}\right) / C_{\max }$. We define the critical job $J_{\pi(k)}$ in $\pi$ as the last job in $\pi$ such that its starting time on $M_{2}$ is equal to its finishing time on $M_{1}$.

Lemma 1. For schedule $\pi_{2}$ defined in Step (3) of Heuristic H1, we assume that the completion time of the critical job $J_{\pi_{2}(k)}$ on $M_{1}$ is $t$, and let $J_{\pi(v)}$ be the last job that finishes no later than time $t$ on $M_{l}$ in a schedule $\pi$. The following inequality holds:

$$
C_{\max }\left(\pi_{2}\right) \leq C_{\max }(\pi)+b_{\pi_{2}(k)}+s_{\pi(v+1)}^{2} .
$$

Proof For schedule $\pi_{2}$, its makespan is

$$
\begin{equation*}
C_{\max }\left(\pi_{2}\right)=t+b_{\pi_{2}(k)}+\sum_{j=k+1}^{n}\left(s_{\pi_{2}(j)}^{2}+b_{\pi_{2}(j)}\right) . \tag{1}
\end{equation*}
$$

Under the assumption of Lemma 1, we have

$$
\sum_{j=1}^{v}\left(s_{\pi(j)}^{1}+a_{\pi(j)}\right) \leq \sum_{j=1}^{k}\left(s_{\pi_{2}(j)}^{1}+a_{\pi_{2}(j)}\right),
$$

then

$$
\begin{equation*}
\sum_{j=v+1}^{n}\left(s_{\pi(j)}^{1}+a_{\pi(j)}\right) \geq \sum_{j=k+1}^{n}\left(s_{\pi_{2}(j)}^{1}+a_{\pi_{2}(j)}\right) \tag{2}
\end{equation*}
$$

Since all the jobs are sequenced in nonincreasing order of $\left(s_{\pi_{2}(j)}^{2}+b_{\pi_{2}(j)}\right) /\left(s_{\pi_{2}(j)}^{1}+a_{\pi_{2}(j)}\right)$ in $\pi_{2}$, and from (2), it is not difficult to check that the following inequality holds:

$$
\begin{equation*}
\sum_{j=v+1}^{n}\left(s_{\pi(j)}^{2}+b_{\pi(j)}\right) \geq \sum_{j=k+1}^{n}\left(s_{\pi_{2}(j)}^{2}+b_{\pi_{2}(j)}\right) . \tag{3}
\end{equation*}
$$

For schedule $\pi$, we have

$$
\begin{equation*}
C_{\max }(\pi) \geq t+\sum_{j=v+1}^{n}\left(s_{\pi(j)}^{2}+b_{\pi(j)}\right)-s_{\pi(v+1)}^{2} \tag{4}
\end{equation*}
$$

Therefore, from (1), (3) and (4), we have

$$
C_{\max }\left(\pi_{2}\right) \leq C_{\max }(\pi)+b_{\pi_{2}(k)}+s_{\pi(v+1)}^{2} .
$$

Theorem 1. For the problem F2/setup, $r-a\left(M_{1}\right) / C_{\max },\left(C_{\mathrm{H} 1}-C^{*}\right) / C^{*} \leq 2 / 3$.
Proof If $\sum_{i=1}^{n}\left(s_{i}^{1}+a_{i}\right) \leq s_{1}$, it is obvious that schedule $\pi_{1}$ obtained from Heuristic H1 is an optimal schedule for the problem under study. Hence, in the following text, we assume that $\sum_{i=1}^{n}\left(s_{i}^{1}+a_{i}\right)>s_{1}$.

Notice that since all the jobs are resumable for the problem $F 2 /$ setup, $r-a\left(M_{l}\right) / C_{\max }$, we have $C_{\max }\left(\pi_{1}\right) \leq C^{*}+\Delta_{1}$. If $\Delta_{1} \leq 2 C^{*} / 3$, then we are done. So, in the following, we focus on the situation where $\Delta_{1}>2 C^{*} / 3$.

Because $\Delta_{1}>2 C^{*} / 3$ and $\sum_{i=1}^{n}\left(s_{i}^{1}+a_{i}\right)+\Delta_{1}<C^{*} \quad$, we have
$\sum_{i=1}^{n}\left(s_{i}^{1}+a_{i}\right)<C^{*} / 3$. Let $S^{\prime}=\left\{J_{i} \mid s_{i}^{2}+b_{i}>C^{* / 3}, i=1,2, \cdots, n\right\}$. It is obvious that $\left|S^{\prime}\right| \leq 2$. When $\left|S^{\prime}\right|=0$, for an optimal schedule $\pi^{*}$, according to Lemma 1 , we have $C_{\max }\left(\pi_{2}\right) \leq C^{*}+b_{\pi_{2}(k)}+s_{\pi^{*}(v+1)}^{2}<5 C^{*} / 3$. Thus, we only need to consider the following two cases.

Case 1: $\quad\left|S^{\prime}\right|=1$
In this case, $S^{\prime}=\left\{J_{p}\right\}$. If $s_{p}^{2} \leq C^{*} / 3$ and $b_{p} \leq C^{*} / 3$, then from Lemma 1 , we are done. Otherwise, we consider schedule $\pi_{3}$ obtained in Step (4) of Heuristic H1.

For subcase $s_{p}^{1}+a_{p} \leq s_{1}$, suppose that the critical job does not exist in $\pi_{3}$, then $C_{\max }\left(\pi_{3}\right)=\sum_{i=1}^{n}\left(s_{\pi_{3}(i)}^{2}+b_{\pi_{3}(i)}\right)=C^{*}$. Otherwise, we denote the critical job as $J_{\pi_{3}(u)}$. If $\sum_{i=1}^{u}\left(s_{\pi_{3}(i)}^{1}+a_{\pi_{3}(i)}\right) \leq s_{1}$, then

$$
\begin{aligned}
C_{\max }\left(\pi_{3}\right) & =\sum_{i=1}^{u}\left(s_{\pi_{3}(i)}^{1}+a_{\pi_{3}(i)}\right)+\left(\sum_{i=u+1}^{n}\left(s_{\pi_{3}(i)}^{2}+b_{\pi_{3}(i)}\right)+b_{\pi_{3}(u)}\right) \\
& \leq C^{*} / 3+C^{*}=4 C^{*} / 3
\end{aligned}
$$

otherwise, since $\sum_{i=1}^{u}\left(s_{\pi_{3}(i)}^{1}+a_{\pi_{3}(i)}\right)>s_{1}, \quad J_{p}$ is the first job in $\pi_{3}$ and $s_{p}^{1}+a_{p} \leq s_{1}$, then $u>1$. Thus, we have

$$
\begin{aligned}
C_{\max }\left(\pi_{3}\right) & =\left(\sum_{i=1}^{u}\left(s_{\pi_{3}(i)}^{1}+a_{\pi_{3}(i)}\right)+\Delta_{1}\right)+\left(b_{\pi_{3}(u)}+\sum_{i=u+1}^{n}\left(s_{\pi_{3}(i)}^{2}+b_{\pi_{3}(i)}\right)\right) \\
& \leq C^{*}+2 C^{*} / 3=5 C^{*} / 3 .
\end{aligned}
$$

For subcase $s_{p}^{1}+a_{p}>s_{1}$, we have $s_{p}^{1}+a_{p}+\Delta_{1}+b_{p} \leq C^{*}$. If the critical job does not exist or job $J_{p}$ is the critical job, then we have

$$
\begin{aligned}
C_{\max }\left(\pi_{3}\right)= & \max \left\{s_{p}^{1}+a_{p}+\Delta_{1}, s_{p}^{2}\right\}+b_{p}+\sum_{J_{i} \in S \mid J_{p}}\left(s_{\pi_{3}(i)}^{2}+b_{\pi_{3}(i)}\right) \\
& \leq C^{*}+2 C^{*} / 3=5 C^{*} / 3 ;
\end{aligned}
$$

otherwise, for the critical job $J_{\pi_{3}(u)}, u>1$, we have

$$
\begin{aligned}
C_{\max }\left(\pi_{3}\right) & =\left(\sum_{i=1}^{u}\left(s_{\pi_{3}(i)}+a_{\pi_{3}(i)}\right)+\Delta_{1}\right)+b_{\pi_{3}(u)}+\sum_{i=u+1}^{n}\left(s_{\pi_{3}(i)}^{2}+b_{\pi_{3}(i)}\right) \\
& \leq C^{*}+2 C^{*} / 3=5 C^{*} / 3 .
\end{aligned}
$$

Case 2: $\left|S^{\prime}\right|=2$
Similar to Case 1, it is not difficult to check that schedule $\pi_{2}$ or $\pi_{3}$ may yield a solution with an error bound of no more than $2 C^{*} / 3$. In the following, we further prove that the error bound of schedule $\pi_{4}$ obtained in Step (5) is no more than $C^{*} / 3$ for this case.

For schedule $\pi_{4}$, if no critical job exists, then

$$
C_{\max }\left(\pi_{4}\right)=\sum_{i=1}^{n}\left(s_{\pi_{4}(i)}^{2}+b_{\pi_{4}(i)}\right)=C^{*} ;
$$

otherwise, for the critical job $J_{\pi_{4}(u)}$, if $u>2$, we have

$$
\begin{aligned}
C_{\max }\left(\pi_{4}\right) & \leq \sum_{i=1}^{u}\left(s_{\pi_{4}(i)}^{1}+a_{\pi_{4}(i)}\right)+\Delta_{1}+\left(\sum_{i=u+1}^{n}\left(s_{\pi_{4}(i)}^{2}+b_{\pi_{4}(i)}\right)+b_{\pi_{4}(u)}\right) \\
& \leq C^{*}+C^{*} / 3=4 C^{*} / 3 .
\end{aligned}
$$

If $u \leq 2$, then $u$ must be equal to 1 ; otherwise, a contradiction arises because $C^{*} / 3>\sum_{i=1}^{n}\left(s_{i}^{1}+a_{i}\right)>\left(s_{p}^{1}+a_{p}\right)+\left(s_{q}^{1}+a_{q}\right) \geq \min \left\{s_{p}^{2}+b_{p}, s_{q}^{2}+b_{q}\right\}>C^{*} / 3$. Thus, we have

$$
\begin{gathered}
C_{\max }\left(\pi_{4}\right) \leq \max \left\{s_{p}^{1}+a_{p}, s_{q}^{1}+a_{q}\right\}+\left(b_{\pi_{4}(1)}+\sum_{i=2}^{n}\left(s_{\pi_{4}(i)}^{2}+b_{\pi_{4}(i)}\right)\right) \\
\leq C^{* / 3}+C^{*}=4 C^{*} / 3 .
\end{gathered}
$$

From the proof of Theorem 1, we see that Steps (1)-(4) of Heuristic H1 can produce a solution with an error bound of no more than $2 C^{*} / 3$, and schedule $\pi_{4}$ in Step (5) can produce a solution with an error bound of no more than $C^{*} / 3$ in some special situations.

Although we do not know whether the bound is tight or not, the following instance shows that the worst-case error bound of H 1 is no less than $1 / 2$. Consider an instance with $s_{1}^{1}=4, a_{1}=4, s_{1}^{2}=7, b_{1}=3 h, s_{2}^{1}=h, a_{2}=h, s_{2}^{2}=3 h, b_{2}=8$, $s_{3}^{1}=\varepsilon, a_{3}=\varepsilon, s_{3}^{2}=1, b_{3}=1, s_{1}=8$, and $t_{1}=4 h+8$, where $h \gg 1$ and $0<\varepsilon<8 /(3 h+7)$. It is easy to check that $\pi^{*}=\left[J_{1}, J_{2}, J_{3}\right]$ with $C^{*}=6 h+18$ (see

Fig. 2(c)). Applying Heuristic H1, we obtain $\pi_{1}=\pi_{3}=\left[J_{2}, J_{3}, J_{1}\right]$ with $C_{\max }\left(\pi_{1}\right)=C_{\max }\left(\pi_{3}\right)=9 h+17 \quad$ (see $\quad$ Fig. 2(a)), and $\pi_{2}=\left[J_{3}, J_{1}, J_{2}\right]$ with $C_{\max }\left(\pi_{2}\right)=10 h+2 \varepsilon+16$ (see Fig. 2(b)). Since $\left(s_{p}^{1}+a_{p}\right)+\left(s_{q}^{1}+a_{q}\right)=2 h+8>s_{1}$, we need not consider Step (5) of H1. Thus, $C_{\mathrm{H} 1}=9 h+17$. Hence, we see that $\left(C_{\mathrm{H} 1}-C^{*}\right) / C^{*}$ approaches $1 / 2$ as $h$ approaches infinity.

## 4. The unavailable interval is on $M_{2}$

In this section we provide a heuristic for the problem $F 2 /$ setup, $r-a\left(M_{2}\right) / C_{m a x}$ and analyze its worst-case error bound.

Heuristic H2:
(1) Find two jobs $J_{p}$ and $J_{q}$ such that

$$
s_{p}^{2}+b_{p} \geq \max \left\{s_{i}^{2}+b_{i} \mid J_{i} \in S \backslash\left\{J_{p}\right\}\right\}
$$

and

$$
s_{q}^{1}+a_{q} \geq \max \left\{s_{i}^{1}+a_{i} \mid J_{i} \in S \backslash\left\{J_{q}\right\}\right\}
$$

(2) Sequence the jobs by YHA. Let the corresponding schedule be $\pi_{1}$ and the corresponding makespan be $C_{\max }\left(\pi_{1}\right)$.
(3) Sequence the jobs in nonincreasing order of $\left(s_{i}^{2}+b_{i}\right) /\left(s_{i}^{1}+a_{i}\right)$. Let the schedule be $\pi_{2}$ and the corresponding makespan be $C_{\max }\left(\pi_{2}\right)$.
(4) Sequence job $J_{q}$ in the last position, and sequence the remaining $n-1$ jobs by YHA. Let the corresponding schedule be $\pi_{3}$.
(5) Sequence job $J_{p}$ in the first position, and sequence the remaining $n-1$ jobs in the same positions as those in Step (3). Let the corresponding schedule be $\pi_{4}$.
(6) Choose the schedule with the minimum makespan from the above four
schedules. Let $C_{\mathrm{H} 2}=\min \left\{C_{\max }\left(\pi_{1}\right), C_{\max }\left(\pi_{2}\right), C_{\max }\left(\pi_{3}\right), C_{\max }\left(\pi_{4}\right)\right\}$.

Since Steps (2) and (3) of H2 dominate the algorithm, the complexity of Heuristic H 2 is $\mathrm{O}(n \log n)$.

For the problem F2/setup, $r-a\left(M_{2}\right) / C_{\max }$, since an unavailable period exists on $M_{2}$, we assume that all the jobs must be processed on $M_{I}$ and $M_{2}$ as early as possible, and, for a given $\pi$, define again the critical job $J_{\pi(k)}$ in it as the last job in $\pi$ such that its starting time on $M_{2}$ is equal to its finishing time on $M_{1}$ or the job in $\pi$ before which the last idle time on $M_{2}$ occurs.

Lemma 2. For schedule $\pi_{2}$ defined in Step (3) of Heuristic H2, we assume that the completion time of the critical job $J_{\pi_{2}(k)}$ on $M_{1}$ is $t$ and let $\pi$ be a given schedule.
i) If $t \leq s_{2}$ or $t>t_{2}$, let $J_{\pi(v)}$ be the last job that finishes no later than time $t$ on $M_{1}$ in $\pi$, then $\quad C_{\max }\left(\pi_{2}\right) \leq C_{\max }(\pi)+b_{\pi_{2}(k)}+s_{\pi(v+1)}^{2}$.
ii) If $s_{2}<t \leq t_{2}$, let $J_{\pi_{2}(h)}$ be the job that finishes just before time $s_{2}$ on $M_{1}$ in $\pi_{2}$, and $J_{\pi(u)}$ the last job that finishes no later than $J_{\pi_{2}(h)}$ on $M_{1}$ in $\pi$, then $C_{\max }\left(\pi_{2}\right) \leq C_{\max }(\pi)+\left(s_{\pi_{2}(h+1)}^{1}+a_{\pi_{2}(h+1)}\right)+\left(s_{\pi(u+1)}^{1}+a_{\pi(u+1)}\right)$.

Proof i) Similar to the proof of Lemma 1.
ii) Let $I_{\pi_{2}}$ be the total idle time on $M_{2}$ in $\pi_{2}$. Under the assumption that $J_{\pi_{2}(h)}$ finishes just before time $s_{2}$ on $M_{1}$ in $\pi_{2}$, we have $I_{\pi_{2}} \leq s_{2}-\sum_{j=1}^{h}\left(s_{\pi_{2}(j)}^{2}+b_{\pi_{2}(j)}\right)$. Let $I_{\pi}$ be the total idle time on $M_{2}$ in $\pi$. So,

$$
I_{\pi} \geq s_{2}-\sum_{j=1}^{u}\left(s_{\pi(j)}^{2}+b_{\pi(j)}\right)-\left(s_{\pi_{2}(h+1)}^{1}+a_{\pi_{2}(h+1)}\right)-\left(s_{\pi(u+1)}^{1}+a_{\pi(u+1)}\right) .
$$

Notice that since $\sum_{j=1}^{u}\left(s_{\pi(j)}^{1}+a_{\pi(j)}\right) \leq \sum_{j=1}^{h}\left(s_{\pi_{2}(j)}^{1}+a_{\pi_{2}(j)}\right)$ and all the jobs are sequenced in nonincreasing order of $\left(s_{i}^{2}+b_{i}\right) /\left(s_{i}^{1}+a_{i}\right)$ in $\pi_{2}$, it is not difficult to
prove that $\sum_{j=h+1}^{n}\left(s_{\pi_{2}(j)}^{2}+b_{\pi_{2}(j)}\right) \leq \sum_{j=u+1}^{n}\left(s_{\pi(j)}^{2}+b_{\pi(j)}\right)$. We know that $C_{\max }\left(\pi_{2}\right)=$ $\sum_{j=1}^{n}\left(s_{\pi_{2}(j)}^{2}+b_{\pi_{2}(j)}\right)+\Delta_{2}+I_{\pi_{2}}$ and $C_{\max }(\pi)=\sum_{j=1}^{n}\left(s_{\pi(j)}^{2}+b_{\pi(j)}\right)+\Delta_{2}+I_{\pi}$. Hence,

$$
\begin{aligned}
C_{\max }\left(\pi_{2}\right) & \leq s_{2}+\sum_{j=h+1}^{n}\left(s_{\pi_{2}(j)}^{2}+b_{\pi_{2}(j)}\right)+\Delta_{2} \\
& \leq s_{2}+\sum_{j=u+1}^{n}\left(s_{\pi(j)}^{2}+b_{\pi(j)}\right)+\Delta_{2} \\
& =C_{\max }(\pi)+\left(s_{2}-\sum_{j=1}^{u}\left(s_{\pi(j)}^{2}+b_{\pi(j)}\right)-I_{\pi}\right) \\
& \leq C_{\max }(\pi)+\left(s_{\pi_{2}(h+1)}^{1}+a_{\pi_{2}(h+1)}\right)+\left(s_{\pi(u+1)}^{1}+a_{\pi(u+1)}\right) .
\end{aligned}
$$

This completes the proof.

The following theorem establishes the worst-case error bound of Heuristic H2 for the resumable case.

Theorem 2. For the problem F2/setup, $r-a\left(M_{2}\right) / C_{\max },\left(C_{\mathrm{H} 2}-C^{*}\right) / C^{*} \leq 2 / 3$.

Proof We know that YHA can produce an optimal solution for $F 2 /$ permu, setup $/ C_{\max }$. Since when $t_{2}=0, F 2 /$ setup, $r-a\left(M_{2}\right) / C_{\max }$ is equivalent to $F 2 /$ permu, setup $/ C_{\max }$, it is obvious that $C_{\max }\left(\pi_{1}\right)-C^{*} \leq t_{2}$. If $t_{2} \leq 2 C^{*} / 3$, then we are done. So, in the following, we focus on the case where $t_{2}>2 C^{*} / 3$.

Let $\quad S^{\prime}=\left\{J_{i} \mid s_{i}^{1}+a_{i}>C^{*} / 3, i=1,2, \cdots, n\right\} \quad$ and $\quad S^{\prime \prime}=\left\{J_{i} \mid s_{i}^{2}+b_{i}>C^{*} / 3\right.$, $i=1,2, \cdots, n\}$. We can easily show that $\left|S^{\prime}\right| \leq 2$ and $\left|S^{\prime \prime}\right| \leq 2$ from the lower bound $\max \left\{\sum_{i=1}^{n}\left(s_{i}^{1}+a_{i}\right), \sum_{i=1}^{n}\left(s_{i}^{2}+b_{i}\right)+\Delta_{2}\right\} \leq C^{*}$. When $\left|S^{\prime}\right|=0$ and $\left|S^{\prime \prime}\right|=0$, from i) and ii) of Lemma 2, we have $C_{\max }\left(\pi_{2}\right) \leq 5 C^{* / 3}$. Hence, in the remainder of proof, we only need to consider the following two situations.

Case 1: $\left|S^{\prime \prime}\right|=0$ and $\left|S^{\prime}\right|>0$

In this case, we consider schedule $\pi_{3}$. If no critical job exists in $\pi_{3}$, then $C_{\max }\left(\pi_{3}\right)=\sum_{i=1}^{n}\left(s_{\pi_{3}(i)}^{2}+b_{\pi_{3}(i)}\right)+\Delta_{2}=C^{*}$. Next, we assume that there exists a critical job in $\pi_{3}$. Let $J_{q}$ be the critical job, then

$$
C_{\max }\left(\pi_{3}\right) \leq \max \left\{\sum_{i=1}^{n}\left(s_{\pi_{3}(i)}^{1}+a_{\pi_{3}(i)}\right), t_{2}\right\}+b_{q} \leq C^{*}+C^{*} / 3=4 C^{*} / 3 .
$$

Otherwise, suppose $J_{\pi_{3}(k)}(k<n)$ is the critical job, then we have

$$
\begin{aligned}
C_{\max }\left(\pi_{3}\right) & \leq \sum_{i=1}^{k}\left(s_{\pi_{3}(i)}^{1}+a_{\pi_{3}(i)}\right)+\left(\Delta_{2}+b_{\pi_{3}(k)}+\sum_{i=k+1}^{n}\left(s_{\pi_{3}(i)}^{2}+b_{\pi_{3}(i)}\right)\right) \\
& \leq 2 C^{*} / 3+C^{*}=5 C^{*} / 3 .
\end{aligned}
$$

Case 2: $\left|S^{\prime \prime}\right| \geq 1$
We check schedule $\pi_{4}$ obtained in Step (5) of Heuristic H2. If no critical job exists in $\pi_{4}$, then $C_{\max }\left(\pi_{4}\right)=\sum_{i=1}^{n}\left(s_{\pi_{4}(i)}^{2}+b_{\pi_{4}(i)}\right)+\Delta_{2}=C^{*}$. In the following, we assume that there exists a critical job in $\pi_{4}$. Since $\left|S^{\prime \prime}\right| \geq 1$, we assume that $s_{p}^{2}+b_{p}>C^{*} / 3$ for $J_{p}$. If

$$
\sum_{i=1}^{n}\left(s_{i}^{1}+a_{i}\right) \geq \max \left\{\max \left\{s_{p}^{1}+a_{p}, s_{p}^{2}\right\}-\max \left\{s_{p}^{1}+a_{p}-s_{2}, 0\right\}, s_{p}^{2}\right\}+b_{p}+\alpha \Delta_{2},
$$

where $\alpha=1$ if $s_{2}<\max \left\{s_{p}^{1}+a_{p}, s_{p}^{2}\right\}+b_{p}$; otherwise, $\alpha=0$. Then, we have

$$
\begin{aligned}
C_{\max }\left(\pi_{4}\right) & \leq \sum_{i=1}^{n}\left(s_{i}^{1}+a_{i}\right)+(1-\alpha) \Delta_{2}+\sum_{J_{i} \in S \backslash\left\{J_{p}\right\}}\left(s_{i}^{2}+b_{i}\right) \\
& \leq C^{*}+2 C^{* / 3}=5 C^{* / 3} .
\end{aligned}
$$

Otherwise, $J_{p}$ is the critical job. From $s_{p}^{2}+b_{p}>C^{* / 3}$ and $\max \left\{s_{p}^{1}+a_{p}, s_{p}^{2}\right\}+b_{p}<C^{*}$, we obtain that $\max \left\{s_{p}^{1}+a_{p}-s_{p}^{2}, 0\right\}<2 C^{*} / 3$; so

$$
C_{\max }\left(\pi_{4}\right) \leq \max \left\{s_{p}^{1}+a_{p}-s_{p}^{2}, 0\right\}+\Delta_{2}+\sum_{i=1}^{n}\left(s_{i}^{2}+b_{i}\right)<2 C^{*} / 3+C^{*}=5 C^{*} / 3
$$

The proof is completed.

Although we do not know whether the bound is tight or not, the following instance shows that the worst-case error bound of H 2 is no less than $1 / 3$. Consider an instance with $s_{1}^{1}=h-2, a_{1}=1, s_{1}^{2}=h-3, b_{1}=1, s_{2}^{1}=h / 2+1, a_{2}=h / 2+1$,
$s_{2}^{2}=1, b_{2}=h+2, s_{3}^{1}=h, a_{3}=1, s_{3}^{2}=1, b_{3}=5, s_{2}=h$, and $t_{2}=2 h$, where $h \gg 1$. It is easy to check that $\pi^{*}=\left[J_{1}, J_{2}, J_{3}\right]$ with $C^{*}=3 h+9$ (see Fig. 3(d)). Applying Heuristic H2, we obtain $\pi_{1}=\left[J_{2}, J_{3}, J_{1}\right]$ with $C_{\max }\left(\pi_{1}\right)=4 h+6$ (see Fig. 3(a)), $\pi_{2}=\pi_{4}=\left[J_{2}, J_{1}, J_{3}\right]$ with $C_{\max }\left(\pi_{2}\right)=C_{\max }\left(\pi_{4}\right)=4 h+6 \quad$ (see Fig. 3(b)), and $\pi_{3}=\left[J_{3}, J_{1}, J_{2}\right]$ with $C_{\max }\left(\pi_{3}\right)=4 h+6$ (see Fig. 3(c)). Thus, $C_{\mathrm{H} 2}=4 h+6$. Hence, we see that $\left(C_{\mathrm{H} 2}-C^{*}\right) / C^{*}$ approaches $1 / 3$ as $h$ approaches infinity.

## 5. Conclusions

In this paper we studied the two-machine flowshop scheduling problem with anticipatory setup times and a resumable availability constraint imposed on only one of the machines. Since the problem is NP-hard, we developed two polynomial-time heuristics and analyzed their worst-case error bounds.
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Fig. 1. A schedule $\pi$ for the example instance.


Fig. 2(a). Solution of Steps (2) and (4); Fig. 2(b). Solution of Step (3); Fig. 2(c). Optimal solution.


Fig. 3(a). Solution of Step (2); Fig. 3(b). Solution of Steps (3) and (5); Fig. 3(c). Solution of Step (4); Fig. 3(d). Optimal solution.
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