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Efficient Prime Factor Algorithm and Address Generation  mapping, all these methods required extra memory to store this index
Techniques for the Discrete Cosine Transform table. Many different efficient techniques [9]-[12] have been reported
in the literature for an in-place computation and address generation of
Lap-Pui Chau, Daniel Pak-Kong Lun, and Wan-Chi Siu the DFT. The term “in-place” is defined as the computation where the
memory requirement is restricted to be as large as the transform length.
Actually, a very small amount of temporary buffers is usually allowed

X X for the storage of the intermediate results while implementation.
the discrete cosine transform. In the proposal, we formulate the decompo- . . . . .
sition directly, by using the proposed input and output mapping, a novel N this brief, we propose an al_gor'thm to directly '_mplement Fhe
in-place address generation scheme for input index mapping is derived, prime factor DCT. This algorlthm involves one output index function
while the formulations in the literature require a table to store the index N, k; + N1k2 only, such that the memory space and the computational
mapping. Besides, our approach requires one output index mapping only complexity are greatly reduced. Besides, we propose a novel in-place

while the conventional algorithms require two index mapping. Hence, by . . . . .
using the proposed mappings and address generation techniques, less tem_address generation scheme for input index addressing which generates

porary storage is required, such that a reduction on memory requirement the address column by column or row by row during the DCT pro-
can be achieved during the implementation. A comparison of the address cessing, by using this address generation scheme, a table to store the

generation time between our approach and the conventional approach is mapping sequence is not required. Furthermore, the address generation
also shown. time is improved by about 20%.

Abstract—This brief proposes an efficient prime factor algorithm for

Index T_erms—Address generat_ion technique, discrete cosine transform,
fast algorithm, prime factor algorithm. Il. DIRECT DECOMPOSITION OFPRIME FACTOR DCT ALGORITHM
The DCT of a sequencgz(:'): i/ = 0,1,..., N — 1} can be
written as
The discrete cosine transform (DCT) [1]-[8] has been widely used V1
in the area of digital signal processing because of its energy packi%?k) _ i o(i') [ 7
capabilities and also approaching to the statistically optimal transfor o IR oN
in decorrelating a signal governed by a Markov model. Recently, re-
searchers have been prominent in developing algorithms for real-time
implementation of DCT at high bit rates and which is now recom- . L .
P 9 . . n]n grder to obtain a simplified form of the 2-D DCT, the input sequence
mended as a standard transform forimage coding and data compres/.qun) should be permuted by (2) and (3)
by various standard committees. This coding scheme can be applied if P y
teleconferencing, videophones and high-definition television system.

. INTRODUCTION

(2i' + l)k] ,
/=0

fork=0,1,..., N -1. (1)

N -1
Since DCT had been appeared, many efficient algorithms were pro- &' =24, fore=0,..., 5 (2)
posed to improve the computing speed and hardware complexity. Pre- ) -
viously, Yang, Narasimha, and Lee [3], [4] developed a prime factor —9N —2i—1 fori= N-1 +1.....N—1. ©)

algorithm for the DCT but its index mapping is quite complicated. Lee
[5] realized their input index mapping by constructing two index tabl . . . .
but it occupies extra memory. Chakrabarti and JaJa [6] implemented %W consider the transform length which can be factorized into two

DCT from DHT and found that the systolic architecture was suitab eeuguggnﬁrIgeefdaicrffori]l;gdgélrr3?52(:;\:%/6ltgi?étlt?vt_?ngc-:—ncanLet
for its realization. Lee and Huang [7] modified Lee’s [5] algorithms P ) pping.

and based on the previous research efforts to divide the input mappllrﬂg f(?l’ i2) be th? input index mapping ard= g(k, k) be the

. S . . ._"Foutput index mapping.

into five disjoint groups such that the complexity of the algorithm is de- Now we define

creased. Recently, Bi [8] proposed a straightforward approach to con-

vert a one-dimensional (1-D) input sequence into a two-dimensional ) . 1.

(2-D) array, which reduce the computational complexity and also avoid i = (NoNy tin + NNy iz (4)

irregular computational structure. k= (Niks + Noki) (5)
Although there are several algorithms [3]—[8] for computing the ’

DCT of an arbitrary length using a prime factor decompositiowhereuvlNf1>N = 1, (NaN; Yy, = 1and{(z)x = = modulo

technique, these algorithms usually need to calculate two outputinq@xfor i b = 0‘21, N -1 antj i ks = 0, 1 o Ny — 1.

functions, namelyVoky + N1k andNaky — Nik,, respectively. Becausd (i1, i) andg(k:, k2) are bijective mapping, (1) becomes
Besides, some researchers concentrate on the realization of the al-  ~ i

gorithm expecting to reduce the complexity of the implementation, Noy—1 Ny—1

however in-place address generation technique is also important toye,, | 1, ) = Z Z a(ia, i1)

duce the storage requirement while implementation. Let us recall that

conventional methods [3]-[8] require a table to store the input index

i2=0 ¢1=0

2 . . 7 .
- COSs |:Jz: (./Vllzk2+17\’2t1k’1>N—|—%(A’lkz%—]\@klﬁv . (6)
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decomposition, so the equation should be compensated for the case of TABLE |
Niky + Noky > N INPUT ADDRESSMAPPING FOR15-FOINT DCT
If Nik2+ Noky < N, the value of the cosine function is unchanged
after decomposition, (6) becomes i \iy 0 1 2 3 4
No—1 Ni—1
Y(ko, k)= 3 3 a(ia, in) 0 | xO [ x(n [ x(12) | x6) | x5
i9=0 11=0
_ 1 x(10) | x(1) x(7) | x(13) | x4
. {cos |:2% (4172+1)k2:| cos |:2% (4171+1)k1:|}
“v2 M 2 x(9) x(8) x(2) x(3) | x(14)
No—1 Ny—1
= > ) wliayin)
ip=0 i1=0 Row addres
generator
- < cos — (4iy + 1)(N2 — 162):|
{ {2\ ’ x(0)
N x(1)
- COS |:27\T (4]1+1)(AN1 L]):|} (7) x(z)
If Nika + Noky > N, (6) should be compensated byw/2), and (6) x(3)
becomes x(4)
Y (k2, k1) x(5)
Np—1 Ni—1 x(6) T(0) 3-point
=D D el x17) 1 | < | DCT
12=0 =0 x(8) T(2) Realization
. {co‘ [2 N (4ig+1)(No—k 2)} cos {ﬁ (4i +1)k1}} x[9)
x({10) Temporary data array
Nz—1 Ni—1 T for 3-point DCT operation
+ 30 i i) x()
et x(12)
x(13)
. {LO |: ~ (412+1)L:| |:2V (4i14+1)(N1—Fa ):|} (14)

®

In order to obtain the same type of kernel of the DCT as shown in (1),
the same permuting algorithm as in (2) and (3) should be applied to m 1. Data loading and retrieval operation of 3-point DCT algorithm.
and (8), so we have the mappings as shown in (9)—(12).
Let implemented by short length DCT modules so that the number of op-
Ny—1 © erations will be greatly reduced.

N, —1 ll. A DDRESSGENERATION TECHNIQUES FORINPUT INDEX MAPPING
=2No—2i—1 foris=-"2-+1,..., No—1 (10)

Global data array

.
WL
I

21 forizz(),...,

The address generation scheme can be derived by permuting the

and . input sequence. By substituting (4) and (5) and (9)—(12) into (2) and
i =24 fori, =0, ..., Ni— (11) (3), we can obtain two sets of equations.
2 Formula A:
=2Ni—-24—-1 fors = 7\

o, Ni—1 (12) Ap = {<k‘cAr’2+C>2A\r

(k¢ N2 — C' = 1Yoy
and let us defing”' (k2, k1) to be the output of the 2-D DCT )
N1 N for K¢ isevenfromOtaV, — 1andC =0to N, — 1.
2 1—

Formula B:
Y (koo k) = Z Z 2(ib. i) rmia ,
I — A, = (kN2 + R)an
BTV krNa = R — Dy

' {C"S [2 i (2> +1) k’} cos [2 i (21 +1) kl} } (13)  for Ky is even from 0 taV, — 1 andR = 0 to Ny — 1 whereA¢ and
Ap are the addresses in Column C and Row R, respectively.
Example: In this example a 15-point prime factor DCT is going to
Y (ky, k1) =Y (k, k1) — Y'(Ny — kg, Ny — k1) (14) be evaluated. LeN; = 3 and N, = 5. According to Formula A, the
N VA o A ) addresses in column O arelly. — 1 = 9, 2N, = 10, respectively.
Y (ke o) =Y/ (N2 = koo k) + Y (Ra, Ny = ). (15) According to Formula B, the address in rajvcan be determined by
From (13) to (15),Y (k2. k1) can be obtained by combining two 2-D {address)on, = 1 or 2N; — 41 — 1 i.e,,(0)¢ = 0, (9)¢ = 3 =
DCT outputs. The major advantage of the 2-D DCT is that it can lie— 2 — 1, {10)s = 4 = 6 — 1 — 1. The row numbers for addresses 0,

we have
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Row address Column address
generator generator generator

X0) X0) x0)
1) A1) ')
X2) X2) X2)
X(3) A3) X3}
X(4) x4) x4}
XS) XS) T(0) X(5)

g

x{6) T(0) Length 3 X8) ) Length 5 {6}

«7) 1 | < DCT «7) ) | < DCT «7) +/-

X(8) 12) computation X(8) 13) computation X(8)

X9) X9) T(4) X9 Adder/Subfractor
x{10) Temporary data anay x{10) x10}

11} forlengih 3 CT operation A1) Terporary data anay A1)

X{13) x13) X13)

x{14) x(14) x{14)

Global data anay Global data aray Global data anay
Stage 1 Stage 2 Stage 3

Fig. 2. Graphical representation for in-place implementation of 15-point prime factor DCT algorithm.

TABLE I From the above mapping and the previous derivation, we know that
OuUTPUT MAPPING FOR15-FOINT DCT if Niko + Noki < N, we have
kpky | 0 1 2 3 4 Y(0) =Y'(0,0) = Y(0,0), Y(3) = Y'(1,0) = Y(1,0),
v v | v | vor | vz Y(6) =Y'(2,0) = Y(2,0), Y(9) = Y'(3,0) = Y(3,0)
0 © | YO | Y® | YO | Y12 Y(12) = Y'(4.0) = Y(4.0), Y(5) = Y/(0.1) = Y(0.1),
1 YS) | Y® | Yyan | yas | YO Y(10) = Y'(0,2) = Y(0,2),
Y(®)=Y(1L,)=Y'(1,1)-Y'(5-1,3-1)= Y'(1,1)-Y'(4,2)
2 YQ10) | YA3) | YD) Y4) Y() , , ) » / /
Y1) =Y (2, 1) =Y (2,1)-Y'(5-2,3-1)= Y'(2,1)- Y'(3,2)
Y(14)=Y(3,1)=Y'(3,1)-Y'(5-3,3-1)= Y'(3,1)- Y'(2,2)
9, and 10 are 0, 2, and 1, respectively. Table | shows the input mapgi/rgég) =Y(1,2)=Y(1,2)-V(5-1,3-2) = ¥(1,2) - ¥'(4,1)

for a 15-point prime factor DCT. if Nk + Naki > N, we have
For the realization of the prime factor DCT algorithm, the computa- = ' ** 2 '

tion in each dimension is independent. The global data array store? v 1N — v ' o [

input data in sequence, then the address generation scheme for i p%t) =YD= Y,()_4’ D+ Y((4,3—1) - Y{(l, D+ Y,(4" 2)
index is used to select the global data to temporary data array, sifice) = Y (2,2) = Y (5-2,2)+Y'(2,3-2) = Y (3,2)+ Y (2,1)
the address index is generated in an on-demand basis that meang'thg = v (3,2) = V'(5-3,2)+ Y'(3,3-2) = Y'(2,2)+ Y'(3,1)
relevant row or column address is generated when the system reqlij,eéi) = Y(4.2)= YV (5-4.2)+ V' (4,3-2)=Y'(1.2)+ Y'(4,1).

during the DCT processing. So no table is required to store the indexing

map. The temporary data are processed using the short _Iength DCTF%’. 2 shows the steps for the computation of 15 point prime factor de-
gorithm, e.g., _[2]' After the short length DCT |mplementat|o_n, the terrlt'omposition algorithm with unscrambling output in global data array.
porary data will be_ passed bgck to the g_lobal data array. Flg._l demap, set{z:, i = 0, 1, ..., 14} is the input sequence, which is stored
strates the operations of the in-place prime factor DCT algorithm. in global data array and mapped according to our algorithm into the
2-D DCT array. After the two stages row—column evaluation, the output
data can be obtained by some add and subtract operations according to
the input and output index function.

IV. OUTPUT INDEX MAPPING

In this section, we arrange to obtain the output index mappirg
(N1ks + N2kq)n. From the previous direct decomposition, the trans-
form output can be obtained after some add and subtract operations.
In case ofN1k2 + Noki < N, subtraction is required. Otherwise, The new address generation scheme has been tested using the Mi-
addition is performed. It is obviously that the decomposition is a decrosoft C. The aim of this section is to give the results of comparison of
imation-in-frequency algorithm, because the transformed sequenceus proposed address generation scheme with the conventional scheme
grouped into different frequency index parts. That is, the input is imhich was proposed by Lee [5]. Fig. 3 shows the percentage improve-
normal order and the output requires permutation. Actually, the decoment of the new approach as compared with the conventional approach.
position is an in-place algorithm but the output is not in-order. In ordéys shown in the figure, the new approach improves an average of about
to get the output in-order, an extra unscrambling is required. Table20% in speed over the address generation using the conventional ap-
shows the output mapping for a length-15 prime-factor DCT. proach.

V. SOFTWARE PERFORMANCE FORINPUT INDEX MAPPING
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Fig. 3. Percentage improvement for the new approach to the conventional P. V. Ananda Mohan
approach.

Abstract—t is shown that Chren’s techniques for reducing the ROM re-
VI. CONCLUSION quirements for the implementation of reside number systems—based digital
frequency synthesis are not correct.

In this brief, an efficient implementation of prime factor algorithm - . .
has been developed. Our objective is to design a prime factor al Index Terms—Digital frequency synthesis (DFS), residue number sys-
: ] _p : | . 9 _p_ _ggms (RNS), VLSI architectures.
rithm which requires less memory consumption while implementation
such that it can be implemented using built-in-memory processor or
hardware implementation. Unlike other existing prime factor DCT al- |. INTRODUCTION

gorith!‘ns,_ this address gen_erati(_)n algorithm gengrate the input inde)ﬁ'he use of residue number systems (RNS) for digital frequency syn-
mgpplng n Qn'dEmaEd :oasw; Wh'cr? dc_)es ?Ot rqug;?ra tabl!e to_ Stoaetwgsis (DFS) has been considered by Chren, [1], [2]. The classical dig-
indexmapping. or_t elong engt prime actor application, Yl frequency synthesizers facilitate generation of sinusoidal output by
to the memory restriction, |F is not practlt_:al to generate an extra tem Sing the architecture of Fig. 1(a). Herein, the “sine” function is stored
rary 2-D address array. This .ShOWS th_e impartance of our approachi ROM and is sequentially read. THebit address of the ROM is gen-

aln '”(;P'ace adddrﬁss genergt(ljon technlque. Ohn t:e c;)ther:and,hwe t’é"}\él?ed by a phase accumulatofddit resolution which repeatedly adds
a.LSOVI‘;fUSS\? kt ehoutput index rEaprt))lng, V\(/j Ichis f_isﬁf ont s CW'Bhase increment @fcorresponding to the frequency to be generated.
tion Ny k2 + N2 b1, the outputs can be obtained in a straightforward Wagi, .o sine-wave is symmetric, only sine function for one quadrant (0 to
aftgr afast unS(_:ra_mbllng procedure. The memory space and Implem&?('?'(jegrees) is stored. THebit word, however, corresponds to a max-
tation com_plexny 'S f““he.r red_ut?ed since the equaflark, — Nak: imum of 360 degrees. The MSB of this word contains sign information
a_tppe_ared n reference [5] is eliminated. F|na_||y, the address generationy hence used to generate two’s complement of the contents read from
time is also improved by about 20% over a wide range of DCT Iengtl}ﬁ.e ROM so as to obtain negative value of the sample stored in ROM.
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