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Abstract—  Ovarian Cancer is one of the most common causes of death for 

women in developing countries. Screening and early diagnoses of OC are ur-

gently needed. Early diagnosis would help in consequence procedures and treat-

ment. Mass spectrometry (MS) data is been used as an effective component of 

cancer diagnosis tools. However, these valuable data have a large number of di-

mensions that can affect the learning process in addition to time-consuming con-

siderations. Feature selection plays an important role in reducing information re-

dundancy, and deals with the invalidation that occurs in basic classification algo-

rithms when there are too many features and huge datasets. To improve the auto-

matic system diagnosis accuracy, entropy-based selection features are proposed. 

These features are combined with the novel learning capabilities of neural net-

works to achieve higher diagnostic accuracy. In order to show the performance 

of the proposed system, experiments have been performed using different feature 

selection algorithms and machine learning classification approaches. The final 

results show that the proposed system had 97.7% accuracy and performs better 

than other approaches. 

       Keywords— Relative entropy, neural network, ovarian cancer, and automatic diagnosis. 

 

 

1. Introduction 

 

     Ovarian Cancer is the eighth most frequent cause of death due to cancer in women 

worldwide [1]. 21410 new cases and 13770 deaths have been reported in 2021 [2]. The 

majority of patients (58%) had advanced diagnoses. Ovarian cancer is a particularly 

deadly condition because of the typical late stage upon diagnosis. Early diagnosis is the 

best course of action to raise the low survival rate of ovarian cancer [3]. 

      To create sensitive screening tests that would enable earlier detection of OC, 

numerous research studies and clinical trials have been carried out [4]. Using a novel 

technology called Mass Spectrometry  (MS), proteomics researchers can quickly and 

precisely analyze a huge number of proteins in cells and tissues to uncover specific 

biomarkers associated with cancer. Using MS techniques in conjunction  with 

bioinformatics tools, pathological investigations and disease treatment utilizing protein 

biomarkers will be improved [5].  

     Machine learning approaches are useful for identifying common patterns in data, 

which aids in improving assessments, predictions, and decision-making in a variety of 

medical cancer diagnosis domains [6]. Many well-known classification Machine 

Learning (ML) models, including Support Vector Machine (SVM), Linear 
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Discriminant Analysis (LDA), and Random Forest (RF), have already been applied to 

and evaluated in cancer-related diagnosis [7,8]. These ML techniques are used on 

preprocessed MS data; however, the preprocessing variations present a significant 

obstacle to any comparison analysis and could result in the dimensionality curse. When 

processing MS data with a lot of dimensions, the well-known dimensionality problem 

occurs. Techniques for reducing the dimensionality of the data are used to remove 

unnecessary or redundant features [9]. Several researchers have investigated the 

diagnostic use of mass spectra utilizing various feature extraction techniques depending 

on genetic algorithms, data mining, wavelet transforms, and principle components in 

[10,11,12,13] respectively. The classification performance reported in these studies 

ranges from 82% to 98%. However, selecting the best features still raises areas of 

concern. The best feature subset from each feature set is chosen through the process of 

feature selection. Three algorithms—filter, wrapper, and embedded—have been 

developed in recent years to be used in the research of feature selection area[14].  

     It is very important to choose just those features that are necessary for classification 

to make the most use of the data and minimize the dimension of the data set, and rank 

the features in both data sets—Cancer and Normal. We have employed a Kullback-

Leibler Divergence [15], commonly known as Relative Entropy for feature selection. 

Then, we used the top n genes for the task of classification, where n is the total number 

of features included in the classification model. In various classification tasks, neural 

network models have been employed successfully in the diagnosis of cancer [16]. For 

the detection and treatment of cancer, classification is essential.  Using the selected 

features with the powerful learning capabilities of the neural network, the automatic 

diagnosis of ovarian cancer disease can be improved which lead to better therapy 

consequence and procedure outcomes. In this study, we used publically accessible MS 

clinical data from the National Cancer Institute FDI-NCI center database [17], and we 

attempted to categorize the data into groups of cancer and healthy individuals using 

entropy-based selected features and neural networks.  

    The remainder of this paper is organized as follows: In section 2, the material and 

methodologies are presented. The proposed system results and discussions are detailed 

in section 3. Finally, section 4 concludes the paper and presents the future direction 

 

  

2.  Material and methodologies 

 

    The proposed model of ovarian cancer automatic diagnosis consists of four steps as 

illustrated in Figure 1.  The first step is dataset preprocessing, then features selection, 

classifier modeling and the last step is model evaluations. 

 

 

2.1.   Data Set and Preprocessing 

 

     The clinical data set used in this paper was provided by the FDA-NCI center. The 

National Ovarian Cancer Early Detection Program (NOCEDP) at Northwestern Uni-

versity (Chicago, IL, USA) in the FDA-NCI center, provided the serum samples [17]. 

The clinical data collection included 216 samples, including 95 samples from healthy 

individuals and 121 samples from ovarian cancer patients. 
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Figure 1.  Flow diagram of the proposed mode 

 

 

     The raw data set sample's features have a large dimension. There are around 360,000 

attributes per sample. The raw spectrum, however, includes a lot of noise and redun-

dancy, and the differences between the healthy sample and the cancer sample are fo-

cused on a small area. These datasets were often subjected to a preprocessing method 

that included resampling, alignment, de-noising, and normalization. The reader can find 

a thorough explanation of the preparation technique in [18]. The significant peaks are 

aligned, the backdrop is adjusted, the dimension is decreased to 15000, and the noise is 

reduced. In this research, the normalized and preprocessed data set is used. 

 

 

2.2.     Features Selection 

 

       The goal of feature selection techniques is to choose the features that contain the 

majority of the target variable's information. To prevent information redundancy in the 

supplied set, the chosen features should be independent.  Relative Entropy, another 

name for the Kullback-Leibler divergence, is a filter-based feature selection technique 

where the features are chosen independently of any machine learning algorithm. The 
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highest discriminating information and variance are identified, and features are ranked 

accordingly [19]. Entropy measures the average uncertainty of a random variable x. The 

entropy of a variable x is given by: 

  
  𝐻(𝑥) = − ∑ 𝑝(𝑥)  𝑙𝑜𝑔2 𝑝(𝑥)𝑥∈𝑋                                                                 (1) 

                                                                     

where p(x) is the probability that X is in the state x. The fundamental issue with the 

entropy approach is that it ignores the amount of data required to discriminate between 

a sample and a population. The distribution of variance between and within classes is 

required. The Kullback-Leibler distance entropy, is an interesting metric that quantifies 

the differences between two probability distributions .   Let p(x) and q(x) be the proba-

bility functions for the discrete distributions P and Q, respectively. Then the Kullback-

Leibler Distance or relative entropy of p to q, is defined by: 

           𝑘𝐿𝐷(𝑝   ⃦⃦𝑞) =  ∑ 𝑝(𝑥)  𝑙𝑜𝑔2  
𝑝(𝑥)

𝑞(𝑥)𝑥∈𝑋                                                                   (2)   

 where p(x) and q(x) are two probability mass functions. 

 

       In this study, we present a classification approach based on relative entropy. We 

take into account information from the normal patient and the cancer data sets and 

assess their relative entropy. The reduced subset of features that are the most important 

ones is formed by choosing the top n features (n determined by the user's selection). 

Next, a neural network is used to classify data employing this subset of features. 

 

 
2.3. Classifier Modeling 

    
      A classifier receives the selected features from the features selection step. Neural 

networks are a machine learning approach that is based on the way neurons communi-

cate with one another in the human brain. Neural networks are often employed to per-

form pattern recognition and classify items in a variety of disciplines, including images, 

voice, vision, and control systems [20]. They are particularly well suited for modeling 

non-linear relationships.  

     The Multi-Layer Perceptron is the most fundamental type of neural network (Figure 

2). Despite having a very simple structure MLP is still a useful model for the majority 

of classification concerns [21]. MLP is a feed-forward neural network, that has an input 

layer, one or more hidden layers, and an output layer. Several nodes that are coupled 

by weights make up each layer. The algorithm modifies the weights of the network 

throughout the model training phase to increase classification accuracy. 

     The model training involves several forward and backward passes. Data is trans-

ferred from the input layer to the output layer through the network during the forward 

pass. Partial derivatives of the cost function to the weights are generated by the algo-

rithm in the backward pass and those results are used to modify the weight values.   
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Figure 2.  The Architecture of Multi-Layer Perceptron 

 

A single forward pass during the training phase involves calculating the node values 

for subsequent layers beginning with the input layer. The number of input features is 

represented in the number of nodes in the input layer. The nodes of the first hidden 

layer receive the input features.  The weighted sum of the input values in addition to a 

bias term is then transformed using a nonlinear activation function ReLU, as follows: 

 

𝑓(𝑥) = {
0         𝑓𝑜𝑟 𝑥 < 0

𝑥       𝑓𝑜𝑟 𝑥 ≥ 0
}                                                                         (3)                      

 

 

where x is the input to a neuron. The ReLU is the most used activation function in the 

current research. It is used in almost all convolutional neural networks or deep learning. 

This process is continued until output layer node(s) are computed. A classification 

task's cost function is calculated based on the mutual information between the predicted 

and actual values of the target variables. When it comes to classification, the number 

of output layer neurons is equal to the number of classifying’s categories. In our case 

is two-class cancer and normal.  

      In addition to neural networks, several classification models are employed in this 

paper such as LDA, Decision tree, Naïve Bayes, SVM, and KNN. All the models used 

here are well-known classifiers in machine learning [22].  

 

 

 

2.4 Model Evaluation 
   
       The study's evaluation phase is a crucial stage. In the evaluation phase, we assess 

how well the learning models are doing. The learning models can be assessed using a 

variety of evaluation parameters. The common evaluation factors for cancer detection 

are utilized in this research and they are well-known and often used in similar areas 

[23]. Which are recall, precision, and accuracy.  
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      The confusion matrix provides the values that are used to determine the classifier's 

performance on the test data. False Positive (FP), True Negative (TN), True Positive 

(TP), and False Negative (FN) are used to calculate the evaluation parameters. Fp and 

TP stand for false and true positive classification. FN and TN stand for false and true 

negative classification. A well-known and often used metric for assessing classifier 

performance is Accuracy, and it is calculated using: 

 

                𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
      (4) 

 

       Precision and Recall are also other parameters that are commonly used for the clas-

sifier performance evaluation. Precision and recall take into consideration the positive 

cases and can be calculated as: 

 

                   𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                        (5)       

 

                    𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
            (6) 

 

 

  

3. Results and discussion 
        
     This study compares the effectiveness of the proposed approach using several exper-

iments. All experiments are performed on an Intel Corei7 7th generation computer with 

Windows 10. Matlab 2021 is used to implement the proposed model. Experiments are 

conducted independently. In order to verify the model efficiency 5-fold cross-validation 

is used. The neural network architecture consists of one fully connected layer with 25 

neurons and a ReLU activation function  

     Firstly, the experiments are conducted with a similar number of features (200 fea-

tures) and a neural network as a classifier. These features are selected with different 

approaches including the proposed one from the ovarian cancer dataset. The reported 

results are shown in Table 1. It is clear that the higher accuracy was reported by entropy-

based selected features with a classification accuracy of 97.7% in comparison with other 

approaches. Ttest[24] achieved 95.3% accuracy, while 93% classification accuracy was 

recorded using Bhattacharyya Distance also known as Chernoff Bound[25]. 

      The neural networks achieved higher accuracy with only 200 Enropy-based selected 

features out of 1500 original features. The selected features improve the classification 

performance in terms of time constraints as only  19 sec are needed to train the neural 

network with selected features in comparison with the 4628 sec required to train the 

network with original features. The result was reported with ideal Precision of 1.00 and  

a very high recall of 0.95.  The confusion matrix for the test classification result is shown 

in Figure 3. 
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Table 1. Classification accuracy results using different features selection techniques 

 

 
 
 

 

 

 

 

 

 
 

      Figure 3. Confusion matrix (Precision and Recall) 
 

      Secondly, the experiments are conducted with different classifiers to show the 

performance of the selected neural network in combination with the selected entropy-

based features. Table 2 shows the performance analysis of different classifiers in terms 

of classification accuracies. As reported in Table 2,  The Neural network achieved 

higher accuracy 97.7% with a similar number of selected entropy-based features 

compared with another classifier. Both SVM and KNN also achieved good accuracy of 

95.3%, while 90.7% and 86% accuracies are attained by decision tree and Naïve Bays 

classifier respectively. However,  a low accuracy value of 74.4 % is achieved in LDA 

Classifier with the same set of selected features. 

 
Table 2. Classification accuracy results using different classification techniques 
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         To compare the performance of the proposed approach with the existing models 

that investigate ovarian cancer detection research area, a performance comparison is 

carried out with the existing studies that are applied to the same data set. For this pur-

pose, several recent studies from the literature are selected and the comparison results 

are shown in Table 3. For example, in [13] Authors use probabilistic Principle Compo-

nent Analysis PCA feature’s selection with an SVM classifier for ovarian cancer detec-

tion and show a 90.8% accuracy. The proposed model in this paper demonstrates better 

results in comparison with [13] and more than 7% improvement are achieved. In [26] 

95% accuracy was reported by transforming data using a wavelet transform combined 

with a feed forward neural network as a classifier. A convolutional neural network with 

transfer learning is used in [27] to obtain a 98% accuracy. However, this reported result 

represents the best result over 10 iterations as stated by the authors, and in our case, we 

take the average. On the other hand, we achieved comparable results with a small dif-

ference of 0.3% in comparison with the complex architecture of convolutional neural 

networks. 

 
 

Table 3. Performance comparison with other approaches based on classification accuracy 

 
 

 

 

 

 

 

 

 

 

  

 

4. CONCLUSIONS 

 

       In this paper, an ovarian cancer automatic diagnosis system is proposed.  A set of 

entropy-based selected features have been used to train a neural network classifier for 

successfully classifying normal and cancer patients.  Comparative experiments show 

significant improvements in classification accuracy using the proposed feature selec-

tion method.  Applying the proposed model to a mass spectrum ovarian cancer data set 

97.7%  Neural Network  

Accuracy Reference 

90.8% [13] 

95% [26] 

98% [27] 

97.7% Proposed  
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reported better performance with 97.7 % diagnosis accuracy and an optimal precision 

of 1.00 and a very high recall of 0.95. These significant results are due to the discrimi-

nant features that are extracted using the proposed feature selection technique. In addi-

tion, we have shown the effectiveness of neural networks in classification with com-

paring to other classification approaches such as SVM, KNN, Naïve Bays, Decision 

Tree, LDA.  

      The proposed system's usefulness is demonstrated by its better accuracy when 

compared to alternative methods. However, data pre-processing is not considered in 

this paper. In future works, better performance could be achieved by exploring 

preprocessing and data analysis. In addition we aim to discover the effectiveness of 

features that are selected via a deep-learning approach. 
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