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A B S T R A C T

Artificial intelligence (AI) is instrumental in building human skills, accessing knowledge, creating businesses, addressing
societal concerns–including environmental issues–and much more. However, unfair, inequitable, and biased data usage
for AI deployments does exist and raises ethical and sustainability debates and concerns. AI deployment frameworks are
majorly developed by standard societies/groups, technology organisations, analyst groups and federal/government
agencies. The paper explores the central themes of AI ethics and sustainability frameworks in declarative standards and
statements published by various institutions. The paper offers a thematic analysis of the literature on AI ethics-led
sustainability frameworks using MAXQDA software and identifies common principles. We show that there are an
established 28 AI ethics-led sustainability frameworks that agencies and groups have disseminated. As well, 6 practical
AI ethics toolkits/products are evaluated to translate common AI ethics-led sustainability framework recommendations
to deploy AI ethics-led sustainability toolkits programmatically. The research findings validate that beneficence, non-
maleficence, justice, explainability, autonomy, privacy, and biasedness need severe attention and postulating algo-
rithmic trust based on AI ethics-led sustainability frameworks. The paper contributes to the unique AI ethics-led sus-
tainability body of knowledge to become a helpful resource for both praxis and researchers.

1. Introduction

Artificial Intelligence (AI) has been experiencing unprecedented
growth in numerous fields, including healthcare, fintech, government,
logistics, information technology, education, defence, manufacturing,
automobile industry (Allen et al., 2021; Hermann, 2021; Jobin et al.,
2019; Morley et al., 2020). AI influences industries in institutional,
political, and cultural contexts, which impacts individual and social/
economic transformations (Davenport & Kirby, 2016; Krishnan, 2019;
Hunkenschroer & Luetge, 2022). As a result, AI design, development,
and deployment pose many challenges to the individual- well-being and
autonomy, labour productivity, societal/economic- impacts on safety,
reliability, inclusion, and unbiased decision-making processes (Bertino
et al., 2019; Damioli et al., 2021; Goodman & Flaxman, 2017). AI now
functions in partnership with humans in day-to-day activities. There-
fore, AI needs to consider human relationships, emotions and con-
sequential decision-making processes (Webster & Ivanov, 2020;

Urquhart et al., 2019; Malkin et al., 2019). Various malicious prospects
exist for AI systems to be biased, discriminant, and vulnerable to data
breaches (Floridi et al., 2019; Jobin et al., 2020). It results in com-
promised privacy and security, leading to reputation and confidentiality
risks (McGrath & Gupta, 2018; Rogerson et al., 2019; McLaren, 2003).

AI deployment concerns have ignited various government institu-
tions, research agencies, analysts' groups and technology giants to for-
mulate and draft AI ethics-led sustainability frameworks suitable to
their conditions and ecosystems (Hoffman & Masucci, 2018; Jerome,
2021; Hleg, 2019; Yeung, 2020). These institutions have published
declarative standards and statements for ethical AI deployments in
public. This work emphasises the urgent need to comprehend and study
available AI ethics-led sustainability frameworks to design, develop,
and deploy ethical AI systems. We are interested in exploring the co-
hesions of AI ethics-led sustainability frameworks documented/framed
by many institutions and agencies. This article highlights the current
philosophical and practical ethical interests of AI ethics-led
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sustainability frameworks when developing effective unities for AI de-
ployments. The principal objective of the paper is to investigate the
following research questions:

RQ1. What ethical aspects are explored in the existing literature in
conceptualising and designing AI ethics-led sustainability frameworks?

RQ2. What are the central themes of AI ethics-led sustainability
frameworks in declarative standards and statements published by
various institutions?

RQ3. What practical and mature AI ethics-led sustainability toolkits are
available from different technology and research organisations to
translate the general AI ethics-led sustainability frameworks/
guidelines into simple AI ethics design, architecture, and code while
developing AI systems?

The paper aims to begin by answering the formulated research
questions and highlighting how AI ethics-led sustainability frameworks
influence current AI deployments. The paper primarily underlines AI
ethics-led sustainability frameworks' most common and cohesive ele-
ments: explainability, fairness, governance, privacy, and inclusiveness.
The paper leverages a PRISMA-based systematic literature review of the
AI ethics body of knowledge using 30 relevant shortlisted research
papers.

The paper is organised as follows. Section 1 introduces AI ethics and
AI ethics-led sustainability frameworks as subjects and presents the
foundation of the paper. It also represents the definitions and founda-
tions of the AI ethics-led sustainability frameworks. Existing AI ethics-
led sustainability frameworks (from federal/government agencies,
standards societies/groups, technology giants, and analysts' groups)
have also been extensively surveyed to identify common principles.
Section 2 of the article highlights the PRISMA-based AI ethics-led sus-
tainability framework's literature review covering the current state of
the literature, article selection methods and database metrics. It aims to
analyse AI ethics-led sustainability framework principles using software
based on thematic code analysis. Section 3 covers the consolidated view
of commonly applied methods, theories, and the industry context with
objective(s) and previously published work findings. It discusses the
unique market analysis of the practical AI ethics toolkits to translate the
AI ethics-led sustainability frameworks to reality and become a handy
tool for managers. Finally, Section 4 presents the conclusive research
and managerial implications for designing, developing, and deploying
successful AI ethics-led sustainability frameworks and toolkits.

2. AI ethics-led sustainability frameworks

Today's society and ecosystems are becoming the testimony of AI-
led transformations to execute many tasks that often require human
intelligence. AI, which touches human lives, raises questions about
ethical principles of autonomy, biasedness, fairness, and accountability,
issues found in various sector-based literature (Jobin et al., 2019).
Ethics as a concept is wide-ranging and spans utilitarian, deontological,
and virtue-based theories. Utilitarianism refers to consequentialism-
focused ethical choice, which defines the actions of right and wrong
deeds based on outcomes. Deontological ethics is the study of 'deon'
(Greek Word meaning duties), where the alternatives are chosen based
on moral values of accountability, commitment, and rules rather than
the consequential action (Ferrell et al., 1989; May & Pauli, 2002).
Virtue ethics underscore the importance of the character or act of a

virtuous individual facing ethical circumstances (Burmeister, 2017;
Yang & Lee, 2010). AI ethics specifies the utilitarian, deontological, and
virtue-based guidelines necessary to manage the moral responsibilities
and duties of AI developers, promoters, and architects. Established
theories are used to develop AI ethics-led sustainability frameworks and
principles to code the actions and responsibilities of human behaviour
performed by machines that lead to artificial moral machines (AMAs).
When machines perform actions, it is not easy to address the issues and
ethical binaries of right/wrong or good/bad (Siau & Wang, 2020).

AI and its applications in the research and managerial domain are
nothing new; they have existed for many decades since the 1950s.
Similarly, researchers and practitioners from the same timeframes
contested the lack of associated risks of defined ethical consequences in
the AI domain (Floridi et al., 2021; Yang et al., 2018). The latest topics
of ethical interest entail: i) algorithmic biasedness (acts of AI systems
that promote racial, social, and gender discrimination), ii) explain-
ability (non-transparent, unexplainable algorithmic outcomes by the AI
system), iii) autonomy (violations of rights and freedoms, struggle to
identify the responsible entity), iv) privacy (individual data invasion
driving AI data lakes and workflows), v) beneficence (machine ob-
ligation to protect a user's moral rules and rights), vi) non-maleficence
(obligation to not harming the AI system users), and vi) justice (Floridi
et al., 2021; Siau & Wang, 2020). Various AI ethics guidance manu-
scripts are available from bodies and agencies like analyst groups,
technology companies, federal agencies, and standard/research orga-
nisations. These documents cover algorithmic biasedness, explain-
ability, autonomy, privacy, beneficence, non-maleficence, and justice
that lay the foundations of principles and frameworks (Whittlestone
et al., 2019). Integrating the practical and theoretical aspects of the AI
ethics principles and frameworks is broad and not specific to con-
sequential scenarios. The principles vary in demographics, countries,
culture, and societal settings (Carrillo, 2020; Morley et al., 2021). De-
spite having many principles and framework documents available,
there is a dearth of toolkits to implement the guidelines. This makes the
AI ethics document very abstract and out of reach for real AI developers
and architects to make tangible design decisions (Floridi et al., 2019).
The researchers envisage a balanced approach to understanding ethics,
its principles, interaction, and outcomes with AI machines between
humans and machines. AI ethics toolkits/simulators must utilise the
early warning system to forecast the anticipated dangers and ensure
open engagement and a transparent consensus-based approach (Schif
et al., 2020).

2.1. AI ethics-led sustainability frameworks and common principles

As AI is adopted and diffused in numerous areas, with some areas
presenting a risk, the burden rests on researchers and practitioners to
lay down principles and frameworks of AI ethics. The central theme of
this section is to provide a glimpse of available well-accepted AI ethics-
led sustainability frameworks with their associated principles, goals,
and objectives. Based on the literature survey, authors consolidated and
grouped all surveyed 28 AI ethics-led sustainability frameworks under 4
categories (Fig. 1) coming from institutions like i) standard societies/
groups, ii) technology organisations, iii) analyst groups, and iv) fed-
eral/government agencies (by country).

Researchers, practitioners, the analyst community, activists, and law-
makers are putting forward their best efforts to produce manuals, process
documents, write regulations, and create standards in AI ethics-led

Fig. 1. Surveyed AI ethics-led sustainability frameworks.
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sustainability frameworks. Technical/standards institutions like the High-
Level Expert Group on Artificial Intelligence (HLEG), the Organisation for
Economic Co-operation and Development (OECD), the Institute of Electrical
and Electronics Engineers (IEEE), the World Commission on the Ethics of
Scientific Knowledge and Technology (COMEST), and AINOW (2019)
contributed significantly to the AI ethics led sustainability frameworks. All
the reports from these institutions possess a common thread of human au-
tonomy, fairness and explicability, safety, accountability, power and con-
trol, beneficence, etc., as core principles (Fig. 2). Technology giants like
Intel, Facebook (Meta), Accenture (2019), IBM, Microsoft, and Google
(2021) are not far behind in the race and released their respective de-
clarations to adhere to the common principles of explainability, fairness,
inclusion, accountability, governance, data protection, and privacy design

(Fig. 3). There is a need for standard AI guideline documents emphasising
humanity, society, environmental well-being, values, safety, reliability, in-
clusivity, non-discrimination and abidance of laws and regulations across
the regions. Analyst groups like KPMG, Delloite, Forrester, BCG, Gartner
and PWC reciprocated the vitality of integrity, explainability, fairness, re-
silience, bias prevention, interpretability, explainability, robustness, and
security in the same voice across the surveyed reports (Fig. 4). Countries like
Singapore, China, Australia, Finland, Japan, Canada, the USA, the UK, and
India can access the ethical framework through manuals and vision docu-
ments (Fig. 5).

28 AI ethics-led sustainability frameworks from standard societies/
groups, technology organisations, analyst groups and federal/govern-
ment agencies align well with academic literature. The section relates

Fig. 2. Standards societies/groups: AI ethics-led sustainability principles. (Yeung, 2020; How, 2018; COMEST, 2017; AINOW, 2019; Floridi et al., 2021).

Fig. 3. Technology organisations: AI ethics-led sustainability principles. (Hoffman and Masucci, 2018; Accenture, 2019; IBM, 2021; Microsoft, 2021; Google, 2021;
Jerome, 2021)
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Fig. 4. Analysts groups: AI ethics-led sustainability principles. (KPMG, 2021; Deloitte, 2019; Orucell B, 2020; Mills et al., 2020; Sicular et al., 2019; Rao, Palaci & Chow, 2019).

Fig. 5. Federal/Government Agencies (by country): AI ethics-led sustainability principles. (Remilina, & Seah, 2019; BAAI, 2019; Dawson et al., 2019; FAAI, 2017;
JSAI, 2017; AMA, 2018; Declaration, 2018; Lords, 2018; NIST, 2021; NITI, 2021).
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the AI ethics-led sustainability work in the academic world with the praxis
propounded frameworks. Resseguier and Rodrigues (2020) emphasised
that the following state and federal laws are the foundations of AI ethics
and sustainability frameworks. Saltelli and Rommetveit (2020) underpin
that fairness and equitability concerns are the most critical issues when
management functions are coded as algorithms, which lead to harm and
control of humanity. The work of Jobin et al. (2020) precisely covers most
of the principles laid down by the discussed frameworks, which establishes
AI ethics-led sustainability guidelines. It constitutes a framework char-
acteristic cluster of "beneficence, dignity, justice, fairness, privacy, non-
maleficence, transparency, freedom and autonomy, sustainability, trust,
solidarity and responsibility. Siau and Wang (2020) establish the AI ethics-
led sustainability principles as moral duties and virtues specified and ob-
ligated to the creators of the AI applications. Leslie's (2019) work states
that widely accepted standards in AI product deployment help humans to
choose between right and wrong, which leads to establishing moral con-
duct and eventually establishes AI ethics-led sustainability values and
principles. Hagendorff's (2020) paper emphasises the lack of mechanisms
of normative claims while strengthening AI ethics-led sustainability prin-
ciples in general. Müller's (2020) research highlights AI ethics-led sus-
tainability principles as the discipline of studying the ethics of technology
related explicitly to sustainable AI systems. Chauhan and Gullapalli (2021)
refer to AI ethics-led sustainability concerns regarding gender, dis-
crimination, racial aggravation, and patient privacy issues, specifically in
healthcare.

3. Methodology

The section illustrates the methodology adopted to accomplish the
study based on a literature search and eventually conducting thematic
code analysis of the shortlisted articles.

3.1. Literature search

The literature search uses PRISMA to produce transparent, fair, and
inclusive results. Steps were adapted based on specific attributes from
similar prior work noted in the literature (Briner and Denyer, 2012;
Moher et al. 2009). The literature search was conducted from No-
vember 2022– January 2023. Literature survey foundations are laid
using rich and respected databases like Wiley, Science Direct, Scopus,
Google Scholar and Science Direct, followed by the trailing search of
the shortlisted articles to reinforce the process. Literature from several
databases was included based on a search using keywords like 'artificial
intelligence + ethics', 'AI + ethics + sustainability', 'AI + ethics +
organisation', and 'AI + ethics + organisation + people + process +
sustainability' with various permutations and combinations etc.

3.1.1. Article selection
We conducted four steps based on bibliographic searches: identifi-

cation, screening, eligibility, and inclusion (see Figs. 6 and 7). Besides
keyword-based searches, we performed a bibliographic trail search
using references while following the inclusion, exclusion, and quality
assessment criteria for screening the relevant search, results-based ar-
ticles. The inclusion criteria follow the robust steps. Literature pub-
lished after 01/01/2016 is considered an element of the survey as we
could not find relevant literature on AI ethics-led sustainability fra-
meworks before the mentioned date. We ensured that the publication
type was a journal article with full text available, the publication lan-
guage was in English only, and the citation was available in previously
selected literature. The keywords and theme of the search were related
to AI Ethics, humans, society, and organisation. Search criteria consider
the essence of the AI ethics-led sustainability framework of beneficence,
non-maleficence, autonomy, and justice for humans and IT in the vis-
ited and shortlisted literature. The AI ethics-led sustainability literature
is taken from the trustful knowledge repositories of technology com-
panies, analyst groups, standards and federal institutions' website data,
and collaterals. Similarly, the exclusion criteria followed strictly that
non-peer-reviewed articles, books, reviews, dissertations, white papers,
technical papers, and non-English papers should not be shortlisted for
the literature survey. We omitted the repeated research articles in
search criteria outputs, and AI papers did not directly target ethics-led
sustainability in humans and society. The quality assessments of the
exercise ensured the importance of choosing a reputable publisher, as
well as an established database and research question targeted in the
article.

We discussed among ourselves (authors) reaching a consensus on
the final set of articles under consideration. We refined the search cri-
teria using various database-based search refinement features to search
the relevant articles. Initially, abstracts were analysed to cluster the
paper based on themes, and finally, specific full-text-required articles
were retrieved. We omitted some full-text articles at this stage as they
were inappropriate for our research. We used the thematic content
analysis method to cluster the articles based on the inclusion criteria.
Our consensus rate was approximately 80% to include relevant articles
and cluster them into relevant themes. According to eligibility, we in-
cluded 1416 articles (1173 papers from databases + 243 papers from
other sources) related to our anticipated AI ethics-led sustainability
work theme. The papers were searched based on various criterion
keywords like a) AI ethics concepts, 2) AI ethics industry and specific
processes, 3) AI ethics adoption/acceptance, 4) AI ethics challenges, 5)
AI ethics and governance, 6) AI ethics integration, 7) AI ethics business
models, 8) AI ethics interoperability, 9) AI ethics-led sustainability and
10) AI ethics and digital transformation. After the first step, we

Fig. 6. Search strings.
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identified and removed 79 records from our study. In the next phase, we
excluded 539 articles based on the exclusion, inclusion, and quality as-
sessment criteria. We filtered and excluded 768 papers from our study in the
next iteration. Finally, 30 articles were included for literature synthesis.

The final 30 articles shortlisted for our study were considered the
body of knowledge adapted from the literature on human, social, and
ethical issues during AI ethics-led sustainability framework design and
deployments. Table 1 depicts the bibliographic journal sources of AI
ethics-led sustainability literature from which the papers are identified
with their frequencies (given in a percentage). Table 2 represents the
objectives and findings related to human aspects of AI ethics papers
with their author details. Table 3 presents the industry-wide details of
the study with author details. Table 4 talks about the commonly applied
methods adopted by the authors in studying the personal aspects of AI

ethics-led sustainability. Table 5 summarises the theories used by the
authors in specific papers.

3.2. Code and thematic analysis

This section has performed AI ethics literature content and thematic
analyses software. We clustered and mapped surveyed papers for de-
veloped AI ethics themes according to our requirements.

3.2.1. Data processing; data analysis
The first step was to import all papers shortlisted to MAXQDA

Analytics Pro software during our literature survey. The principal aim
of the data analysis stage was to examine the ethical themes of AI that
should be practised while deploying any AI systems by coding a

Fig. 7. PRISMA flow diagram.
Source: Moher et al. (2009).

Table 1
Bibliographic Sources on AI Ethics-Led Sustainability Literature.
Source: Author's own compilation.

S.No. Bibliographic Source Articles considered for review Total %

1 Journal of Business Ethics 6 20
2 AI and Ethics 3 10
3 Ethics and Information Technology 2 6.67
4 Business Ethics, the Environment and Responsibility 2 6.67
5 Science and engineering ethics 2 6.67
6 Journal of Information, Communication and Ethics in Society. 2 6.67
7 Technology in Society 1 3.33
8 Forecasting and Social Change 1 3.33
9 Minds and Machines 1 3.33
10 Journal of Business Research 1 3.33
11 Journal of the Academy of Marketing Science 1 3.33
12 Minds and Machines 1 3.33
13 Nature Machine Intelligence 1 3.33
14 International Journal of Information Management 1 3.33
15 Philosophy & Technology 1 3.33
16 MIT Sloan Management Review 1 3.33
17 Technological Forecasting and Social Change 1 3.33
18 Futures 1 3.33
19 Business Horizons 1 3.33
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Table 2
Objective(s) and findings of previously published works.

Author (s) Objective (s) Finding (s)

Part 1
Neubert and Montañez (2020) To investigate the relevance of virtue for the ethical design.

Enumerate the ethical challenges faced by the companies like
Google.

Paper establishes the ethical framework to support virtue as a
decision-making exercise.
Examine the people side of how employees can be attracted and
retained who develop AI offerings.

Hermann (2021) To scrutinize the ethical AI marketing challenges.
Identify and reconcile AI-led social good perspectives in
marketing.

Beneficence and non-maleficence require special attention
because of AI advancements.
AI Humanization & Intelligence is closely associated with ethical
interdependencies challenges.

Zhu (2020) The essay investigates technology's role in ethics and society.
Deontology and consequentialism ethics is evaluated based of
Confucian ethics.

Work explores the issues pertaining to ethical reasoning based on
intellectual resources.
Teaching aids are provided for students to impart knowledge on
ethics to a society driven by technology like AI.

Hunkenschroer and Luetge
(2022)

To review the recruitment process through the lens of AI ethics.
Ethics review of 51 articles in the recruitment space driven by
AI.

Findings synthesize the ethical risks and opportunities.
A deeper investigation of moral questions and identifying the
gaps in AI-led recruitment.

Rodriguez‐Lluesma et al.
(2021)

To study social change in digitalization of work
To explore precondition solidary-economy networks

Argument paper on DT functions on social relation
DT social relation with exchange value, correspondence, intrinsic
extra-economic purpose and communication for reciprocal
services

Wamba et al. (2021) The Paper's objective is to develop an AI-led society for well-
being.
To explore available AI ethics principles, policies and
frameworks.

Research underpins the rich set of questions visualizing AI-led
good society.
Social requirements like health, hunger, education, inclusion,
justice, and security are highlighted using AI ethics principles.

Meszaros and Ho (2021) To examine the adherence to GDPR requirements in AI research.
To differentiate the requirements of AI research in academic and
business settings.

Public interest is the topmost priority both for academic and
commercial research.
To lay down the limits of Privacy and innovation with respect to
GDPR exemptions.

Ashok et al. (2022) Review and present the conceptual model of digital ethics.
Highlight the societal impact based on the Digital
transformation archetypes.

Cognitive and information domain implications are discussed
based on the 12 propositions.
Autonomy, Privacy, fairness and intelligence implications are
widely discussed under the governance domain.

Part 2
Borenstein and Howard (2021) The aim is to investigate the impact of AI on human life.

To understand the ethical concerns of design, deployment and
usage of AI technologies.

Paper emphasized training AI communities to reflect how it
impacts people and society.
AI ethics-based pedagogy is required to train professionals,
developers and designers.

Etzioni and Etzioni (2016) Examine the autonomy-based ethics concerns of intelligent
instruments.
To ensure that smart instruments do not engage in unethical
practices.

The study facilitates the notion of AI systems accountable for
audit, governance and operational activities.
The article determines the ethical principles for bots and smart
instruments according to people's preferences.

Hagendorff (2020) To understand the ethical guidelines proposed in recent times.
To propose the normative guidelines for AI technologies to get
the best out of the disruptive potentials.

Paper provides the 22 AI ethics guidelines as a semi systematic
evaluation.
Paper provides the recommendations of AI ethics effectiveness as
values are implemented.

Hickok (2021) To advocate the ethical AI development by businesses,
government and communities.
To propose the study of currently available AI ethics principles
and frameworks.

The Paper addresses the abstractions and arguments of AI ethics-
based development.
Findings provide the lessons learnt guidelines for standards,
codes, law, people voices and experiences based on various cases.

Lauer (2021) To examine whether AI ethics is a black box for industries.
To understand the nuances of AI ethics outside small research
communities of Maths experts.

Paper findings provide reasons for AI deployments are so elusive.
Paper presents the examples and lessons from industry and
research to promote an ethical culture in people and society.

Morley et al. (2020) Debate on the ethical principles rather than practices.
Awareness of the AI ethics impacts utility and society to the
developers and research community.

Paper focused explicitly on machine learning, but results apply to
mostly all AI branches.
The research method provides a typology of findings applicable
to future research.

Stahl et al. (2021) Evaluate the equilibrium point of technology and economic
benefits countering legal and social AI ethics issues.
Conceptually capture both advantages and disadvantages.

Paper findings propose ML applications and social and
metaphysical questions as AI discourses.
It helps to visualize human rights and legislation based on AI
ethics steering.

Spinello (2021) Debate when code is simulated as law surrogate.
Argue software code based normative forces

Amplify common good perspectives for right to a) physical
security b) privacy
Paper proposes exceptional access scheme to mitigate risk

Part 3
ÓhÉigeartaigh et al. (2020) Highlight cooperation barriers between North America, Europe

and East Asia based on the AI development.
Understand the reason for the optimistic cross-cultural
cooperation.

The Paper Presents the cultural and regional arguments related to
the trust and disagreements.
An agreement is not always required on AI principles and
standards for cooperation between the regions to address
practical issues.

Toth et al. (2022) To study ethical AI robot applications based on ethical theories.
To address ethical issues related to morality and accountability.

Research posits a conceptual framework to interpret the ethical
implications.
Debate on the associated accountability for a set of actors.

(continued on next page)
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literature survey. We linked, equated, and interplayed the imported
content to collect data and perform our analysis. Selective coding and
the theoretical background are taken as the foundation for coding the
articles. The imported documents were considered as discrete sections

to establish the connection between the codes. Finally, the authors se-
lected the main code to relay all the considered codes for a compre-
hensive examination and to synthesise the core of the AI ethics-led
sustainability study. The complete coding method was iterative while

Table 2 (continued)

Author (s) Objective (s) Finding (s)

Wu et al. (2020) To understand the role of Governance and ethics plays in AI-led
SDG.
Organizations, people-centric societies, and R&D laid down the
AI ethics guidelines and principles.

Paper findings propose the outcome of governance led by AI.
The governance relationship between SDG and society is well
established with future directions.

Davenport and Katyal (2018) How AI-powered products and services impact consumers.
How to manage the ethical decisions for AI applications and
services.

Finding provides the ethical issues faced by 2000 startups in and
outside the US.
Seven actions were identified for AI-powered companies in the
research.

Cubric (2020) To provide a systematic literature review of AI adoption with
issues in business and management.
To enlist drivers and social implications of AI ethics in the
context of people and society.

Paper conducts the tertiary study of 30 reviews papers for 15
years.
Paper findings present the multi-industry review of AI adoption
in the context of social and people-centric considerations.

Feher and Katona (2021) Perform socio-cultural AI consequences with multiple contexts
and settings to Industry 4.0 and AI governance.
Topic modelling based on 607 is evaluated to identify 15 fields
of action.

Finding points the AI technology usage in society and culture.
Socio-cultural AI consequences are researched in the context of
academic and policy research

Hongladarom (2021) To understand the national AI ethics guidelines for Thailand.
To envisage Thailand's political and cultural consequences in
the light of AI.

Research highlights the contradictory expressions of AI
modernization.
Modernization is the outcome of the policy document while
maintaining Thailand's Traditional Values.

Part 4
Davenport et al. (2020) Understand how AI is transforming marketing strategies.

Customer behaviours need AI ethics evaluation based on
intelligence levels and task types.

Paper proposes the multidimensional AI framework
To address marketing strategies.
Privacy, ethics and bias are better handled when humans are
augmented with the combination of AI ecosystems.

Floridi et al. (2020) Check the potential of using AI for social good.
What salient point makes AI social a good enabler and
reproduces initial success?

The Paper indicates 7 points factors for AI as the enabler of social
good.
Comprehensive 27 cases are discussed as AI projects where AI
became the tool for social good with respect to people and
organization.

Fröding and Peterson (2020) Evaluate how the near-future AI system will behave in a friendly
manner.
Possibilities of coexistence of man and machines together to
ensure reciprocity

Paper establishes the concept of "as-if friendship" with the chance
of abuse on humans and society.
The virtue alignment approach is outlined in the Paper to Ai
ethics to enhance the value-based approach.

Timmers (2019) Critically comment on the cases of sovereignty when
cybersecurity risks are raised because of Digital transformation
and cybersecurity events,
Understand the role of AI ethics when autonomy is developed at
the system level and challenges sovereignty.

Paper touched on the controversial topic of ethics as an
accelerator of strategy.
Commentary contributes to understanding AI's ethics while
working towards autonomy and sovereignty.

Jobin et al. (2019) Investigate the agreements on the corpus of guidelines and
framework of AI ethics.
Debate the constitutional elements if of AI ethics realization.

Paper presents the five converging principles of AI ethics.
It establishes the importance, actors, interpretation, substantive
divergence and implementation guidelines.

Munoko et al. (2020) Review the audit potentials ethically using the AI technology.
Discuss unintended consequences in accounting activities while
performing aunting based on AI technologies. A

Paper reported ethical issues based on past audit experiences
where AI is used as a technology enabler.
Policy and governance are also discussed while working on
ethical AI audit tools.

Watson et al. (2021) Investigate the potential of AI as a leadership tool.
AI possibilities to meet strategic organizational leadership
requirements fulfilled by AI technology.

Paper key findings include the role of digital knowledge,
networking, data focus and agility at a senior level based 33 Suite
level interviews.
Requirement of C-suite reskilling, recruitment, talent retention to
develop the intrapreneurial culture.

Table 3
Industry-Wide Literature Context.
Source: Author's own compilation.

Industry Authors Percentage

Generic Rodriguez‐Lluesma et al. (2021); Etzioni and Etzioni (2016); Hagendorff (2020); Hickok (2021); Morley et al. (2020); Spinello
(2021); Floridi et al. (2020); Fröding and Peterson (2020); Timmers, (2019); Jobin et al. (2019); Munoko et al. (2020); Ashok
et al. (2022); ÓhÉigeartaigh et al. (2020); Toth et al. (2022); Davenport and Katyal (2018); Feher and Katona (2021); Stahl
et al. (2021); Davenport et al. (2020); Watson et al. (2021); Cubric (2020)

66.67

Government Meszaros and Ho (2021); Wu et al. (2020); Hongladarom (2021) 10.00
Information Technology Neubert and Montañez (2020); Wamba et al. (2021) 6.67
Education Zhu (2020); Borenstein and Howard (2021) 6.67
Healthcare Lauer (2021) 3.33
Human Resources Hunkenschroer snd Luetge (2022) 3.33
Marketing Hermann (2021) 3.33
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tagging the initially developed codes (People Centric Ethics Theory,
People Centric Ethical AI intentions, People Centric Ethical AI
Behaviour) to the final theme (People Centric Ethical AI Deployment)
based on the research interest area. The themes considered in our re-
search worked like one central data element to depict the qualitative
study analyses. The study uses thematic analyses to investigate the
literature-based evidence of theory, intention, behaviour, and deploy-
ment reflections of people-centric ethical AI deployment. The themes
were developed based on data analysis, literature fields, and extracted

content interpretation (Holstein & Gubrium, 1997; Braun & Clarke,
2006).

Table 6 presents the main themes (T) /sub-themes (ST) based on the
content available in the imported literature. We worked on 4 themes
and 12 subthemes in our study. The most ubiquitous subtheme in-
dicated by all content analysis is 'People Centric Ethical AI Deploy-
ment," "People Centric Ethics Theory\Common Good & Duty," "People
Centric Ethical AI Intensions\AI Privacy," and "People Centric Ethical AI
Intensions\AI Governance.".

Table 4
Commonly Applied Methods.
Source: Author's own compilation.

Methodology Authors Percentage

Literature Review Hermann (2021); Hunkenschroer and Luetge (2022); Wamba et al. (2021); Hagendorff (2020); Hickok (2021); Morley et al. (2020);
Jobin et al. (2019); Wu et al. (2020); Hongladarom (2021); Cubric (2020); Davenport and Katyal (2018); Spinello (2021)

40.00

Conceptual Paper Zhu (2020); Etzioni and Etzioni (2016); Fröding and Peterson (2020); Timmers (2019); Munoko et al. (2020); Ashok et al. (2022);
ÓhÉigeartaigh et al. (2020); Toth et al. (2022); Neubert and Montañez (2020); Toth et al. (2022); Rodriguez‐Lluesma et al. (2021)

36.67

Case Method Meszaros and Ho (2021); Lauer (2021); Davenport et al. (2020); Floridi et al. (2020) 13.33
Empirical Study Stahl et al. (2021) 3.33
Interview Study Watson et al. (2021) 3.33
Topic Modeling Feher and Katona (2021) 3.33

Table 5
Commonly applied theories.
Source: Author's own compilation.

Theory Authors Percentage

Ethical frameworks/Ethics Guidelines Hermann (2021); Hunkenschroer and Luetge (2022); Hagendorff (2020);
Munoko et al. (2020); Davenport and Katyal (2018); Hongladarom (2021)

20.00

AI technologies and theories/AI Ethics Lab/AI Ethics Guidelines/ AI
Ethics principles/AI Fairness

Wamba et al. (2021); Hickok (2021); ÓhÉigeartaigh et al. (2020);
Borenstein and Howard (2021); Stahl et al. (2021)

16.67

GDPR Law/OECD standard/Beijing Academy of Artificial Intelligence
(BAAI, 2019)/European Commission 2019/High-Level Expert Group

Meszaros and Ho (2021); Morley et al. (2020); Timmers (2019); Jobin et al.
(2019)

13.33

Virtue/Deontology/ Nichomachean Ethics Neubert and Montañez (2020); Zhu (2020); Fröding and Peterson (2020) 10.00
Restricted Access/limited control Spinello (2021) 3.33
Conceptual framework- Level of Abstraction (LoA) Floridi et al. (2020) 3.33
Deep Neural Network, satisfiability modulo theory (SMT) Wu et al. (2020) 3.33
Relational theory of society Rodriguez‐Lluesma et al. (2021) 3.33
Descriptive and normative ethical theory Toth et al. (2022) 3.33
TAO model Feher and Katona, (2021) 3.33
A communitarian approaches. A libertarian approach Etzioni and Etzioni (2016) 3.33
Medical ethics and systems theory Lauer (2021) 3.33
Tertiary study Cubric (2020) 3.33
Marketing theories Davenport et al. (2020) 3.33
Ontological framework Ashok et al. (2022) 3.33
AI leadership Tool Watson et al. (2021) 3.33

Table 6
Frequency Analysis [Code. seg. (all documents)].
Source: Author's own compilation.

Themes and Subthemes Frequency Percentage

People Centric Ethical AI Deployment 632 16.59
People Centric Ethics Theory\Common Good & Duty 577 15.15
People Centric Ethical AI Intensions\AI Privacy 420 11.03
People Centric Ethical AI Intensions\AI Governance 328 8.61
People Centric Ethical AI Intensions 285 7.48
People Centric Ethical AI Intensions\AI Explainability 220 5.78
People Centric Ethical AI Behaviour 211 5.54
People Centric Ethical AI Behaviour\Non-maleficence 199 5.22
People Centric Ethical AI Intensions\AI Fairness 188 4.94
People Centric Ethical AI Behaviour\AI Autonomy 171 4.49
People Centric Ethics Theory\Rights Based 162 4.25
People Centric Ethical AI Behaviour\AI Justice 162 4.25
People Centric Ethical AI Behaviour\Beneficence 87 2.28
People Centric Ethics Theory\Virtue 77 2.02
People Centric Ethics Theory 53 1.39
People Centric Ethics Theory\Utilitarian / Deontological 37 0.97
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Fig. 8 represents the code matrix browser to aid in visualising the
codes assigned across the documents. The output results help to in-
vestigate the code relationship, frequency, intention, and reflection—all
helpful in developing any anticipated framework. Fig. 8 is designed
based on the developed themes and subthemes and their individual
frequencies in each imported document (research paper). The size of
the square presents the significance of the code in the document. The
frequency of the code in any document is proportional and decides the
size of the square. Code distribution and frequency analysis can be used
to comprehend the meaning and significance of the relative code.

Fig. 9 represents the code maps to visualise the intended research
codes on the workspace. We could comprehend the relationship based
on the codes and their categories. The maps do not represent any

direction but can be used to organise data and explain code de-
pendency.

4. Discussion

The literature survey confirms that the existing literature balanced
both the theoretical and practical aspects of the AI ethics-led sustain-
ability literature. Half (50%) of the papers banked on the established
theories form the foundation of the research (Table 5). The literature
survey indicates the use of well-accepted ethics theories on virtue, Ni-
chomachean ethics, and deontology (Neubert & Montañez, 2020; Zhu,
2020; Fröding & Peterson, 2020), relational theory of society
Rodriguez‐Lluesma et al. (2021), Ontological framework (Ashok et al.,

Fig. 8. Code matrix browser.

Fig. 9. Code maps.
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2022), etc. to establish the theoretical genesis. The literature survey
also indicates the practical usage of the ethical aspects of AI deploy-
ment based on institutional guidelines and manuals establishing the law
conception of ethics. HLEG, Association for Computing Machinery
(ACM), Beijing Academy of Artificial Intelligence (BAAI, 2019), IEEE,
OECD, General Data Protection Regulation (GDPR), COMEST, Japanese
Society for Artificial Intelligence (JSAI), American Medical Association
(AMA, 2018), etc. proposed the ethics guidelines and frameworks for
trustworthy AI deployments (Hagendorff, 2020; Mökander and Floridi,
2021; Jobin et al., 2019). Authors covered diverse topics from medical
ethics and systems theory (Lauer, 2021), marketing ethics (Davenport
et al., 2020), tertiary study (Cubric, 2020), and technological diversi-
fication (Ceipek et al., 2019) to indicate the widespread ethics concerns
in AI deployment. At the same time, established theories based on
comprehensive studies using utilitarian/deontological business ethics,
institutional theory, triple bottom line (TBL), transition theory, and
corporate social responsibility (CSR) were missing while performing the
AI ethics-led sustainability keywords search during the literature re-
view. The output of code frequencies very well validates the same
phenomenon of less usage of prominent business ethics theories like
utilitarian/deontological, with less than 1% with a frequency of just 37
(Table 6).

The research observes a minimal AI ethics-led sustainability context
about specific industries. Most of the context illustrations are not in-
dustry specific rather than focused on ethical consequences while de-
ploying AI systems. 65 plus percent of the shortlisted papers targeted
generic industry-based segmentation (Table 3). The government sector
is also an apparent and common industry that emerges from our review,
covering AI deployment use cases and contextualised and researched
ethics requirements (10%, Table 3). The research finds specific studies
in the areas of information technology (6.67%), healthcare (3.33%),
education (6.67%) and management domains of human resources and
marketing (3.33%). The research emphasises the transforming re-
lationship between humans and machines, the coexistence of human
and AI ethical machines, and the relevance of virtue for ethical design
(Neubert & Montañez, 2020). The research investigates various con-
texts of trustworthy human-AI partnerships, protects information
privacy perspectives and the ethical concerns of design, deployment,
and usage of AI). technologies (Hunkenschroer & Luetge, 2022;
Spinello, 2021; Stahl et al., 2021). A relational theory of society is used
to study social change in the digitalisation of work and explore pre-
condition solidary-economy networks (Rodriguez‐Lluesma et al., 2021).
Zhu's (2020) essay investigates technology's role in ethics and society
with deontology and consequentialism ethics based on Confucian ethics
from China. Contextualised frameworks from HLEG and OECD em-
phasise the need for ethical AI deployment audit practices for huma-
nitarian relief and efficient European law-making (Jobin et al., 2019).
Singapore, China, Australia, Finland, Japan, the USA, Canada, the UK,
and India have all documented the ethical guidelines for successful,
trustworthy, responsible frameworks and principles for AI deployment
(Fig. 5).

Most papers highlight the importance of AI ethics-led sustainability
in AI project deployments. Ethics, having philosophical roots, inspires a
good number of papers focused on the context of virtues like love,
prudence, social issues, metaphysical questions, and AI deployment
discourse (Stahl et al., 2021; Neubert & Montañez, 2020; Hickok,
2021). Researchers indicate the role of governance and ethics, espe-
cially where it plays a role in the AI-led technological diversifications
documented by organisations, societies, R&D, and AI ethics-led sus-
tainability guidelines and principles (Ceipek et al., 2019). Spinello's
(2021) paper amplifies common good perspectives for the right to a)
physical security and b) privacy and proposes an exceptional access
scheme to mitigate risk. Past studies debate the ethical principles rather
than practices and awareness of the impact of AI ethics-led sustain-
ability on utility and society for the developers and research community
(Jobin et al., 2019; Floridi et al., 2020). There is a need to consolidate

such debates and open issues for ethical developers, regulators, and
decision-makers. Most of the papers present the human side angle of
ethics while deploying AI projects. Toth et al. (2022) highlight the
study of machines' and robots' rights to argue how moral agency pur-
sues the rights of machines. Research envisages deploying ethical sys-
tems, recognising moral issues, cultivating ethical intentions, and be-
haviour that recognises and interprets principles, rules, and
recommendations to formulate better AI ethics-led sustainability prac-
tices (Wamba et al., 2021). However, the literature shows ignorance of
technological adoption, diffusion, transitioning, institutional culture,
and the climate of ethical AI toolkits and deployment in the practical
space (Table 7). Demographics (e.g., age, gender, location, etc.) as AI
ethics-led sustainability control variables in toolkits-based training
datasets can reveal a fresh outlook for the adoption and diffusion of
technology missing in the literature.

The research in Table 7 covers 6 widely accepted, practical AI
ethics toolkits from different technological and research organisations
with their core principles, the technology used, objectives, and
adoption maturity. IBM's AI Fairness 360 is an open-source toolkit to
investigate and remove the bias and discrimination in the datasets in
ML models. The overall objective is to check for undesirable bias and
discrimination in the model datasets with the help of the latest al-
gorithms (Bellamy et al., 2019). Google Model Cards is an open-
source condition-based document that supports ML models based on
benchmarked performance evaluations. Model Cards' short docu-
ments primarily target ML models for vision, face detection, and
natural language processing (Mitchell et al. (2019)). Aequitas is an
open-source toolkit used to audit ML models to identify bias and
discrimination in the datasets. It is used to develop impartial deci-
sion-making models while deploying predictive systems. Aequitas's
primary goal is to recommend equitable action-based and informed
decision-making processes following Equal, proportional, false po-
sitive, or false negative parity metrics (Saleiro et al. (2018)). Deon
from DrivenData is a command line interface (CLI) tool for the
ethical aspects of AI/ML projects. The tool supports multiple formats
(new/existing) to append checklist files in the data science project.
The idea is to remind the developers about the ethical conversation
with actionable checklists in ML models (DrivenData, 2019). Ethical
OS from The Institute for the Future, Digital Intelligence Lab, Omi-
dyar Network is the Open Source/Enterprise level risk-based check-
list comprising 8 zones that can harm humans. It raises the 14 sce-
narios to catalyse the conversation of social harm and proposes 7
strategies to safeguard the future. The objective is to develop a
toolkit to respond to the unpleasant consequences while working on
AI/ML projects and products (Lilley et al., 2020). The XAI toolkit is
the product of The Institute for Ethical AI & ML Institute,
which comprises ML libraries that provide AI explainability as a
central theme. It helps to perform ML data model analysis and eva-
luation following AI ethics principles. The objective is to provide a
library-based toolkit for data study, design, synthesise, simulate and
evaluate the model for forecasting and monitoring purposes (Xai,
2021).

The research is considered valued and of quality if it is balanced in
applied methods from qualitative (e.g., literature review, case method,
thematic analysis, ethnography, etc.) to quantitative methods (e.g.,
cluster analysis, parametric and non-parametric studies, path and path
and mediation analysis, etc.). Conceptual model/ framework-based AI
ethics-led sustainability principles papers contributed significantly to
our survey with a percentage of 36.67% (Table 4). Systematic literature
/bibliometric review is the second most applied method to investigate
the impact of AI deployments on ethical consequences, with a fre-
quency percentage of 40.00% (Table 4). User Stories/Use case method
is also an obvious choice to gather first-hand end-user experiences of AI
deployments and their nuisances [like Genderify service to identify
individual's gender, Tay chatbot to forecast criminality, etc. (Lauer,
2021)] from the live cases with a frequency percentage of 6.67%
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(Table 4). Topic Modeling (3.33%), case methods (13.33%), and mul-
tidimensional empirical studies (3.33%) are the other methods that the
researchers used to study the ethical aspects of AI deployment. One
crucial observation is our study's lack of quantitative analysis as the
outcome.

Therefore, one whole series of factor analyses–path and mediation
methods, parametric and non-parametric studies, and partial least
squares–was missing entirely in the surveyed papers. Interview-based
thematic analysis was also unavailable in plenty (3.33%), which shows
the dearth of researchers and practitioners in the domain. This im-
balance affects the research quality as a whole. While conducting the
missed quantitative studies, proper sample identification and data
collection techniques-based rigour should be applied to strengthen the
research.

4.1. Theoretical implication

Current AI deployments influence the broader set of ethical as-
pects and interfaces to environmental, social, governance (ESG) and
sustainable development goals (SDG). AI deployments provide an
excellent opportunity to link ESG and SDG criteria with ethical as-
pects while deploying AI projects. Human-centric economics and
resource and cognitive impacts can be further strengthened and in-
vestigated using established utilitarian/ deontological business
ethics, TBL, CSR, equity and human rights, behavioural systems, and
institutional and transition theories. Developed nations have laid
down the country- or region-specific principles and frameworks
targeting techno-socio needs; therefore, people-centric ethical AI
studies are required extensively in developing countries. The litera-
ture survey reveals that a global AI ethics-led sustainability standard
agency must regulate and standardise principles and frameworks,
pointing to various guidelines by governmental agencies, analyst'
groups, technology giants, and traditional agencies. AI ethics-led
sustainability principles and framework survey Figs. 2–5 can be used
as a baseline for global standardised people-centric ethics guidelines.
From the previous studies, debate and open issues of AI ethics and its
impact on utility and society need consolidation for ethical devel-
opers, regulators, and decision-makers. Demographic characteristics
(e.g., age, gender, location, etc.) considered as AI ethics-led sus-
tainability control variables in toolkits-based training datasets can
reveal a fresh outlook. The research outcome recommends con-
ducting quantitative studies with empirical evidence to strengthen
the ethical impacts of AI deployment. Research attention is required
to conduct factor analysis, path and mediation methods, parametric
and non-parametric studies, and partial least square with rigorous
sample identification and data collection methods. Interview-based
thematic analysis is also sought to maintain the balance. While
ethics-based empirical studies are available for reference, ethics
theory-based constructs can be studied and tested for sound synth-
esis. Human-centric ethical aspects can be studied for vertical in-
dustries, geographies, and micro/macro business enterprises per the
context. The literature survey also recommends introducing AI
ethics-led sustainability principles into the early education system to
appreciate its importance for unbiased, inclusive, transparent soft-
ware architectural paradigms and for designing future social en-
gineering models.

4.2. Practical implications

The intent to explore the ethical aspect of the AI project deployment
cannot be completed without the engagement effort of the managers
and leaders. The discussed/surveyed toolkits and framework/ princi-
ples can be introduced and practised well when the managers develop,
adhere to, and execute good AI ethics-led sustainability programs. The
practitioner's approach is required to embrace the multidimensional
spirit of ethical design, critique, deploying toolkits (ethical), prioritisingTa
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ethical modelling, and safeguarding the interest of humans while de-
ploying AI projects. Managers can mobilise the workforce by empha-
sising the sensitivity of human interests and charting the consequences
if they are not handled appropriately for AI cybernetics projects.
Managers themselves or brand ambassadors can serve as torchbearers
for ethical characteristics to bridge the gaps of social, normative, moral,
and virtue-based theories and the practical aspects of explainability,
fairness, governance, privacy, and inclusiveness. At the ground level,
practitioners can make developers and designers better understand
cybernetics, safety, and reliability with the help of training, certifica-
tion, and mandatory policies. The responsibility of the managers be-
comes more prominent in developing understandable instruments,
toolkits, and collaterals to balance the autonomy, risks, and ethics in-
troduced by data scientists between humans and machines. AI processes
are envisaged to implement ethical preferences, heed social and moral
values, adhere to compliance and principles, and practice frameworks.
Managers must propagate the AI systems' viable assumptions, cap-
abilities, and limitations for the informed acceptance of the desired
systems to be deployed, ensuring safe, inclusive, and fair AI projects.

5. Conclusion

AI advantages are visible in every walk of life. Different industries
become diffused by AI use cases empowering technical and social
settings. Conversely, constant pressure exists to handle technology's
ethical, social, and sustainable use in AI deployments. The paper
explores the ethical aspects that must be practised while deploying
any AI system. The findings baseline that algorithmic biasedness,
explainability, autonomy, privacy, beneficence, non-maleficence,
and justice lay the foundations of AI ethics-led sustainability fra-
meworks.

The research establishes the ethical codes to be considered while
conceptualising, designing, implementing, and managing AI ethics-
led sustainability frameworks. The AI ethics toolkits discussed in this
paper are still part of the research labs and are available at the centre
of excellence (COEs). This research must be part of the mainstream
practices and requires discussion and research. The AI ethics-led
sustainability guideline documents (principles/frameworks) sources
not listed in the scholarly databases require considerable work to
consolidate and categorise as reviewed literature. One of the paper's
findings suggests conducting empirical tests proven in the literature
survey. Seeing the sector wise (vertical/domain) analysis of the AI
projects with respect to ethics would be constructive. Proposed
thematic codes bundled with AI practitioners and researchers can
reveal new perspectives altogether. Most AI ethics toolkits are posi-
tioned from the open-source world; solution-centric scouting and
evaluation are required to safeguard intellectual interests while
pursuing ethical AI deployments. The discussion section also gives
natural options to 'rethink' and address current literature, open issues
and debates. Research frames the multiple lenses of literature,
practices, platform/toolkits, and thematic analysis on ethical the-
ories to recommend responsible and accountable ethical AI deploy-
ment. The findings can be a rich glossary of choosing ethical prac-
tices coupled with the right fit prebuilt/customised AI ethics toolkit
to reduce valuable experimentation cycle time.

Further research could investigate these issues in different institu-
tional settings around the world. AI ethics might vary depending on
legal and cultural settings in different countries (e.g., Mollah et al.,
2021; Rabbani et al., 2022). Further research of AI ethics in different
contexts could help implement practice and policy in ways tailored to
different country settings.
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