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ABSTRACT

This article introduces the state-of-the-art development of adaptive dynamic programming and reinforcement learning (ADPRL).
First, algorithms in reinforcement learning (RL) are introduced and their roots in dynamic programming are illustrated. Adaptive
dynamic programming (ADP) is then introduced following a brief discussion of dynamic programming. Researchers in ADP and RL
have enjoyed the fast developments of the past decade from algorithms, to convergence and optimality analyses, and to stability
results. Several key steps in the recent theoretical developments of ADPRL are mentioned with some future perspectives. In
particular, convergence and optimality results of value iteration and policy iteration are reviewed, followed by an introduction to the
most recent results on stability analysis of value iteration algorithms.
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oriented learning approaches, which allow the agent to

interact with the environment and obtain the
corresponding rewards. The objective of RL methods is to
maximize long-term cumulative return. In the past few decades,
RL has enjoyed rather remarkable successes across a wide range of
domains, involving game artificial intelligence (AI)", COVID-19
border testing”, mobile robotics*", autonomous driving""",
nuclear fusion™, intelligent control"**’, and so forth, which make
the agents possess the strikingly successful machine intelligence
previously thought to be impossible. Therefore, the term of RL has
a broad coverage in areas such as psychology, computer science,
economics, and control community™*’.

In various game AI tasks, board games are the most
representative kind of multistage decision task, where the ancient
Chinese board game Go is most challenging. It has been
intensively studied by AI researchers for many decades.
Researchers have always hoped to develop a learning agent, which
can defeat the human professional opponent in the game Go. The
board of the game consists of a grid of 19 horizontal and 19
vertical lines. Black and white “stones” are alternately placed on
unoccupied cross point by two players. The goal of Go is to
occupy an area larger than that occupied by the other player. At
the beginning of Go, there are roughly 360 options for each of the
two players to place their stones. Since this game has a large
number of potential board positions, the search space for Go
grows exponentially and the number of legal moves per position
quickly becomes larger than the total number of atoms in the
whole universe™. With this many states result in so many
outcomes any given game can move in, it is impossible for
programs ever to experience more than a small fraction of them

Reinforcement learning (RL) methods are a kind of goal-

even if we have massive computing power.

The Monte Carlo tree search approach has been used often to
solve the single-agent sequential decision problems. For computer
Go, only some of the possible sequences at each step are sampled
and the agent chooses an appropriate move between different
possible moves rather than trying by brute force computation of
every possible ones.

An Al company in London, namely Google DeepMind, has
achieved remarkable results in applying RL techniques. In March
2016, the match of a program called AlphaGo, developed by
DeepMind, vs. Lee Sedol made worldwide headline news at that
time, and has been a milestone in the quest of AL The defeat over
a human opponent by a machine has also aroused huge public
interests in Al technology around the world™. Instead of
searching various sequences of moves to learn, AlphaGo makes a
move by evaluating the value of the current position on the board.
Such an evaluation of the current state was made possible by
combining the deep learning capabilities of neural networks
(NNs). Position evaluation plays a crucial role in the success of
AlphaGo. It is used to estimate the optimal cost function. Such
ideas have been applied usefully to computer games by many
researchers, such as backgammon (TD-Gammon)**, checkers™,
othello™, and chess™. Many of these computer games involve the
use of an RL technique called temporal-difference (TD) method,
in particular, the TD(A) method which was used in AlphaGo and
TD-Gammon to evaluate the current position. An agent trained
by TD-Gammon has possessed a grandmaster level in the
backgammon™*!. Moreover, AlphaGo first defeated European Go
champion Fan Hui (professional 2 dan) by 5 games to 0", then
won world Go champion Lee Sedol (professional 9-dan) by 4
games to 1%, and defeated world's no. 1 Go player Ke Jie
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(professional 9-dan) by 3 games to 0.

The success of RL depended on NN's powerful representation
capabilities . The deep NN structure used in AlphaGo has 13
layers. Even though there were a large number of reports on the
application of RL and related approaches for Go™, it is only with
AlphaGo" that deep NNs were adopted to establish the value
networks to achieve high evaluation accuracy. Position
evaluation™*** and deep learning’>*! have been applied to
programs to play the game of Go, however, none of them realized
the level of success by AlphaGo®. The success of AlphaGo has a
far-reaching impact on the research in Al Based on the core
structure of AlphaGo, AlphaGo Zero is only given the game rules
in the sense that it learns from self-play, which has defeated
AlphaGo by 100 games to 0. Afterwards, AlphaGo Zero was
generalized into a single AlphaZero algorithm", which based
solely on RL, without human data, guidance, or domain
knowledge beyond game rules. In various challenging tasks such
as chess and shogi (Japanese chess), as well as Go, AlphaZero can
achieve a superhuman performance. The tasks of single-agent
environments and two-player turn-based games have been
intensively investigated by researchers. For the case containing
multiple agents, different agents independently learn and act to
cooperate and compete with each other. For example, it is
demonstrated that the trained agent can achieve human-level and
even grandmaster-level performance in some challenging three-
dimensional multiplayer video games®®. More exciting result is
the accelerating fusion science through learned plasma control™,
which reveals that the RL technique possesses the potential to
accelerate scientific and technological progress.

RL is widely considered as an effective technique in handling
optimization problems by applying the principle of optimality
derived from dynamic programming (DP). Especially, RL is used
often in optimal control problems in control systems community.
Significantly, DP provides a foundation for understanding RL.
The great majority of RL algorithms can be considered as attempts
to achieve the similar effect as DP, with less computation and
without establishing a sufficiently accurate environment model.
One class of RL methods is built upon the actor-critic structure,
namely adaptive critic designs'”, where a critic component is used
to evaluate the value of the current state and adopted action while
an actor component applies an action or control policy to the
environment. In the vast majority of control systems, since the
state and control input spaces are continuous, it is necessary to
introduce the function approximation techniques. The
combination of DP, function approximators, and actor-critic
structure results in the adaptive dynamic programming (ADP)
algorithms.

Although both RL and ADP provide approximate solutions to
DP with similar ideas and they have close relationship with each
other, studies in these two directions have been somewhat
independent™ in the past. It has been a recent trend to regard the
two together as ADPRL (ADP and RL)"*~". In this paper, starting
from the basic Markov decision process, the classic RL algorithms
are revisited. The connections and differences between Markov
decision process and optimal control for discrete-time nonlinear
systems are summarized. As mentioned in Ref. [49], RL is strongly
connected from a theoretical point of view with direct and indirect
adaptive optimal control methods. Moreover, compared with
existing surveys™ ™, several key steps in the recent algorithm
schemes and theoretical developments of ADPRL for discrete-
time optimal control are mentioned with some new perspectives,
which includes some new theoretical results of convergence rate,
stability, and new iterative framework. A brief overview of RL will
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be provided in the next section, followed by a more detailed
overview of ADP. Its classic frameworks and iterative schemes are
also revisited.

1 Reinforcement Learning

RL methods mainly involve the value-based algorithms and the
policy-based algorithms, where the representative algorithms of
the value-based approaches include policy iteration (PI), value
iteration (VI), TD learning, deep Q-network and so forth while
the classic policy-based methods involve stochastic and
deterministic policy gradient methods, REINFORCE, trust region
policy optimization, proximal policy optimization, etc. Note that
actor-critic methods belong to both value-based method and
policy-based method, which combine the advantages of policy
evaluation and policy gradient. The classic research results in RL
can be found in the book by Sutton and Barto"” and its references.
The central idea of the value-based method in RL is certainly the
TD method"*.. The typical algorithms of TD learning are the on-
policy™ Sarsa and the off-policy’ Q-learning*. The area of RL is
more complete and more mature™* than ADP.

In a typical RL problem, an agent sequentially takes an action to
interact with its environment. In general, this process is formally
modeled as Markov decision process. An RL system typically
consists of the following four components: {S, A, R, F}, where S,
A, R,and F: SxA — S are the set of states, the set of actions,
the set of scalar rewards, and the state transition function (or
probability), respectively. A policy is denoted as 7, which
represents a mapping 7: S — A. At any given time ¢, the agent in
current state s, € S takes an action acA accordings to a
deterministic or stochastic policy =, ie, a,=mn(s,) or
Pr(a,|s,) = n(a,|s,), transitions to the next state s' according to the
state  transition function s, =F(s;,a,) or probability
Pr(s,, =¢s,=s,a,=a), and at the same time, receives a
reinforcement signal, which is also called the immediate reward,
denoted by 7,,, = (s, a,,s.,1) € R. The goal of RL is to find a
policy to maximize the discounted accumulated reward, namely

the total return denoted by G, = Z Y**11141» Starting from an initial

k=0
state s,. The corresponding policy is the optimal policy.
Value-based RL methods always involve estimating some kind
of value functions. Under a policy 7, a value function estimates
the value of a given state s, which is formulated as

_ k
Si=s Zy r(5t+kaat+k7$,+k+1)

k=0

Vi(s) = Z AL )
k=0

st=s

where 0 <y <1 is a discount factor, a, = n(s;), and s, =
F(sy,ai). V(s) is called the state-value function for policy 7.
Another value function for policy 7 is often employed to evaluate
the value of taking action a in a given state s, namely the action-
value function, which is defined as

_ k
Qn(S,a) = ZY Tkt sp=s,ar=a’
k=0

_ k
S—sai—a E b r(st+k7al+k7si+k+l)
k=0

In different RL tasks, the optimal policy denoted by 7* may not
be unique. There might exist multiple optimal policies to make the
accumulated reward achieve maximization. Their same optimal
state-value function is given by
*On-policy learning estimates the value of a policy while using it for control.
"Off-policy learning is defined as evaluating one policy while following
another.

CAAI Artificial Intelligence Research | VOL. 1 NO.2 | 2022 | 93—-110



State of the Art of Adaptive Dynamic Programming and Reinforcement Learning

Vi(s) = stip { V”(s)} ]

And the same optimal action-value function is expressed as
Q' (s,a) =sup{Q(s;a)}.

According to the Bellman’s principle of optimality, the state-
value and action-value functions can be rewritten as their
corresponding Bellman optimality equations (Bellman equations),
respectively, given as follows:

V(s) = max {r(s.a.5) + y V'(5)} W
and
Q(s.0) = r(s.a.9) + ymax {Q' (<)} @)
The optimal policy is determined by
w(5) = argman {r(s,0.) +y V" (<)}

or

7 (s) = argmax Q*(s,a).

Note that the above is described for deterministic systems.

In what follows, how to obtain the state-value function V" for
an arbitrary policy 7 is presented in detail. The process of
estimating the value function of 7 is called policy evaluation,
which is expressed as

Vi(s) =r(s,a,8)+y V*(s) =
r(s,7(s),F(s,7m(s))) +y V'(F(s, 7(s)))
The goal is to solve for V" from Eq. (3), ie., to determine a
function V7(-) that can balance the above equation for all s.

Initialized by an arbitrary initial estimation V,(-), the value
function can also be computed by iterative policy evaluation:

Vi+1(5) - T(S, a>5/) +y V,-(S/) (4)
where i = 0,1,2,... is the iteration index. The value function V"(s)
is obtained as V*(s) = lim V(s), Vs, under the assumption that the
iteration in Eq. (4) is convergent.
After the policy evaluation is finished and V*(s) is obtained, an
improved policy can be computed by

(s) = argmaax{r(s,a,s’) +yVr(s)} (5)

3)

The PI procedure involves the alternating iteration between
policy evaluation in Egs. (3) and (4) and policy improvement in
Eq. (5). With this operation, the optimal policy can be
determined.

Another algorithm to obtain the optimal policy is to use the VI
scheme. For each iteration step i, the state-value functions V; can
be computed by the following value function update:

Vin(s) = max{r(s,a,s) +y Vi(s)} (6)
and policy improvement
Mia(s) = argmax{r(s,a,s') +y Viu(s)} (7)

The iteration process shall continue until V, converges. In
general, the termination criterion | V,,,(s) — Vi(s)| < ¢, Vs, is used
to stop the iteration process, where ¢ is a small positive number.
By doing this, the obtained state-value function satisfies
Via(s) = V*(s). Then, we have 71 (s) &~ 7, (s).

Note that the PI and VI algorithms are usually model-based
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approaches. For the unknown environment's transition dynamics,
the TD method™ is a remarkable success to estimate the value
function. The TD algorithm is given by

V(s) < V(s) + afro+y Vism) = V(s)] (8)

or

Vin(s) = Vi(s:) + a[ria+y Vi(sen) — Vi(s))] ©)

where a >0 is the step size. Actually, compared with TD(A)
introduced later, the algorithm described in Formula (8) and Eq.
(9) is also called TD(0). Note that the update rule in Formula (8) is
described as the following general formula:

NewValue +— OldValue + StepSize x (Target — OldValue)

which means a step of move towards the “Target”.

In addition, the off-policy TD algorithm, Q-learning®, is an
early breakthrough of the RL methods™. A common on-policy
version of TD method is called Sarsa“**-*, whose name comes
from the fact that the approach employs the quintuple
{St,a, 11,0115 i1} Which was first introduced by Rummery and
Niranjan ", and called modified Q-learning.

TD(A), a more general TD approach®™, has been very
popular®”=*%4The idea of eligibility trace can be applied to
Sarsa*! to generate a new RL algorithm, namely Sarsa(1). The
eligibility trace can also be applied to Q-learning™*.

TD, Q-learning, Sarsa, TD(1), Sarsa(1), and Q(A) estimate the
value functions V(s) or Q(s,a) by using the state or action-state
trajectories derived from the environment. After obtaining the
estimation of the value function, an improved policy can be
determined. This is the procedure how RL solves the Bellman
equation (Egs. (1) and (2)) with model-based and model-free
approaches to obtain approximate solutions.

2 Dynamic Programming for Discrete-Time
Nonlinear Systems

DP method is a classical optimization technique for multistage
decision problems. The traditional DP approaches require a
complete environment information. There are various schemes of
DP““I to handle different systems, such as linear systems or
nonlinear systems, discrete-time systems or continuous-time
systems, deterministic systems or stochastic systems, time-
invariant systems or time-varying systems, etc. The simplest
scheme is a backward computation in time. Since the digital
implementation of manufacturing systems has become a large
trend in the industrialization process and time-invariant nonlinear
systems cover most of the application scenarios, in the following
discussion, we focus attention on discrete-time nonlinear time-
invariant dynamical systems.

Consider the following discrete-time nonlinear systems given

by
X = F(xi, w) (10)

where k=0,1,2,..., x, €R", u, € R" and F: R" x R" — R" are
the discrete-time index, the state vector, the control vector, and
the system function, respectively. Under a given initial state
X, € R", an infinite-length control sequence wu, = (uy,u;,...)
needs to be selected and applied to Eq. (10) to achieve certain
objectives.

Define the performance index (or cost) of Eq. (10) as
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](xkvﬂk) :ZkykkU(xivui) (11)
where u, indicates the control input sequence starting at time k,
U(,-) is the positive definite utility function, and y € (0,1] denotes
the discount factor. The function J in Eq. (11) is the cost-to-go of
state x, under the control input sequence u,, which is determined
by the initial time and the initial state. In this case, the cost will
accumulate indefinitely. This problem is called the infinite horizon
problem. If the cost accumulates over finite time steps, the
corresponding problem is the finite horizon problem. In general,
the objective of DP is to determine wu, = (uo,u,,...) so that
J(xo,u,) is maximized or minimized. In this article,
u; = (u;,u;,...) and J'(x,) are used to represent the optimal
control sequence and the optimal cost function, respectively.

More specifically, in this article, we consider the minimization
problem of the cost function J(x,,4,) in the sense that a control
sequence u; is determined to minimize the function J in Eq. (11).
According to the definition of the minimization problem, the
optimal cost function is expressed as

T (xo) = inf](xo, 1) = J (0, 145)-

The control input may be considered as a function of the state,
ie, u, = p(x), Vk. Such a mapping y: R" — R" is called control
policy, or state feedback control, or control law. Therefore, the
cost function in Eq. (11) for a given control policy y can be
rewritten as

o) = ¥y Ul u(x).

i=k
The corresponding optimal cost starting at x, is obtained as
T (%) = irﬂlf]" (x0) = J*(%0)

where y* is the optimal policy.

The Bellman's principle of optimality™*? is the foundation of
DP method. It shows that no matter what previous decisions are,
the remaining actions must constitute an optimal policy regarding
the state resulting from those previous actions.

It is assumed that, for all possible states x;.,, the optimal cost
J*(x¢11) and the optimal control sequences u;,, from time k+1 to
the terminal time have been obtained. Note that the sequence ;.
is determined by x,,. In this case, J*(x,,) indicates that the
optimal cost is generated by applying the optimal control
sequence u;,, to the system with initial state x,,,. If an arbitrary
control input u, acts on the system at time k and then the optimal
input sequence u;,, is applied to the system from time k+1, the
accumulated cost becomes

U(xIH uk) + yU(ka, ultﬂ) + yz U(xkﬂv ”Lz) +eee=
U, ) + 9T (%1)

where x;,, = F(xy, u). Therefore, the optimal cost from time k on
is expressed as

T (xe) :rrlin{U(xk, we) + 9 (i) } =

: (12)
min{U(x, ) + )" (Fx, ) }
At time k, the optimal control u; is the control input that
minimizes the cost, i.e.,

w, = argmin{ Ui, ) + /- (31)} (13)

The principle of optimality for Eq. (10) is formulated as Eq.
(12). Its key point lies in the fact that only one control vector is
optimized at a time by the backward numerical process.

Considering the Markov decision process mentioned in Section
1, it is the basic task in sequential decision problems. Considerable
research in RL has focused on this problem or its variants. For
discrete-time nonlinear systems in Eq. (10), it can be observed that
each state depends only on the state and control attained in the
previous time step, which is similar to the Markov decision
process. Therefore, the core idea of RL is applicable to solve the
Bellman optimality equations (Eq. (1)) and the optimal cost (Eq.
(12)). On the other hand, the main difference between the Markov
decision process and discrete-time nonlinear system is that, in
general, the Markov decision process is stochastic process while
the discrete-time nonlinear system is a deterministic dynamics.
More specifically, the definitions of some terms and functions
corresponding the Markov decision process and discrete-time
nonlinear system are different, which are summarized in Table 1.

Remark 1. Table 1 illustrates the different terms and definitions
corresponding to Markov decision processes and optimal control
for discrete-time nonlinear systems, where the stochastic case of
Markov decision processes is considered. In this case, both state
space and action space are discrete and the numbers of the state
and action are finite, which is the classic problem formulation of
early game Al As the environment becomes more complex, the
number of the state increases exponentially, such as the game Go,
real-time strategy video game StarCraft II and so on. In the
computer science community, since boundaries of tasks are clear,
such as the boundaries of the board and video game, these tasks
allow that the agent interacts with the dynamics to accumulate
experience in the trial and error and improve the policy with a
lower cost. Therefore, convergence of RL approaches is a key
focus in the computer science community. By contrast, for
discrete-time nonlinear dynamics, the system state and control
spaces are continuous. Besides, in control systems community,
considerable system dynamics are derived from the real world,
which results in the huge cost of trial and error, such as the orbital
maneuver problem, aircraft attitude control, robot control and
navigation, and so forth. Therefore, for control policies deployed
to the actual control systems, both convergence and stability are
necessary and important topics in control systems community.

DP method is a quite effective technique for optimization and
optimal control problems. Especially, whether or not the control
and state variables are constrained, it is convenient to apply the
DP method to nonlinear system dynamics. Note that Eq. (12) is
called the Bellman equation or functional equation of DP. It is the

Table1 Comparison between Markov decision process and optimal control for discrete-time nonlinear systems.

Term Markov decision process

Discrete-time nonlinear system

Dynamics

Immediate reward/Utility function

Pr(a|s;) = m(ae|st)

Tt = T(Sn at75t+1)

X411 = Flxg, ug)
U(xk: uk)

Return/Performance index G = Z Y i J(xk,up) = Z YR U, w)
i=t i=k
Policy/Feedback control n(als) p#(x)
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foundation for implementing DP. Considering Eq. (12), if we have
obtained the system function F and the cost function J, solving
the Bellman equation can be regarded as a simple optimization
problem. On the other hand, since the solutions of the Bellman
equation requires calculations backward in time, actually, it is
often impossible to implement the exact DP. The backward
numerical process easily leads to the well-known “curse of
dimensionality”* . Therefore, in general, the Bellman equation is
difficult to solve analytically. In the past few decades, researchers
have strived to obtain the numerical solution of the Bellman
equation by establishing a module named critic. The critic
component is employed to approximate the cost function. It acts
as a function approximator.

3 Basic Frameworks of Adaptive Dynamic
Programming

In 1975, Weinstein and Zeckhauser' probably first mentioned
the term “adaptive dynamic programming”, which was employed
to design the optimal scheme for consuming natural resources.
Researchers have realized in very early days that DP has been
considered as a quite effective method to solve inventory control
problems. Nevertheless, it is difficult to exactly solve the DP
problems. Afterwards, ADP methods®* were formally
considered to solve the inventory control problem. In 1976,
Shields’™ survey of fault detection had also mentioned the ADP
technique. After nearly twenty years, an algorithm closely related
to ADP was developed by Barto et al.”? Subsequently, in 2002,
aiming at continuous-time systems, the ADP method was adopted
to handle the optimal control problem. Then, a comprehensive
theoretical analysis”™ of the developed ADP approach was given
later. Therefore, numerical solutions were sought using “adaptive
dynamic programming”®* or using “approximate dynamic
programming” scheme”. In 1987, the DP-based technique for
optimal control was named “approximate dynamic programming”
by Werbos".

Back in 1977, an approach, later called “adaptive critic designs”
(ACD)"™*), was presented by Werbos. Later, ACD frameworks
were classified into three classes”™: heuristic dynamic
programming (HDP), dual heuristic programming (DHP), and
globalized DHP (GDHP). In Ref. [78] published in 1992, “ACD”,
“approximate dynamic programming”, and “RL” have been
alternatively adopted by Werbos. The term ACDs have since
appeared in many studies *>*77*,

On the other hand, another widely used term is “neural
dynamic programming”®" or “neuro-dynamic programming”*>*",
Their corresponding acronym is “NDP”. In terms of control
applications™", both NDP and ADP have been widely adopted to
represent approximate approaches for DP problems. Bertsekas
and Tsitsiklis’s book® is the first one in NDP/ADP, in which the
authors first systematically and comprehensively illustrated the
methodology for intelligent control, optimal control, and
operations research.

Since it is difficult to compute the exact solution of DP
problems, in general, theoretical solutions to optimal control
problems for nonlinear plants are approximated by using
NDP/ADP methods. Therefore, the obtained approximate
optimal control is usually called “suboptimal control” in the
literature. Some papers studying optimal control problems*"
can be found, in which many viable NDP/ADP-based algorithms
were developed to approximate the exact solution of the optimal
control problem.

Here, ADP or ADPRL will be adopted to represent
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“approximate dynamic programming”, “adaptive dynamic
programming”, “adaptive critic designs’, “neuro-dynamic
programming”, “neural dynamic programming”, as well as
“reinforcement learning”” . No matter what we call it, in all
terms, the objective is to obtain the approximate solutions of DP.
For this reason, the term “approximate dynamic programming”
has been quite popular in the past. A classic framework of ADPRL
is designed as a structure including three modules, namely model,
critic, and action”™"), as given in Fig. 1. The critic component plays
the role of estimating the cost function J, for some deterministic
plants, which can be generally regarded as a Lyapunov function.

This paper concentrates on the case of each module with the
NN structure’*. As shown in Fig. 1, the output of the critic
module in the ADP structure is the estimate of the function J in
Eq. (11), denoted as j. The procedure is implemented by
minimizing the following square error over time.

v, Ly A2
|EAll = EZEkZ EZ(JWUFWM) (14)
k k

where Ji = J(x,, W.) and W, indicates the parameters of the critic
network, ie., the function approximator of state-value function.
The function U, is the same utility function as the one in Eq. (11).
Note that the function U, given in Eq. (11) is usually a function of
% and uy, ie., Uy = U(x, ). If, for Vk, E; = 0, Eq. (14) results in

7k =Ui+ ijﬂ =Ui+ (U + iju) == Z)/';kU,‘ (15)
ik

which is equivalent to the cost function in Eq. (11). Obviously, in
order to minimize the error function in Eq. (14), the critic NN is
established so that its output J approximates the cost function J
given in Eq. (11).

In the case where the system function in Eq. (10) is unknown,
the function F given in Eq. (10) is learned by a model network as
plotted in Fig. 1. The model network can be constructed and
trained off-line™*' in advance or can also be identified in parallel
with the training of critic and action networks""”. Note that the
model network is trained by minimizing||x; — ;|-

Critic network

Xy

Model network

Action network

Xic

Fig.1 ADP/ACD structure with three modules.
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As mentioned in the previous paragraph, the learning process
of the critic network is to realize the minimization of the error
measure in Eq. (14). There are various standard NN training
algorithms™*"” to achieve this goal. As depicted in Fig. 1,
Jior = J(Zi, W,) is the estimation of the cost function J at time
k-+1. Note that the state %,,, is a prediction of the state at time
k+1 derived from the model network rather than a real state
generated by the system dynamics.

Once the approximation of the cost function has been finished,
the action network is employed to minimize U; + yJi., through
the use of u, = u(x,, W,) while fixing the parameters of the critic
and model networks, where W, is the weights of the action
network. Then, the learned action network will output an optimal,
or at least, a suboptimal control signal. If the trained critic network
possesses an ideal performance, the control signal will be close to
the optimal control input in the sense that the performance of the
action network is determined by the approximation ability of the
critic network. The objective of DP is to determine an optimal
action sequence. The core idea is to interactively establish a
relationship between current actions and future consequences by
an approximation of the function J.

After the action network’s training process is complete, one
may check its control performance, then determine whether or
not to go back to the training cycle of the critic network again™*".
This loop will be iteratively performed until an acceptable
performance is achieved. The interaction among the three
networks is presented in Fig. 1. Recall that RL method is goal-
directed learning by interacting with the environment or systems.
Therefore, the control signal u, generated by the action network is
used to interact with the external environment or the target plants
and then a state at next time x,,, is obtained. Meanwhile, the
approximate state %, is given by the model network.

In general, the gradient descent algorithm is applied to train the
three networks. The gradient information is propagated backward
through the critic network to the model network and then to the
action network. Then, the three networks can be regarded as one
large feedforward network (Fig. 1). In the present implementation
of ADP as given in Fig. 1, the model network is required to
identify the unknown system dynamics. Even if the system
function is known, the model network is still necessary to further
facilitate the gradient backpropagation of action network.

Two algorithms"” used to train the critic network were
introduced by Liu et al., where one is a forward-in-time approach
as presented in Fig. 2, and the other is a backward-in-time
approach as given in Fig. 3. In the forward-in-time algorithm, J, is
the output of the critic network and U, + y}kﬂ is the training
target of the critic network. In Eq. (14), Ji and Ji., represent the
cost of different states at time k and k+1. On the other hand, in
the backward-in-time approach, J,,, in Eq. (14) is the output of
the critic network and (J, — U,)/y is chosen as the training target.
In a word, both forward-in-time and backward-in-time schemes
strive to achieve the minimization of the error measure in Eq. (14)
and satisfy the requirement in Eq. (15).

According to the TD learning in Formula (8), 7., + yV(sy,) is
the learning target, also called the TD target. Then, the learning
objective of TD method is to minimize |r,., +yV(s.,) — V(s)|,
which is identical to the key idea of the forward-in-time approach
shown in Fig. 2. The main difference between the TD learning
and the forward-in-time approach is the definition of reward
function. The reward of TD learning is defined as
ten = 1(s, a,,5,.4,) while the reward of forward-in-time scheme, i.e.,
the utility function, is expressed as U, = U(x,,u). The reason
behind the difference between r,,, and U, will be discussed later.
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Fig.3 Backward-in-time approach for critic network learning.

Note that the TD(1) and the forward-in-time scheme depicted in
Fig. 2 possess the same learning objective. Nevertheless, in TD and
TD(A), the update of value functions at each step only makes a
move according to the step size towards the target, and
presumably, it does not reach the target after a single step of move.
In the present approaches shown in Figs. 2 and 3, the forward-in-
time and backward-in-time states for certain number of steps,
such as 3-5 steps” or 50 steps'", are employed in learning or
training. With this operation, the learning target may or may not
be achieved. It is certain that the action taken by an agent will
move in the direction of the target.

There were two greatest developments of ADP in control
systems community®"?. The first one®™ summarized the main
developments of ADP in detail. Until then, major results of ADP
methods are mainly contributed by Werbos™ . The second
one"” achieved important advances regarding the model-free
ADP method. A more concise scheme was developed to make the
model network given in Fig. 1 not required anymore. The
improved ADP-based algorithm was applied to several practical
examples''?, and the competitive performance of the developed
ADP approach was demonstrated. As mentioned in Ref. [115], the
present self-learning approach can be regarded as a backward-in-
time algorithm. Another paper"” also discussed the model-free
ADP approach and its properties. As plotted in Fig. 4, the present
diagram is a model-free, action-dependent adaptive critic design.
In this design, the model network and the critic network together
can be regarded as a new critic network.

The model-free ADP has been called action-dependent (AD)
ACDs by Werbos™. Therefore, various AD versions of HDP,
DHP, and GDHP have emerged to deal with the model-free
control problem. The classic approach of ADP, namely HDP, is
given in Fig. 1 or the left side of Fig. 4. As mentioned in Ref. [78],
the learning objectives of HDP and TD are identical. Also, the
equivalence of ADHDP and Q-learning was discussed”. The
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Fig.4 A new critic network for model-free ADP.
action-value function is adopted in both ADHDP and Q-learning
(involving Sarsa as well) to evaluate the value of state-action pair.

As depicted in the right side of Fig. 4, the role of the critic network
of ADHDP is to minimize the following square error measure.

IE,|l = Z
where Q, = Q(x;, u, W,.) and W, indicates the parameters of the
critic network. If E,, = 0, Vk, Eq. (16) leads to

Q=U 1+ 9y =Un+ YUy +yQiy2) = -+ =
Z yi—k—lu (17)

i=k+1

Z Qi — Uk_ka)z (16)

which is exactly T given in Eq. (15). From Fig. 4, it can be
observed that Q= Q(x,u, W,) is equivalent to J,, =
7(5ck¢1,Wc) :7(F(xk,uk),Wc). If the same inputs x;, and u, are
given, the two outputs are identical. Note that the relationships are
different. According to the definition of Q; and the model
network, it is explicitly a function of x; and u, while F in model
network is totally internal. Considering the cost function,
obviously, Jo is an explicit function of %.,, while, through
Rinr = F(x, u0), Jen is also a function of x, and u,.

The one step time difference of functions J, in Eq. (15) and Q,
in Eq. (17) has exactly the same argument. The HDP structure
requires a model network to result in

]k Ui+ )/Uk+1 +y Uk+2 + -

The ADHDP structure does not need a model network and the
function Q satisfies

Qi ~ Uy + yUk+2 +y Uk+3

Actually, the TD learning is a model-free method. In other
words, it does not need the model network to evaluate the value
function”*,

In addition to the present basic ADP schemes given above,
there are also other various structures developed in Refs. [116, 117].

4 Model-Based and Model-Free
Dynamic Programming

Adaptive

Under a known external environment dynamics, the widely
adopted approach to compute the (optimal) cost function is V1. In
what follows, a different set of notation will be used. The value
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function V* represents the cost function under the control policy
¢, ie, V¥(x) =J'(x), Vx.. The corresponding optimal value
function is expressed as V* (x,) = inf, V*(x,).

Similarly, for the value function, there also exist three forms: (i)
V(x,u,) indicates the value of Eq. (10) starting at x, and
controlled by the control sequence u, = (u, Uy, ... ). (i) V*(xx)
denotes the value function of Eq. (10) starting at x, and controlled
by the control policy u, = p(x;). (ili) V*(x;) is the optimal value
function of Eq. (10) starting at x,. For convenience, in this paper,
the notation V(x;) has been used to represent V(x,u,) and
V¥(x;). This representation of value function is standard in the
literature. There will also be cases where the value function is a
function of x, and u, (not explicitly as a function of u,).
Therefore, it is appropriate to denote the value function as
V(xz, u). Besides, for time-varying systems, the value function is
described as V(x,u, k). As a convention, in these cases, it is also
standard to represent value functions using V(x;) if the context is
clear.

As given earlier in Egs. (4), (6), and (9), the Bellman equation
can be iteratively solved using the successive approximation
approach.

The task of ADP is to obtain the optimal cost function J* given
in Eq. (12) and then derive the optimal control «; in Eq. (13). One
effective approach to approximate J* is to adopt the following
iterative algorithm. Let J* in Eq. (12) be replaced by V. Then, Eq.
(12) can be rewritten as

V(x) = H‘IA:H {U(X/m u) + Yy V(Xk+l)}7

which can be further described as
Vi(x) = muin{U(xhuk)“‘)’Vi—l(xkﬂ)} (18)

where i =1,2,... is the iteration index. The iteration scheme is
similar to the fixed point iteration. For example, the algebraic
equation z = g(z) is solved by using the iterative method, where
g(z) is called the fixed point equation. Then, the iteration scheme
is implemented by establishing the iteration equation z,., = g(z;).
Starting from z, the iteration equation is used to compute
z=g(z),2, =g(z),... If g(z) is a contraction map, then the
fixed point is unique and we have z.. = g(z..) starting from any
initial value z,.

For Eq. (18), the value function is initialized by V, and the
iterative value functions V,, V,, and so on, can be iteratively
derived from this equation. One would hope that V_(x,) is the
solution of the Eq. (18) when the iteration step i reaches ... Note
that a solution can only be obtained if the sequence {V} is
convergent.

Considering the iteration process in the previous paragraph, we
would expect to obtain a solution which can approximate the
solution of DP with high accuracy. In the iteration process, a
control policy corresponding to each iterative value function V; is
determined by

vi(%c) :argrrgn{U(xhuk)+y\4(F(xk7uk))} (19)

This sequence of control signals {vy,v,...
iterative control policy sequence.

The detailed VI-based ADP algorithm has been given. Next, the
theoretical results of the iterative ADP approach will be
introduced and discussed, which includes stability of the policy,
convergence of value function and policy sequences, and
optimality of the obtained solution. It is meaningful and essential
to guarantee the convergence of the iterative solution process. In

} is called the
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addition, guaranteeing the convergence of the sequence {V,} is
not sufficient. The key property of the sequence {V,} is that {V;}
converges to the optimal cost J* asi — oo,

The simplest initialization of VI is to start from V,(x;) =0,
V. Considering the undiscounted optimal control problem
in the sense that the discount factor is set as 1. Then, Eq. (18) is
rewritten as

Vi) = min {U(x,, 1) + Via(e) }, =12, (20)

Rantzer and his coworkers proved the following proposition.

Proposition 1 (Convergence of VI"*'")). Suppose that, Vx; and
Vu,, the inequality J*(F(x,,u)) < pU(x;, 4,) holds uniformly for
some p<oo and that nJ'(x) < Vo(x) <J(x) for some
0 < 7 < L Then, {V;} given by Eq. (20) approximates J* according
to the inequalities

n—1
1+ —
{ (I4p7)

It was shown by Proposition 1 that the convergence and
optimality of VI can be guaranteed, i.e., V;(x;) — J*(x;) as i — oo.

The affine form of Eq. (10) has been largely studied, which is
expressed as

X1 :f(xk) +g(xk)u(xk)7 k= 071727 ce

}]*(xk) < Vilx) <T (%), V.

where f: R" - R" and g: R* —R™™ are nonlinear system
dynamics. In general, the utility function is selected as the
following quadratic form:

U(xi, ty) = x,Qx; + tRu

where Q € R™" and R € R™" are positive definite matrices. In
Ref. [120], an iterative ADP algorithm and its properties were
derived as follows. The iterative ADP starts from a zero initial
value function, i.e., V,(x;) = 0, Vx;. Then, the initial control policy
v, is solved by

vy(x,) = arg nlin {xT Qi+ ufRu + Vo (%) } (1)
where V;(x;,;) = 0. The next value function can be determined by

Vi(x) =x; Qi + vy (%) RV, (%) 4+ Vo (xn) =

. T (22)
2 Qi+ v () Rvo (%) 4 Vo (flxe) + (i) vo (1))

For the iteration step i, the successive approximation process
will be implemented between control policies
v;(x,) = argmin {x{ka + uRu; + V,-(xkﬂ)} =
e

argmin {xQui + uRu + Vi(flo) + glx) ) } = (23)

1o V()
2R 4 (xk) 9 Xeos
and value functions

Via (-xk) = Hﬂn {x{ka + u:Ruk + Vf(xk+1)} = (24)
Qx4+ v () Rvi (%) + V5 (f(xk) +g(x)w (Xk))

wherei=1,2,....
We can rewrite the above Egs. (21)-(24) as follows. Firstly
vy(x; ) is obtained from V;(x;) = 0 as

vo(x) = argmin {x{Qx, + {Ru } (25)

100

Then the iteration will be performed between value function
update

V() =min {x,Qx; + tRuy + Vi (1) } =
g

Q.+ v (%) Ry () + Vi, () + g(x) v (%))
(26)

and control policy improvement
v,(x) =argmin {x,Qx; + uRu + Vi(x.1) } =
argmin {;Qx, + uRu; + V,(flx) +g(s)u) } = 57)

_ lRflgT(xk) aVi(xku)

2 axk+1

where i=1,2,.... It is noted that Egs. (21)-(24) and Egs.
(25)-(27) are exactly the same algorithm.

The following results were shown in Ref. [120].

(1) The sequence {Vi(x,)} with V,(x,)=0 wil be
monotonically non-decreasing and is bounded by a continuous
function. Therefore, the limit of V;(x,) when i — o, ie.,, V..(x),
exists.

(2) V.(x) =T (x) in the sense that the iterative solution
converges to the optimal cost.

(3) vo.(xx) = v (x;) in the sense that the iterative control policy
converges to the optimal control policy.

Along the line of Ref. [120], there are further results" . Along
the line of Rantzer's work"*"”, some of important developments
can be also found"* .

Another effective method to numerically approximate J*(x;)
and u*(x,) is policy iteration (PI). PI starts from an arbitrary
admissible control policy v,(x;). The PI scheme is implemented
between the policy evaluation

Vi(x) = Qi + ! (%) Rvi (%) + V5 (f(xk) +g(xk)v,-,1(xk))
(28)

and the policy improvement
v,(x.) =argmin {x;Qx; + uRu; + V(x.,) } =
argmin {x/Qx; + uRut + V; (flxi) +8(x)u) } = 59y

_ lRflgT(xk) (9V,-(xk+1)

2 axk+1

where i =1,2,.... When the policy evaluation cannot be solved
directly, the successive approximation approach is usually used to
iteratively approximate its numerical solution at each iteration.
The monotonicity, convergence and optimality of the value
function sequence generated by PI have been investigated"”.
Later, a generalized policy iteration (GPI) algorithm™ was
presented to solve the infinite horizon optimal control problem.
Moreover, the convergence of the PI and GPI algorithms were
proved. Recently, some research has focused on the convergence
rate of the iterative ADP algorithms. Luo et al" found that PI
converges to the optimal value function faster than VI while it
requires an initial admissible control policy. A tradeoft between PI
and VI was achieved to accelerate the convergence by introducing
a balancing parameter. Inspired by the successive over relaxation
method, Ha et al™ developed a novel VI scheme with a
adjustable convergence rate and gave a practical accelerated ADP
algorithm. Similar to the traditional iterative ADP, the present
ADP algorithm is initialized by a positive semi-definite function
Vy(x,). The initial control policy ¥,(x;) is also obtained. The novel
ADP scheme achieves a balance between
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min,, {xQx; + u{Ruy + Vi, (%¢1)} and Vi, (%) by the use of a
relaxation factor w. The iterative procedure is performed between
the novel value function update

v, (x¢) = wmin {szxk + u;Ruy + F\v/,.,l(xkﬂ) }+
U

iy (30)
(I=w)Via(x)
and the policy improvement
V(%) = arg 111in {x}Qu + ufRuy, + v, (%) } (31)

where the relaxation factor satisfies w > 0. As mentioned™, if
0 <w<1, the developed VI scheme is an under-relaxation
method. If w=1, it is the traditional VI. If w > 1, it is an over-
relaxation method. Since the value-based ADPRL methods
including TD, Sarsa, TD(1), Sarsa(1), and Q(1) are based on the
generalized PI framework, the new iterative ADP scheme can be
extended to these ADPRL algorithms to accelerate convergence of
the value function.

Note that the iterative ADP methods mentioned above
consider the case of the known system dynamics. Based on the
ADP scheme, considerable literatures"“*" also focus attention on
the case of unknown system dynamics and many researchers are
devoted to developing the model-free and data-driven ADP
technique. Luo et al.”*’ developed a model-free policy-gradient-
based ADP algorithm to achieve optimal control by using offline
and online data. A model-free ADP controller"™ was designed to
solve the optimal control problem by using the supplement
information derived from the costate function, which does not
require any plant information. Aiming at the data-driven control
problem, Li et al"*" developed a series of data-driven ADP
methods and investigated the stability and domain of attraction of
the closed-loop systems, which do not need the plant modeling
process.

On the other hand, optimal tracking control is also a significant
topic in the control community, which mainly aims at designing a
controller to make the controlled plant track a reference trajectory.
The literature on this problem is extensive!™™ and reflects
considerable current activity. Luo et al."” converted a tracking
control problem to a regulation problem with a discounted
performance index by establishing an augmented system. A
multistep heuristic dynamic programming was developed to
achieve the tradeoff between PI and VI by using multistep policy
evaluation scheme. Afterwards, it is revealed that the tracking
error cannot be eliminated if the traditional performance index is
adopted"”. To eliminate completely the tracking error as the
number of time steps increases, Li et al.'! designed a novel cost
function. Besides, the convergence and monotonicity of the
obtained new value function sequence were also investigated.
Based on the novel cost function"* and considering the effect of
discount factor, a novel stability analysis method was developed to
guarantee that the tracking error under the new control policy
approaches zero as the number of time steps increases'*.
Moreover, the effect of the presence of the approximation errors
of the value function is discussed. A novel inverse RL algorithm"*
was also developed to learns an unknown performance objective
function for tracking control. In addition, some RL-based tracking
algorithms have been developed and applied to various practical
applications"“"*. Aiming at the unmanned surface vehicle with
complex unknowns'™, including dead-zone input nonlinearities,
system dynamics, and disturbances, an RL-based neuro-tracking
controller was designed to solve the optimal tracking problem.

CAAI Artificial Intelligence Research | VOL. 1 NO.2 | 2022 | 93-110

Cao et al.'”" established a fixed-time trajectory tracking control
method for uncertain robotic manipulators with input saturation,
which employs a new nonsingular fast terminal sliding mode
approach to guarantee the convergence of tracking error in fixed
time. Rizvi et al'” considered the a heating, ventilating, and air
conditioning system in the presence of neither measurable nor
manipulable disturbance and, based on PI and VI, proposed both
state feedback and output feedback approaches to guarantee the
convergence of the tracking error to zero. For unknown nonlinear
input-affine discrete-time systems and based on Q-learning, a
model-free dynamic inversion-based tracking control algorithm"”
was proposed to eliminate the tracking error, which is an off-
policy approach. A model-free and off-policy adaptive critic
design with experience replay were developed to improve the
optimal tracking control performance by using the policy gradient
technique"”. In offshore oil and gas production, Li et al."” applied
the model-free RL approaches based on state feedback and output
feedback to the de-oiling hydrocyclone system. Output tracking
control and ADP algorithms were integrated to track the desired
yaw rate, mitigate the sideslip angle, roll angle, and roll rate of the
vehicle!. With this operation, the lateral stability of vehicle
dynamic systems can be improved.

5 Convergence and Optimality

In this section, for the traditional and new iterative ADP schemes,
convergence and optimality properties are reviewed.

5.1 Convergence and optimality of the traditional iterative
adaptive dynamic programming
The convergence and optimality of VI-based HDP algorithm have
been proved'”. The VI-based HDP scheme starts from a zero
value function. Then, a monotonically non-decreasing value
function sequence is established, as shown in Fig. 5. The value
function will increase monotonically to get close to V* as the
iteration index increases. Since it is impossible to perform the
iterative ADP infinite number of steps, an e-optimal control
method was developed for finite-horizon optimal control™".
Aiming at the discounted optimal control problem, an iterative
GHDP algorithm were considered’>". In order to reduce the
complexity of DP, a relaxation process based on the upper and
lower bounds of the optimal cost function was developed*'*. For
the constrained input control’, finite-horizon optimal control"”"
and optimal tracking control™”, the iterative ADP methods were
applied to find their optimal control policies. Under these control
problems, it can also be guaranteed that their value function

124]
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Fig.5 Monotonically non-decreasing value function sequence.
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sequences converge to the corresponding optimal value functions.
Later, Wei and Liu"™” and Li and Liu™" found that the value
function can be initialized by a positive semidefinite function. The
VI scheme with a positive semidefinite initial value function is
called generalized value iteration (GVI). Using a positive
semidefinite function to initialize VI is an extension to the zero
initial value function. With this operation, the monotonicity of the
{V.} sequence is determined by the selection of the initial value
function. Under certain conditions’”""">", the {V;} sequence
can be monotonically non-increasing, which is more appropriate
since the goal of our learning process is to minimize the value
function and thus it is expected that the iterative learning process
will decrease the values of V; gradually. Besides, it is convenient to
discuss the stability of the closed-loop system using the iterative
control policy by constructing a monotonically non-increasing
value function sequence. The relevant stability results will be given
in the next section. Heydari"" used an admissible control policy to
initialize the VI algorithm, which makes the VI scheme possess
the stability guarantee and is called the stabilizing V1. An iterative
6-ADP algorithm that can effectively avoid the initial admissible
control was proposed'”. A nearly optimal output feedback control
algorithm was developed"* for discrete-time systems. The Markov
jump systems control problem was converted to a single objective
optimal control problem™”, and then the optimal controller was
obtained by using ADP method. Event-triggering mechanism was
also considered for discrete-time control problems'*.

In the literature, there are various approaches to obtain a
monotonically non-increasing {V;} sequence, such as iterative 6-
ADP, stabilizing VI, PI", GPI'"*"™ and so forth. The
following monotonicity results of GVI and stabilizing VI have
been developed.

Proposition 2 (Monotonicity of {V;}"*"). Let V;(x) and
v,(x) be updated by the value function update (Eq. (26)) and
policy improvement (Eq. (27)), respectively.

(1) If the initial value function is a positive semidefinite
function and satisfies V;(x;) < V;(x;), then the obtained sequence
{V:} is monotonically non-decreasing, ie., V;(x;) < Vi (x) <
J (%), Vi. If V(i) = Vi(x,), the {V,} sequence is monotonically
non-increasing, i.e., V;(x) > V., (o) = J* (%), Vi.

(2) If the VT algorithm is initialized by the value function of an
admissible control policy, then the sequence {V;} is
monotonically non-increasing.

For nonlinear optimal control problems with discount factor
0<y<1, similar to the undiscounted VI algorithm, the
convergence analysis of the discounted value function sequence
was given in Refs. [122, 123]. Note that the cost function without

discount factor is a special case of the cost function with discount
factor. The following results were given in Refs. [122, 123].

(1) The {V;} sequence with V,(-) =0 is defined as in (18),
0 <y <L If the system is controllable, there exists an upper
bound y such that V,(x,) < Y, Vi.

(2) The discounted value function sequence with V() = 0 and
control law are updated by (18) and (19), where 0 < y < 1. Then,
the discounted value function sequence {V;} is monotonically
non-decreasing.

(3) im V;(x,) = J* (%) and lim v, (x;,) = v*(xz).

Based on the works byHbf{antzer and his coworkers, the
following proposition is given*""*>'*" for the GVI algorithm.

Proposition 3 (Convergence of GVI™™"). For all x, and for all
u;, suppose that the inequality J*(F(xi,u)) < pU(x, 1) holds
uniformly for some p < e and that V,(x) < V(%) < {J*(x) for
some 1< { < eo. Then, the sequence {V;} defined iteratively by
(20) approaches J* according to the inequalities

(-1

m}”"“’ e

J (%) < Vi(x) < {1+
According to Proposition 3, the sequence {V,} resulting from
GVI converges to the optimal cost as i — . As shown in Fig. 6,
there are three ways to ensure that the iterative value function
sequence derived from GVI converges to the optimal cost. When
Vo <J, the {V;} sequence converges to the optimal value
function J* from below. When V,>J*, the {V,} sequence
converges to the optimal value function J* from above. When the
relationship between V, and J* is uncertain, the {V;} sequence still
converges to J* by squeezing the upper and lower bounds of V..
Note that the monotonicity of the sequence {V,} cannot be
guaranteed when V,(x,) < J'(x;) for some x and V;(x,) > J' (%)
for others. Similar convergence and optimality results of GVI for
discrete-time optimal tracking control were also discussed and
developed"”.

In the value function update (Eq. (26)) and policy evaluation
(Eq. (28)), function approximation structures like NNs are usually
employed to approximate the value function, which will introduce
approximation errors. Since the value update and policy
evaluation equations cannot be solved exactly"”, the obtained
value functions are usually their estimations. The approximation
errors of NN were considered and the convergence analysis of the
approximate iterative value function was developed" ™. It is
guaranteed that the approximate value function sequence {¥,}
converges to a finite neighborhood of the optimal value function
as the iteration index increases under some conditions. Based on
iterative 6-ADP algorithm, the upper and lower bounds of the

Value function
Value function

Value function

X
(b) ()

Fig.6 Convergence of GVI: (a) {V}} convergence to J from below; (b) {V;} convergence to J from above; (c) {V;} convergence to J by squeezing the upper and

lower bounds of V.
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obtained approximate value function were given"*"". The
iterative value function with approximation errors is shown to
converge to a finite neighborhood of the optimal cost. For the
GVI scheme, the relationship between the approximate value
function V, and the exact value function V; was revealed™™.

On the other hand, the convergence and optimality of the {V;}
sequence for PI and GPI have also been obtained"**"*>"**'*), The
monotonicity, convergence and stability properties of PI for
discrete-time nonlinear systems'*! were analyzed for the first time.
It was proved that any of the iterative control policies derived
from PI are admissible, which makes PI play a significant role in
online ADP methods. The corresponding stability results are
presented in the next section. The following monotonicity and
convergence results of PI were obtained"*.

(1) Starting with an admissible control policy, Vi(x,) and v;(x;)
are updated by the policy evaluation and policy improvement.
Then, the {V;} sequence generated by PI is monotonically non-
increasing, i.e., V;(x) > Vi () = J (), Vi.

(2) The iterative value function and control policy sequences

resulting from PI converge to the optimal performance index and
the optimal control policy, respectively, i.e., lim V;(x;) = J* (x;) and
limv,(x) = v* (%), V.. .
""The error bounds for approximate value function of PI and
GPI were established". The obtained {V,} sequence also
converges to a finite neighborhood of J* as i — co. Aiming at the
discounted optimal control problem, the convergence of exact Q-
function and error bound analysis of the Q-function for the PI-
based action-dependent ADP were investigated”. Similar to the
approximate value function, it has been proved that the
approximate Q-function under the boundedness conditions
converges to a finite neighborhood of the optimal Q-function.

5.2 Convergence and optimality of the new iterative adaptive
dynamic programming algorithm

According to the analysis approach of the traditional iterative
ADP methods, the convergence analysis of the new iterative ADP
scheme as mentioned in Eqs. (30) and (31) has been given in Ref.
[141], which obtained the following results.

Proposition 4 (Convergence of the new iterative ADP
scheme). Suppose that the condition 0 < J (F(x,u)) <
pU(x, 1) is satisfied and that 0 < #J*(x) < Vo(x) < T (%),
where 0 < p < e and 0 < <1< . Let the value function and
the control policy be iteratively updated by (30) and (31).

(1) If the relaxation factor satisfies 0 < w < 1, then the iterative
value function V, approximates the optimal value function J*
according to the following inequalities:

[1— (- Wp)i(l—ﬂ)}f*(xk) <Vi(w) <

(2) If the relaxation factor satisfies
Ldy,
1+p)(¢—n)’

where L € (0,1) is a constant and d,;, = min{1 —#,{—1}, then v,
approximates J* according to the following inequalities:

1<w<l1+
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(3) If the relaxation factor satisfies
Ldmin
(1+p)(¢—n)’

then lim V,(x;,) = J* (%) and lim ¥, (x,) = v* (x,), V.
The upper and lower bounds demonstrate that the bigger the w
is, the faster the convergence.

o<w<1+

6 Stability Result

Stability is the fundamental requirement of all control systems. In
this section, the stability results of the iterative ADPs are revealed.

6.1 Stability of the the traditional iterative adaptive dynamic
programming algorithms

Recently, there has been considerable literature! """ on
the stability of closed-loop systems using control policies derived
from the iterative ADP methods. For the PI algorithm, it can be
guaranteed that all the iterative control policies are admissible!".
However, GVI initialized by a positive semidefinite function does
not possess similar stability properties to PI. Till now, the
admissibility of control policies derived from the traditional VI
and GVI has been paid considerable attentions" 7551,
Various VI schemes such as iterative §-ADP"™ ", stabilizing
VI, and so forth were developed to guarantee the stability of
closed-loop systems using the iterative control policy. The control
policies generated by the iterative -ADP under some conditions
of 6 are asymptotically stable control laws'”. A stabilizing VI
algorithm was developed™, which is initialized by the value
function of an admissible policy. Such an initialization is similar to
PI. By doing this, the obtained value function sequence is
monotonically non-increasing, which ensures the stability of the
iterative control policies and makes the implementations both
online and offline feasible. The following stability results of
stabilizing VI were provided in Ref. [176].

(1) Let the VI algorithm be initialized by the value function of
an admissible control policy. Then, the closed-loop system using
the iterative control policy v; is asymptotically stable, Vi € N.

(2) The compact set Q' 2 {x € R": V,(x) < r} C Q, for any
r> 0 is a subset of the domain of attraction for the closed-loop
system.

(3) Let each iterative control policy v,(x;) in the {v;} sequence
be applied to the controlled system for L, € N time steps. Then,
every state trajectory initiated from O, converges to the origin.

In summary, the objective of these different initialization
approaches of VI is to establish a monotonically non-increasing
value function sequence. For the value function sequence that the
monotonically non-increasing property cannot be guaranteed,
Wei et al'™ gave the uniform ultimate boundedness (UUB)
condition and the admissibility condition of the iterative control
policy for the first time. The stability of the closed-loop system
under offline and online VI schemes without approximation
errors was investigated"®. The main stability results of GVI are
summarized in the following proposition.

Proposition 5 (Stability of GVI™""™)). The {V;} sequence
with an initial positive semidefinite value function and the {v}
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sequence are updated by Eqs. (26) and (27), respectively.
(1) If there exists a constant € such that

|Vz+1(xk) - Vz(xk)‘ <&, Vx,

then the closed-loop system using the iterative control policy
v;(x) is UUB.

(2) If Vo () > V() holds for all x;, then the iterative function
Vi(x:) is a Lyapunov function and the system using v,(x;) is
asymptotically stable, Vi € N.

(3) If for all x, # 0, the following condition

Via(x) — Vi(x) < €U(x, vi(x1)), x € (0,1) (32)

holds, then the iterative control policy v;(x;) is admissible.
(4) For all x; # 0, there exists a finite N > 0 such that

Vi () — Ve(3) < €U(x, vw(x2)), ® € (0,1).
(5) If for any x; # 0, the following condition
T (%) — Vi(x) < xxQxi, x € (0,1) (33)

holds, then the iterative control policy v,,;(x;) is admissible,
VjeN.

According to the monotonicity of {V;} and considering the
property (2) in Proposition 5, a monotonically non-increasing
value function sequence can be obtained when V;, > V,. Then, the
iterative control policies derived from GVI are asymptotically
stable"". In addition, when the iterative value function sequence is
monotonically non-decreasing, the stability criterion Eq. (32) in
Proposition 5 can be used to determine the admissibility of the
control policy at the current iteration. The stability condition (Eq.
(32)) was modified as V,;(x;) — Vi(x) < kx;Qx;, which is more
appropriate since the term x]Qx; does not vary with the iteration
index while the terms U(x,,vi(x;)) at different iterations are
different"™. Besides, the corresponding domain of attraction for
the closed-loop system can also be deduced. On the other hand, if
the stability condition (Eq. (33)) is satisfied, then the iterative value
functions V;,;,, and V,,; must satisfy the stability condition (Eq.
(32)), jeN. According to the convergence result
lim V;(x,) = J* (x), the property (5) in Proposition 5 reveals that,
in the iterative process of GVI, there exists an iteration step such
that the control policies obtained after this iteration are admissible.
As shown in Fig. 7, if the iterative value function is located in the
shadow, the corresponding control policy is admissible. Based on
the stability condition V,,,(x;) — Vi(x:) < xx]Qx;, the stabilizing
VI was integrated with the traditional VI"*, which employed the
traditional VI to generate the admissible control policy and
applied the obtained admissible control policy to initialize the
stabilizing VI.

It was further discussed the stability of the linear system under
the iterative control policy and obtained the global asymptotic
stability results"®, which greatly facilitated the stability analysis of
the closed-loop linear systems under the online HDP algorithm.
For the GVI algorithm with discount factor, the effect of the
discount factor on the stability of the iterative control policy has
been investigated"’. As mentioned in Ref. [181], unlike the
undiscounted GVI, the monotonically non-increasing {V;}
sequence of the discounted GVI does not always result in the
stabilizing iterative control policy due to the introduction of the
discount factor. Similar to the undiscounted VI, the monotonicity
of the discounted iterative value function sequence can be
determined by the relationship between V,(x,) and V;(x;)"". The
relevant stability results with respect to the discounted GVI is
presented in Proposition 6.
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Proposition 6. (Stability of the discounted GVI'). The
iterative value function sequence with an initial positive
semidefinite function is defined as in Eq. (18),0 < y < 1.

(1) If Vi(x) > Vi(x) and for any x; #0, the following
condition

(1=y)Vi(xe) < Ulxe, vi(x)) (34)

holds, then the closed-loop system using the iterative control
policy v;(x;) is asymptotically stable.
(2) If Vi (%) = Vi(x,) and for any x, # 0,

(1—y)Vi(x) < 6Qx, (35)

then the iterative control policy v,,;(x;) is asymptotically stable,
VieN.

From Proposition 6, the selection of the discount factor is
significant. If an inappropriate discount factor is selected, the
stability conditions may not be satisfied in the iteration process.
This even leads to an unstable optimal control policy. Then, any
ADP methods to numerically approximate the optimal cost and
the optimal control policy may be meaningless. Note that the
stability condition (Eq. (34)) can only be used to determine the
stability of the current iterative control policy while the condition
(Eq. (35)) guarantees that all the iterative control policies after the
current iteration are asymptotically stable.

Since the function approximation structure is used to
approximate the value function and the control policy, the stability
of the system could be at risk due to the approximation errors of
the value function and control policy. Based on the 6-ADP
method, it is proved that the numerical iterative control law under
some conditions is an asymptotically stable control policy"*'.
For the stabilizing VI, effects of the presence of approximation
errors were presented on the stability of the controlled systems"”.
Also, estimations of the domain of attraction, under the
approximation errors of the value function, were given. For the
traditional VI algorithm, the stability conditions of the
approximation error of the actor were provided'”, which ensure
that the obtained approximate control policies can asymptotically
stabilize the controlled systems.

As described in the previous paragraph, NN-based adaptive
critic scheme is employed in the implementation of the iterative
ADP scheme>""*>". The stability of NN-based controllers has
been systematically and fully investigated””* "™, For affine
systems, the H.. state feedback controller was designed and the
stability analysis was elaborated". It is proved that the NN
identifier can make the state estimation error dynamics
asymptotically stable!. Sokolov et al."*! extended previous results
to the case of multi-layer NNs across all layers. Additionally, the
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proposed control method based on ADHDP is UUB under some
mild conditions. According to Ref. [183], the UUB stability of the
parameter estimation errors can be guaranteed when the weights
and biases across all layers are updated by the gradient descent
algorithm. For the model-free ADHDP approach with an
eligibility trace long-term prediction parameter A, the UUB
conditions""” were investigated by using Lyapunov stability.
Considering GDHP algorithm, Kim et al™ provided the
elementwise error bound of the costate function sequence and, for
the general multi-layer NN, developed UUB stability of weights.

6.2 Stability of the new
programming algorithm
For the new iterative ADP algorithm in Egs. (30) and (31), the
stability of the closed-loop system using ¥ has also been
revealed"". The positive definiteness of {V;} and the stability
results are summarized in the following propositions.

Proposition 7. (Positive definiteness of {V,}"). Suppose that
0 < J(F(xe, u)) < pU(xi, ) and 0 < yJ () < Vi) < ()5
where 0 < p < e and 0 < # <1< (. Let the value function and
the control policy be iteratively updated by Eqs. (30) and (31). If
the relaxation factor is selected to satisfy

(=1 — A
p(C—1) + dun

where d,,,, = max{{—1,1—7}, then the iterative value function
V, is positive definite.

Proposition 8. (Stability of the new iterative ADP scheme").
Assume that J(F(x;,u)) < pU(xi, 1) and 0 < Vo (x) < J (%)
hold. Let \~/',-(xk) and 7,(x;) be updated by Egs. (30) and (31),
respectively.

(1) If the difference between \N/',-“(xk) and T/l(xk), Vx, # 0,
satisfies

iterative adaptive dynamic

0<w<1+ (36)

Vi () — Vi(xe) < wex!Qx,

where the relaxation factor satisfies the condition (36) and
¢ € (0,1) is a constant, then the control policy #;(x;) is admissible.
(2) If the relaxation factor satisfies
Ldmin
1+p)(¢—n)’
then there must exist an iteration index i, such that the control
policy ¥, ,;(x;) is admissible, j € N.

0<w< 1+

7 Conclusion

In this article, the state-of-the-art developments of ADPRL,
involving various algorithms and theoretical analyses, have been
revisited. Especially, in control systems community, ADPRL
methods have been developed considerably and widely applied to
different engineering problems. The adaptive feature and general
learning capability of ADPRL methods have aroused huge
interests of researchers. Werbos™ ™' pointed out that the core
idea of ADP may be the most likely to realize truly brain-like
intelligence. The increasing evidence has demonstrated that
optimality is an organizing principle for understanding brain
intelligence"™™. In recent years, the brain research around the
world has been extensive and reflects a considerable interest.
ADPRL has a lot of potential to make contributions to brain
research and brain-like intelligence. Besides, with increasing
developments regarding the understanding of brain operating
styles, more intelligent ADPRL approaches can then be developed.
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Deep RL possess the end-to-end learning characteristic in the
sense that it can make a swift decision directly by inputting images
to the agent. With this operation, the representation capability of
deep learning and the decision-making ability of RL are
incorporated and fully utilized. The end-to-end learning
mechanism makes the agent much closer to human thinking.
Because of the end-to-end learning property, deep RL has been
paid considerable attention lately. Integrating deep learning and
ADPRL will be conducive to establish agents with higher level
intelligence. Note that there are still some unsettled concerns to be
handled. Most of the pending issues related to approximating
solutions of DP with higher accuracy and less computational cost.
With the decade-long trends in deep learning, cloud computing,
optimization, Metaverse, as well as other mathematical subjects,
we believe that ADPRL has a promising development prospect.
ADPRL has enjoyed quite remarkable successes for a wide range
of fields including the orbital rendezvous, robot arm, urban
wastewater treatment, and energy scheduling.
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