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Abstract—Face verification use cases have recently gained
momentum in the increasingly digitalised society, and thus the
need arises significantly to integrate this technology in wire-
less/mobile networked systems such as 5G and applications such
as Unmanned Aerial Vehicle (UAV) based public safety services.
However, there is no benchmarking result for the evaluation
of the various existing face verification algorithms for such
UAV applications. This paper is concerned with such new use
cases (e.g., the Drone Guard Angel in the EU H2020 project
ARCADIAN-IoT and the surveillance network applications in
the EU H2020 project 5G-INDUCE), and provides an empirical
comparison among three popular state-of-the-art face verification
algorithms for this use case. To this end, a face verification
pipeline is presented. These algorithms are then compared in
terms of their inference time, and the distribution of the similarity
indexes for different distances in UAV-based use cases. Their
strengths and weaknesses are analysed, leading to an insightful
recommendation on their applicability scenarios for UAVs.

Index Terms—Face verification, UAV, Similarity index, Cosine
distance, Inference speed

I. INTRODUCTION

Nowadays, new technologies are emerging due to the digi-
tisation of society. Two of them are face recognition and
face verification. The difference between them is that face
recognition needs a database because it relies on telling which
person a face belongs to. On the other hand, face verification
just compares two faces and decides whether the face belongs
to the same person or to a different one.

In recent years face verification has become crucial in
various applications, including security and surveillance sys-
tems or biometric identification. Traditional face verification
systems are based on static cameras in fixed locations. But
they have several limitations like restricted coverage or the
inability to track a person. In contrast, the use of UAVs for
face verification can solve those limitations by being able
to cover large areas and follow a person in real-time. One
main new use case using this technique is the Drone Guard
Angel for public safety escort services, as being developed in
the EU H2020 project ARCADIAN-IoT [1]. The UAV will
go to the position of the user requesting the service, it will
verify the face of the person and will accompany the person
home ensuring that it arrives safely. Another example can be
observed in the surveillance network applications in the EU
H2020 project 5G-INDUCE [2], where the pilot of the UAV

can be verified before the authorised operation of the UAV
through this method.

These use cases arose the need for face verification al-
gorithms that can perform accurately with video feeds from
UAVs. This means at far distances from the person and
therefore low-pixel faces. Moreover, the UAVs would have
to verify in environmental challenges conditions such as poor
lighting for outdoor and late evenings operations and also fast-
changing poses and positions to the target. Unfortunately, there
is a serious gap in the literature on face verification at far
distances from UAVs. Thus, this paper analyses different state-
of-the-art face verification algorithms and compares the three
best ones. For this purpose, their accuracy and inference time
is going to be compared using a dataset with UAV-recorded
videos.

The main contribution of this research is an empirical
comparison of three state-of-the-art face verification algo-
rithms for a UAV-based use case. A dataset containing videos
recorded from a UAV has been created for this comparison.
The videos have been recorded from four different distances
to analyse how these algorithms behave as the person to
be verified is further away. The inference time of the face
verification algorithm is also analysed to be able to do a
precise accuracy/inference time comparison. This will allow us
to analyse whether the face verification algorithms are optimal
for UAV-based use cases. In summary, the main contributions
of this study are as follows:

• Design and implementation of a face verification pipeline
to conduct the experiments in similar conditions.

• Creation of a UAV recorded dataset for comparison of
three state-of-the-art face verification algorithms.

• An empirical analysis of the inference time and similarity
indexes obtained for four different distances using three
state-of-the-art face verification algorithms.

• A comparison of the inference time in a face verification
pipeline using three state-of-the-art algorithms.

• An empirical comparison among three state-of-the-art
face verification algorithms, leading to practical recom-
mendations of their applicability in UAV-based use cases.

The remainder of this paper is as follows: section II reviews
the state-of-the-art face verification algorithms and explains
why those three have been selected. Section III shows the



experimental setup to carry out the experiments. Experiments
and results are shown and discussed in section IV. Concluding
remarks are given in section V.

II. RELATED WORK

UAVs are a technology whose use is increasing exponen-
tially. They are making it easier to perform previously difficult
tasks. For instance, now UAVs can detect lost people in the
forest from the sky whereas before it had to be done by
helicopter with the cost that this entailed [16] [17].

Some papers explore the use of UAVs to perform face
verification tasks. They usually use simple algorithms that do
not have great accuracy but they are fast, such as LBPH (Local
binary patterns histograms) [18] which was developed in 1996.
Most of these algorithms are used because of their small
capabilities needed to execute them as the system is embedded
in the UAV. However, suppose a high-speed connection is
made between a ground control station (GCS) and the UAV.
In that case, high-performance algorithms can be used as they
will be executed in the GCS and the UAV will only transmit
the video. The UAV can be connected to the GCS, for instance,
via a 5G connection [19] which also allows controlling the
UAV with BVLOS (Beyond Visual Line of Sight) flights.

Moreover, previous studies have explored the impact of
distance and height on the accuracy of face recognition al-
gorithms using an UAV [20]. Another line of research has
performed face recognition and distance estimation from UAVs
using a siamese network with a ResNet v1 architecture [21].
Furthermore, the architectures ResNet-50 and SENet have
been compared for face recognition on UAVs [22].

Table I shows a comparison between different state-of-
the-art face verification algorithms. Different parameters are
compared such as the input and output size of the neural
network, and the number of images used for training. Also,
the verification performance is going to be compared using
two different datasets: Labeled Faces in the Wild (LFW) [3]
and Youtube Faces (YTF) [4].

The first row of the table shows the human performance on
the LFW dataset which is a 97.53% [5]. This value is going to
be used to have a first reference of how good an algorithm is.
Only two algorithms of the table do not surpass the verification
performance of human beings on the LFW dataset: DeepFace
[6] achieving a close 97.35% and OpenFace [7] that is far
with only a 92.92%. The rest of the algorithms surpass the
human-beings verification performance.

The ones that perform the best in this dataset are CosFace
[9] (99.73%), DeepID2 [10] (99.53%), ArcFace [11] (99.83%)
and FaceNet512 [13] (99.60%), all of them achieving more
than 99.5%. On the other hand, not all algorithms have been
evaluated using the YTF dataset, therefore not all the values
are on the table. ArcFace (98.02%), CosFace (97.60%) and
VGG-Face [8] (97.30%) have the best verification performance
on this dataset.

Both FaceNet algorithms have been trained with the biggest
number of images (200 million). The difference is that
FaceNet512 [13] is an extended version of FaceNet [12] that

has a 512 vector as output instead of 128, increasing the
verification performance as can be seen in the table.

For the purpose of this research, three algorithms of table
I have been selected to perform an analysis on UAV-based
use cases: ArcFace [11], VGG-Face [8] and FaceNet512
[13]. They have been chosen due to the good verification
performance they have on the LFW and the YTF dataset.
Also, they have all surpassed the human-being verification
performance on LFW.

Furthermore, many metrics can be used to calculate the sim-
ilarity indexes between two faces, such as euclidean distance,
Manhattan distance, and cosine distance. This paper is going
to use the last one. It is one of the most used in the literature as
it is able to show the similarity of two vectors more accurately.
Cosine distance is calculated as follows:
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Where x and y are the features vector of two different faces.
And the result of the calculation is the similarity index between
them.

III. EXPERIMENTAL SETUP

A. Dataset

There is a lack of datasets that meet the requirements of our
case (Drone Guard Angel), which focuses on verifying a per-
son standing and looking at the UAV. In the literature, there is
a limited number of datasets available for face verification with
UAVs. However, these datasets are not suitable for our research
for different factors such as lack of different ethnicities, videos
not recorded using UAVs, or a limited number of faces. For
instance, the DroneSurf dataset [23], while comprehensive and
useful for face recognition in surveillance applications, does
not meet the specific requirements of our use case. Moreover,
our use case needs close images of each person to be verified
as that picture needs to be compared with the ones from the
UAV to perform the face verification. This dataset will not be
released due to data protection constraints, as the authorisation
of the volunteers was only given for this conference study.

Therefore, a new dataset of UAV-recorded humans has been
created for this conference. It was created using a DJI Mini
2 drone and includes videos of 20 volunteer individuals of
different ethnicities. The volunteers have been recorded at four
different distances: 5, 7, 10, and 15 meters. These distances
were selected first to be at a safe distance from the volunteer
to record the videos. And also, to not be excessively far to
not be able to detect the face using the RetinaFace [24] face
detection algorithm. The recording angle is 30 degrees so that
they did not have to raise their head excessively and maintain
an optimal height for the UAV. Each video recorded lasts
30 seconds, during which the volunteer was asked to make
different head movements to acquire a comprehensive range
of data on different facial angles. The videos have a resolution
of 4K (3840x2160) and are captured at 30 fps. Moreover, the
dataset also contains a close image of each volunteer to be
able to compare it with the faces from the videos to perform



TABLE I
COMPARATIVE BETWEEN DIFFERENT FACE VERIFICATION STATE-OF-THE-ART ALGORITHMS

Verification Accuracy
Ref Algorithm Input Size Output Size on LFW dataset [3] on YTF dataset [4] Training Images

[5] Human-beings NA NA 97.53% Not given NA
[6] Deep-Face 152x152x3 4096 97.35% 91.40% 4.4M
[7] OpenFace 96x96x3 128 92.92% Not given 0.5M
[8] VGG-Face 224x224x3 2622 98.95% 97.30% 2.6M
[9] CosFace 112x96x3 Not given 99.73% 97.60% 5M
[10] DeepID2 55x47x3 160 99.53% 93.20% 0.2M
[11] ArcFace 112x112x3 512 99.83% 98.02% 5.8M
[12] FaceNet 160x160x3 128 98.87% 95.12% 200M
[13] FaceNet512 160x160x3 512 99.60% Not given 200M
[14] Dlib 150x150x3 128 99.38% Not given 3M
[15] SphereFace 112x96x3 512 99.42% 95.00% 0.5M

the face verification. Fig. 1 shows one example of a cropped
face from our dataset and each of the distances - 5, 7, 10 and
15 meters.

(a) 5 m (b) 7 m (c) 10 m (d) 15 m

Fig. 1. Example of a cropped face at the four distances recorded in the dataset

B. Design of the pipeline

One of the main contributions is the design and implemen-
tation of a pipeline presented in Fig. 2. As input, it has two
images. The first one is a frame of a video recorded from a
UAV obtained from our dataset videos. The second input is
the face of the person we want to verify. This image has been
obtained from a phone at a close distance. The output of our
pipeline is the similarity index between the face of the person
to verify and the faces in the video frame. It is divided into
four stages as follows:

1) Face Detection: This is the first stage of our pipeline.
The face detection algorithm used is RetinaFace as it
has the best accuracy while detecting at long distances.
On the other hand, it is not a fast algorithm compared
to other face detection ones. But as the purpose of this
study is to compare only the face verification algorithms
this is not a problem. RetinaFace receives as input an
image and provides the coordinates of every face in it
and the accuracy of the detection.

2) Preprocessing: It is divided into two steps. The first
one crops the face from the image using the coordinates
provided by RetinaFace. Then the face is resized to the
input size required by the face verification algorithm.
The input size varies depending on the algorithm as
shown in Table I. As the ratio of the input size is not
going to be usually the same as the face, it is needed to

apply padding to that image. Therefore, black pixels are
included to reach the expected input size maintaining the
image ratio. This ensures that the face is not distorted.

3) Siamese Network [6] [25]: They have been used by sev-
eral authors in the literature to perform face verifications.
A siamese network is composed of two Convolutional
Neural Networks (CNN) that have the same architecture
and weights. If the input of both CNNs is the same, the
output will also be the same. The input of each CNN is
a face sized as the input size requested. The output will
be the features of that face. These features are a vector
of different dimensions depending on the algorithm used
that represents the characteristics of that face.

4) Similarity index calculation: It is the last stage of the
pipeline. It receives the features of both faces from the
siamese network and calculates its similarity index. It
is obtained by calculating the cosine distance between
them as seen in the previous section. Thus, if we obtain
a similarity index of 0 means that the faces are exactly
alike while if the result is 2 means that the two faces
are opposite.

C. Implementation

The results have been obtained using a common framework
where all three face verification algorithms are implemented.
The implemented framework is referred to as DeepFace [26]
[27] and includes the three face verification algorithms, Reti-
naFace for face detection and cosine distance to calculate the
similarity indexes. Evaluating all the algorithms on the same
platform allows us the obtain reliable results to be compared
as they have been obtained under the same conditions.

DeepFace has been run on Python version 3.8. It is powered
mainly by Keras [28]. Also, the Python library OpenCV has
been used for the preprocessing and postprocessing of the
images. It has been executed on a computer with Focal Ubuntu
version 20.04.3.

The pipeline has been implemented and executed using
the three state-of-the-art face verification algorithms on the
same testbed for evaluation and comparison purposes using
the mentioned framework. The algorithms are going to be
executed in a high-performance GPU for comparison. Thus, it



Fig. 2. Pipeline used to obtain the results from the experiments. It is divided into four stages: face detection, preprocessing, siamese network, and similarity
index calculation.

can be simulated that the video is sent from the UAV to a high-
performance GPU server for the execution of the pipeline.

IV. EXPERIMENTS AND RESULTS

A. Testbed Description

The experiments have been carried out on a NVIDIA
GeForce GTX TITAN X with 12GB of onboard memory.
These experiments have been repeated 10 times to obtain the
final results. The UAV used to record the dataset is a DJI Mini
2 that has a 4K camera (3840x2160 px) at 30 fps.

B. Comparative

The three face verification algorithms will be compared
using two metrics - inference time, and the similarity index
distribution for positive and negative pairs - at four different
fixed distances.

1) Inference time: It is defined as the time it takes for one
frame to complete a full pipeline execution. The inference time
can be divided into four stages, the same as the processing
pipeline. This is useful to compare only the face verification
algorithms’ inference time and not the whole pipeline.

TABLE II
PIPELINE INFERENCE TIME COMPARISON OF EACH FACE VERIFICATION

ALGORITHM

Algorithm ArcFace FaceNet512 VGG-Face
Times 230 ms 240 ms 280 ms

1) Face Detection: Using the RetinaFace algorithm it takes
around 165 ms to perform the face detection. Using
another faster face detection algorithm, the inference
time of the pipeline can be reduced greatly. This stage
is the slowest in the pipeline.

2) Preprocessing: The time is independent of the face
detection or verification algorithms used. This stage only
takes 0.3 ms to run. It is the fastest of the four stages.

3) Siamese Network: Only the time it takes to obtain the
features of the face from the video is taken into account.
This is because the features of the image of the person
to be verified are obtained at the beginning of the video

and are not recalculated to accelerate the process. As
the image is the same throughout the video, the same
results are obtained as if they have been calculated for
each frame. The time this stage takes depends on the
algorithm used, as Table II reflects.

4) Distance calculation: The last stage is also independent
of the algorithms used. Using cosine distance as a metric
it takes around 1.4 ms.

All stages have fixed times independent of the face verifica-
tion algorithm used except for the Siamese network. The time
differences that can be seen in Table II are exclusively due to
which face verification algorithm is used. VGG-Face is by far
the slowest face verification algorithm and ArcFace the fastest.
All stages excluding the Siamese network take approximately
166.7 milliseconds. Therefore, the inference times of only the
siamese network for the three face verification algorithms are
VGG-Face 113.3 ms, FaceNet512 73.3 ms, and ArcFace 63.3
ms.

2) Similarity indexes distribution: The pipeline in the pre-
vious section has been used to obtain the similarity indexes of
our dataset. They have been divided into two types: positive
and negative pairs. The first ones are obtained by calculating
the similarity index of two faces that belongs to the same
person. The negative ones have been obtained using two faces
that belong to two different people, so the verification will
be negative. The plots of both similarity indexes are shown
in each graphic. The further apart the two plots are, the
better the algorithm is because it will be able to perform
verifications with fewer false positives and negatives. If the
plots are overlapped, it will be difficult to differentiate between
the positive and negative pairs so there will be a lot of false
positives and negatives.

The plots have been obtained for each of the three face
verification algorithms: ArcFace (Figure 3), VGG-Face (Figure
4) and FaceNet512 (Figure 5). Four different distances (5, 7,
10, and 15 meters) have been used to see how the plots evolve
depending on the distance. By looking at all the graphs it can
be appreciated that as the distance increases, the plots shift
to the right. The similarity indexes are higher because at a
greater distance, the face images have less resolution, so they



(a) 5 meters (b) 7 meters (c) 10 meters (d) 15 meters

Fig. 3. Similarity indexes of the ArcFace face verification algorithm for 5, 7, 10 and 15 meters of distance

(a) 5 meters (b) 7 meters (c) 10 meters (d) 15 meters

Fig. 4. Similarity indexes of the VGG-Face face verification algorithm for 5, 7, 10 and 15 meters of distance

(a) 5 meters (b) 7 meters (c) 10 meters (d) 15 meters

Fig. 5. Similarity indexes of the FaceNet512 face verification algorithm for 5, 7, 10, and 15 meters of distance

become less similar.

Let us focus first on the ArcFace graphs (Figure 3). The
5 meters graph (Figure 3a) shows both plots - positive and
negative pairs - well separated. The negative pairs curve
starts approximately at 0.6 while most positive pair similarity
indexes are below this point. So at this distance, users can
be verified with high accuracy. At 7 meters (Figure 3b) and
10 meters (Figure 3c) the plots are similar but shifted to the
right. The negative pairs curve continues starting at 0.6, but
the positive pairs have higher similarity indexes. Most of the
similarity indexes are above 0.6, so it will be more difficult to
correctly verify a person without false positives. Furthermore,
the 15 meters graph (Figure 3d) shows how both curves are
almost completely overlapped. Thus, it will be difficult to
perform face verifications correctly. Only a small part of the
curve is not overlapped below 0.7. So if the similarity index is
below this value we will be able to perform face verifications
without any false positives, therefore, it can be a good value
to establish the verification threshold.

VGG-Face (Figure 4) obtains good results in graphs at 5
(Figure 4a) and 7 meters (Figure 4b) as the negative and
positive pairs can be difference easily. At 10 meters (Figure
4c) the curves are more overlapped but a significant part of
the positive pair curve is still below the minimum negative
pair similarity index. Therefore, most of the face verifications
will be performed without any false positives by choosing an
appropriate threshold. At 15 meters (Figure 4d) the curves
overlap a lot, so there will be many false positives and
negatives regardless of the chosen threshold.

FaceNet512 is the one that achieves the best results (Figure
5). The graphs at all distances are well separated so it can be
easier to verify a person than the other algorithms. At 5 meters
(Figure 5a) most of the positive pair curve is below 0.5, which
is the minimum negative pair similarity index, so almost all
of the verifications will be performed correctly without false
positives. Furthermore, at 7 (Figure 5b) and 10 meters (Figure
5c) the peak of the positive pairs is still below the minimum
negative pair similarity index. At 15 meters (Figure 5d) the



curves are more overlapped but they can still be differenced
easily. Thus, there will be false positives but not as many as
using the other face verification algorithms.

V. CONCLUDING REMARKS

This study has presented a comparison using a novel created
dataset designed for this concrete purpose. Three state-of-the-
art face verification algorithms have been compared at four
different distances (5, 7, 10, and 15 meters). Two metrics have
been compared: the inference time processing a frame in the
whole pipeline, and the distribution of their similarity indexes
for both positive and negative pairs.

Based on this comparison, it is possible to conclude if
the state-of-the-art face verification algorithms are optimal to
perform face verifications in real-time from UAVs. ArcFace
is a fast algorithm but it only achieves good results up to 10
meters of distance. On the other hand, FaceNet512 can verify
correctly at all analyzed distances but it is slower than the
previous one. Finally, VGG-Face is a slow algorithm so it is
only recommended to be used when the speed is not important
in the use case. Further work would involve choosing one of
the previously compared algorithms to perform face verifica-
tion on UAVs. The results and video will be transmitted to the
user via a wireless network such as 5G.
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