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#### Abstract

Let $\mathcal{H}=\mathcal{H}_{r, n}(q, \mathbf{Q})$ denote an Ariki-Koike algebra over a field of characteristic $p \geqslant 0$. For each $r$-multipartition $\boldsymbol{\lambda}$ of $n$, there exists a $\mathcal{H}$-module $S^{\boldsymbol{\lambda}}$ and for each Kleshchev $r$-multipartition $\boldsymbol{\mu}$ of $n$, there exists an irreducible $\mathcal{H}$-module $D^{\boldsymbol{\mu}}$. Given a multipartition $\boldsymbol{\lambda}$ and a Kleshchev multipartition $\boldsymbol{\mu}$ both lying in a Rouquier block such that $\boldsymbol{\lambda}$ and $\boldsymbol{\mu}$ have the same multicore, we give a closed formula for the graded decomposition number $\left[S^{\boldsymbol{\lambda}}: D^{\boldsymbol{\mu}}\right]_{v}$ when $p=0$ or when each component of $\boldsymbol{\mu}$ has fewer than $p$ removable $e$-rim hooks.


## 1. Introduction

Let $\mathcal{H}=\mathcal{H}_{r, n}(q, \mathbf{Q})$ denote an Ariki-Koike algebra. These algebras were introduced by Ariki and Koike [2] as a simultaneous generalization of the Hecke algebras of type $A$, when $r=1$ and type $B$, when $r=2$. In a natural generalization of the combinatorics which appear in the type $A$ case, there is a class of important $\mathcal{H}$-modules, called Specht modules, which are indexed by the set of $r$-multipartitions of $n$. When $\mathcal{H}$ is semisimple, these Specht modules form a complete set of non-isomorphic irreducible $\mathcal{H}$-modules; otherwise, the simple modules appear as the heads of a subset of the Specht modules.

One of the most important open problems in the representation theory of the Ariki-Koike algebras is to determine the multiplicity $\left[S^{\boldsymbol{\lambda}}: D^{\boldsymbol{\mu}}\right.$ ] of a simple module $D^{\mu}$ as a composition factor of a Specht module $S^{\boldsymbol{\lambda}}$; it also seems to be a very difficult problem. Even when $r=1$, there are very few cases where there is a closed formula for these decomposition numbers. However when $r=1$, the decomposition numbers are known for certain blocks called Rouquier blocks or RoCK blocks.

The Rouquier blocks for the Hecke algebras of type $A$ were defined by Rouquier 37]. Due to work on them by Chuang and Kessar [8], many authors refer to them as RoCK (Rouquier or Chuang-Kessar) blocks. Chuang and Kessar showed that a Rouquier block of $\mathbb{F}_{p} \mathfrak{S}_{n}$ of weight $w<p$ is Morita equivalent to the principal block of $\mathfrak{S}_{p} \iota \mathfrak{S}_{w}$, and hence they were able to prove Broué's abelian defect group conjecture for the Rouquier blocks; Chuang and Rouquier [9] later extended the proof of the conjecture to all blocks of $\mathbb{F}_{p} \mathfrak{S}_{n}$ by showing that any block of weight $w$ is derived equivalent to a Rouquier block. There is an elegant closed formula for the decomposition numbers of Specht modules lying in Rouquier blocks, proved by Leclerc and Miyachi [30 when $p=0$; by Chuang and Tan [11 for the symmetric group algebra when $p<w$; and by James, Mathas and the author 25 for a Hecke algebra over a field of characteristic $p<w$. Apart from the value of knowing decomposition numbers, this explicit formula has been used to study the other aspects of the Hecke algebras. Decomposition numbers for the Rouquier blocks were recently used in the proof that all blocks of of weight at least 2 in quantum characteristic $e>2$ are Schurian-infinite [3]; they appear in the classification of the irreducible Specht modules when $e>2$ [15]; they were used in the first construction of homomorphism spaces of dimension larger than 1 between Specht modules when $e>2 \sqrt{14}$; and they provide a starting point for many results about Specht modules in blocks of small weight [17, 19].

In [32], we introduced the notion of Rouquier blocks for the Ariki-Koike algebras, as a natural generalization of the Rouquier blocks for the Hecke algebras of type $A$. The description of Rouquier blocks we give is in terms of abacus combinatorics. Analogously to 41, we use the term RoCK block to refer to a block which is Scopes equivalent to a Rouquier block; although our main theorem is stated (and proved) for Rouquier blocks, similar results hold for any RoCK block. Given the known results for $r=1$, it is natural to ask whether it is possible to have a closed formula for the decomposition numbers for the Rouquier blocks of the

[^0]Ariki-Koike algebras. This paper gives a partial answer. When $\mathcal{H}$ is defined over a field of characteristic 0 we give such a formula for the graded multiplicity $\left[S^{\boldsymbol{\lambda}}: D^{\boldsymbol{\mu}}\right]_{v}$ where $\boldsymbol{\lambda}$ and $\boldsymbol{\mu}$ lie in a Rouquier block and have a common multicore. The formula also holds when the characteristic of the field is larger than the number of removable e-rim hooks in every component of $\boldsymbol{\mu}$. Additional motivation for our results is given by work of Muth, Speyer and Sutton [36 who show that these decomposition numbers should be related to decomposition numbers for cell modules in the cyclotomic wreath-zigzag algebra.

We summarize the main results of the paper. We will define notation rigorously in later sections; for now, we just indicate where the definitions can be found.

Suppose that $\boldsymbol{\lambda}$ and $\boldsymbol{\mu}$ are both $r$-multipartitions of $n$ lying in a Rouquier block, with $\boldsymbol{\mu} e$-regular, and that $\boldsymbol{\lambda}$ and $\boldsymbol{\mu}$ have a common multicore. For $0 \leqslant k \leqslant r-1$ and $0 \leqslant i \leqslant e-1$, let $\lambda_{i}^{k}$ (resp. $\mu_{i}^{k}$ ) denote the quotient on runner $i$ of the abacus configuration of the $k$ th component of $\boldsymbol{\lambda}$ (resp. $\boldsymbol{\mu}$ ); we define these terms in Section 2.3. Set

$$
g_{\boldsymbol{\lambda} \boldsymbol{\mu}}(v)=v^{\omega(\boldsymbol{\lambda})-\omega(\boldsymbol{\mu})} \sum_{\boldsymbol{\alpha} \in \Gamma_{e+1}^{r}} \sum_{\boldsymbol{\beta} \in \Gamma_{e}^{r}} \sum_{\boldsymbol{\gamma} \in \Gamma_{e}^{r+1}} \sum_{\boldsymbol{\delta} \in \Gamma_{e}^{r}}\left(\prod_{k=0}^{r-1} \prod_{i=0}^{e-1} c_{\mu_{i}^{k} \gamma_{i}^{k}}^{\delta_{i}^{k}} c_{\alpha_{i}^{k} \beta_{i}^{k} \gamma_{i}^{k+1}}^{\left.\delta_{\beta_{i}^{k}\left(\alpha_{i+1}^{k}\right)^{\prime}}^{\lambda_{i}^{k}}\right) c_{\gamma_{0}^{0} \gamma_{1}^{0} \ldots \gamma_{e-1}^{0}}^{\varnothing} c_{\gamma_{0}^{r} \gamma_{1}^{r} \ldots \gamma_{e-1}^{r}}^{\varnothing} . . . ~}\right.
$$

We define $\omega(\boldsymbol{\lambda})$ in Section 2.3 . The terms $c_{\alpha_{1} \ldots \alpha_{t}}^{\lambda}$ are generalized Littlewood-Richardson coefficients, which are defined in Section 2.6, and $\Gamma_{f}^{s}$ is the set of $(s \times f)$-matrices whose entries are partitions; we give more details in Section 3.1

Let $\left\{s_{\boldsymbol{\lambda}} \mid \boldsymbol{\lambda}\right.$ an $r$-multipartition $\}$ denote the standard basis of the Fock space representation $\mathcal{F}^{\boldsymbol{a}}$ of $\mathcal{U}_{v}\left(\hat{\mathfrak{s l}}_{e}\right)$, which appears in Section 2.5. For each $e$-regular $r$-multipartition $\boldsymbol{\mu}$, let $G(\boldsymbol{\mu})$ denote the canonical basis vector of $\mathcal{F}^{a}$ indexed by $\boldsymbol{\mu}$ and suppose that

$$
G(\boldsymbol{\mu})=\sum_{\boldsymbol{\lambda}} d_{\boldsymbol{\lambda} \boldsymbol{\mu}}^{a}(v) s_{\boldsymbol{\lambda}}
$$

Theorem A. Suppose that $\boldsymbol{\lambda}$ and $\boldsymbol{\mu}$ are r-multipartitions of $n$ with $\boldsymbol{\mu}$ e-regular. Suppose further that $\boldsymbol{\lambda}$ and $\boldsymbol{\mu}$ belong to a Rouquier block and that they have the same multicore. Then

$$
d_{\boldsymbol{\lambda} \mu}^{a}(v)=g_{\boldsymbol{\lambda} \mu}(v)
$$

Applying (the graded version of) Ariki's Theorem [1.6] to Theorem A. we immediately obtain the following result.

Theorem B. Let $\mathcal{H}=\mathcal{H}_{r, n}(q, \mathbf{Q})$ be an Ariki-Koike algebra defined over a field of characteristic 0 and suppose that $\boldsymbol{\lambda}$ and $\boldsymbol{\mu}$ are r-multipartitions of $n$ with $\boldsymbol{\mu}$ a Kleshchev multipartition. Suppose further that $\boldsymbol{\lambda}$ and $\boldsymbol{\mu}$ belong to a Rouquier block and that they have the same multicore. Then the graded multiplicity of the simple module $D^{\mu}$ as a composition factor of the Specht module $S^{\boldsymbol{\lambda}}$ is

$$
\left[S^{\boldsymbol{\lambda}}: D^{\mu}\right]_{v}=g_{\boldsymbol{\lambda} \mu}(v)
$$

Using the cyclotomic $q$-Schur algebra, we may extend this result to fields of prime characteristic.
Theorem C. Let $\mathcal{H}=\mathcal{H}_{r, n}(q, \mathbf{Q})$ be an Ariki-Koike algebra defined over a field of characteristic $p>0$ and suppose that $\boldsymbol{\lambda}$ and $\boldsymbol{\mu}$ are r-multipartitions of $n$ with $\boldsymbol{\mu}$ a Kleshchev multipartition. Suppose further that $\boldsymbol{\lambda}$ and $\boldsymbol{\mu}$ belong to a Rouquier block, that they have the same multicore and that no component of $\boldsymbol{\mu}$ has $p$ or more removable e-rim hooks. Then the graded multiplicity of the simple module $D^{\boldsymbol{\mu}}$ as a composition factor of the Specht module $S^{\boldsymbol{\lambda}}$ is

$$
\left[S^{\boldsymbol{\lambda}}: D^{\mu}\right]_{v}=g_{\boldsymbol{\lambda} \mu}(v)
$$

Let $\mathcal{S}_{r, n}$ denote the cyclotomic $q$-Schur algebra corresponding to an Ariki-Koike algebra $\mathcal{H}_{r, n}(q, \mathbf{Q})$; see 35 for details. For $\boldsymbol{\lambda}$ an $r$-multipartition of $n$, let $\Delta(\boldsymbol{\lambda})$ denote the Weyl module indexed by $\boldsymbol{\lambda}$ and $L(\boldsymbol{\lambda})$ the simple module indexed by $\boldsymbol{\lambda}$. We prove the next conjecture in the case that $\boldsymbol{\mu}$ is $e$-regular.

Conjecture D. Suppose that $\mathcal{S}_{r, n}$ is a cyclotomic $q$-Schur algebra as above defined over a field of characteristic $p \geqslant 0$. Suppose that $\boldsymbol{\lambda}$ and $\boldsymbol{\mu}$ are r-multipartitions of $n$ which lie in a Rouquier block and which have
the same multicore and that $p=0$ or no component of $\boldsymbol{\mu}$ has $p$ or more removable e-rim hooks. Then the multiplicity of $L(\boldsymbol{\mu})$ as a composition factor of $\Delta(\boldsymbol{\lambda})$ is given by

$$
[\Delta(\boldsymbol{\lambda}): L(\boldsymbol{\mu})]=\sum_{\boldsymbol{\alpha} \in \Gamma_{e+1}^{r}} \sum_{\boldsymbol{\beta} \in \Gamma_{e}^{r}} \sum_{\boldsymbol{\gamma} \in \Gamma_{e}^{r+1}} \sum_{\delta \in \Gamma_{e}^{r}}\left(\prod_{k=0}^{r-1} \prod_{i=0}^{e-1} c_{\mu_{i}^{k} \gamma_{i}^{k}}^{\delta_{i}^{k}} c_{\alpha_{i}^{k} \beta_{i}^{k} \gamma_{i}^{k+1}}^{\delta_{i}^{k}} c_{\beta_{i}^{k}\left(\alpha_{i+1}^{k}\right)^{\prime}}^{\lambda_{i}^{k}}\right) c_{\alpha_{0}^{0} \alpha_{0}^{1} \ldots \alpha_{0}^{r-1}}^{\varnothing} c_{\gamma_{0}^{0} \gamma_{1}^{0} \ldots \gamma_{e-1}^{0}}^{\varnothing} c_{\gamma_{0}^{r} \gamma_{1}^{r} \ldots \gamma_{e-1}^{r}}^{\varnothing} .
$$

We prove Theorem A using a variation on an algorithm of Fayers 20. The variation is very similar to the method employed in 25 to determine the decomposition numbers for the Rouquier blocks when $r=1$ in that we find elements $f^{(s, j)} \in \mathcal{U}_{v}\left(\widehat{\mathfrak{s}}_{e}\right)$ whose action on the standard basis elements $s_{\boldsymbol{\lambda}} \in \mathcal{F}^{a}$ where the multipartitions obtained by adding $s e$-rim hooks to $[\boldsymbol{\lambda}]$ belong to a Rouquier block is particularly nice. Combined with results of Fayers, this enables us to compute the transition coefficients $d_{\lambda \mu}^{a}(v)$ under the assumptions of Theorem A. As noted above, we may then use Ariki's theorem to prove Theorem B.

The paper is structured as follows. In Section 2 we recall the definitions that we will need, including background on the Ariki-Koike algebras, multipartitions and abacuses, Rouquier blocks, the Fock space representation and Ariki's theorem, and Littlewood-Richardson coefficients. Although we include some new results which will be used later, most of this material is standard.

In Section 3 we move on to the proof of the main results. In Section 3.1 we introduce the coefficients $g_{\boldsymbol{\lambda} \mu}(v)$ and consider some of their properties. In Section 3.2, we define the elements $f^{(s, j)}$ and in Proposition 3.5 we describe the action of $f^{(s, j)}$ on a standard basis element $s_{\boldsymbol{\tau}}$, where the resulting basis elements are indexed by multipartitions lying in a Rouquier block. This enables us to describe the action of $f^{(s, j)}$ on a truncated canonical basis element $Q(\boldsymbol{\nu})$, which is given in Proposition 3.9. Having set up our machinery, we then prove Theorem A in Section 3.3. The proof is given by a triple induction, firstly on $r$, secondly on the number of removable $e$-rim hooks in the first component of $\boldsymbol{\mu}$ and lastly using a total order on the first component of $\boldsymbol{\mu}$.

In Section 3.4, we introduce the cyclotomic $q$-Schur algebra. Working in this algebra and applying the Schur functor, we prove Theorem C. In Section 3.5, we note how our results also apply to blocks which are Scopes equivalent to the Rouquier blocks. Finally, in Section 3.6 we briefly discuss some open questions related to our results.

## 2. BACKGROUND AND DEFINITIONS

Throughout this paper, the letters $n, r$ and $e$ will be used to represent non-negative integers, with $n \geqslant 0$, $r \geqslant 1$ and $e \geqslant 2$. Given $e$, we will take $I=\{0,1, \ldots, e-1\}$ which we may identify with $\mathbb{Z} / e \mathbb{Z}$; in particular, once $e$ is established, we will assume $I$ is understood and will not define it. The symbol $\boldsymbol{a}$ will be used to represent an element of $I^{r}$.
2.1. Multipartitions and Young diagrams. For $n \geqslant 0$, we define a partition of $n$ to be a sequence $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots\right)$ of non-negative integers such that $\lambda_{1} \geqslant \lambda_{2} \geqslant \ldots$ and $\sum_{i \geqslant 1} \lambda_{i}=n$. When writing a partition, we usually omit the zeros at the end and gather together equal terms, so that $(3,3,2,1,1,0,0, \ldots)=\left(3^{2}, 2,1^{2}\right)$. Let $\Lambda_{n}$ denote the set of partitions of $n$ and let $\Lambda=\bigcup_{n \geqslant 0} \Lambda_{n}$ denote the set of all partitions. We write $\varnothing$ to denote the unique partition of 0 . If $\lambda \in \Lambda_{n}$, we write $|\lambda|=n$.

For $r \geqslant 1$, we say that an $r$-multipartition, or multipartition, of $n$ is an $r$-tuple of partitions $\boldsymbol{\lambda}=$ $\left(\lambda^{(0)}, \lambda^{(1)}, \ldots, \lambda^{(r-1)}\right)$ such that $\sum_{k=0}^{r-1}\left|\lambda^{(k)}\right|=n$; we write $|\boldsymbol{\lambda}|=n$. Note that, contrary to the usual convention, the components of our multipartitions are labelled from 0 to $r-1$ rather than from 1 to $r$. We write $\Lambda_{n}^{r}$ to denote the set of $r$-multipartitions of $n$ and $\Lambda^{r}=\bigcup_{n \geqslant 0} \Lambda_{n}^{r}$ to denote the set of all $r$-multipartitions. Let $\varnothing^{r}$ denote the unique $r$-multipartition of 0 . For $e \geqslant 2$, we say that $\lambda \in \Lambda$ is $e$-regular if no $e$ non-zero parts of $\lambda$ are the same, and we say that $\boldsymbol{\lambda} \in \Lambda^{r}$ is $e$-regular if each component of $\boldsymbol{\lambda}$ is an $e$-regular partition. Let $\Lambda_{\mathrm{reg}}^{r}$ denote the set of $e$-regular $r$-multipartitions.

Now fix $e \geqslant 2$. Suppose that $\boldsymbol{\lambda} \in \Lambda^{r}$ and $\boldsymbol{a}=\left(a_{0}, a_{1}, \ldots, a_{r-1}\right) \in I^{r}$. The Young diagram of $\boldsymbol{\lambda}$ is the set

$$
[\boldsymbol{\lambda}]=\left\{(x, y, k) \in \mathbb{Z}_{>0} \times \mathbb{Z}_{>0} \times\{0,1 \ldots r-1\} \mid y \leqslant \lambda_{x}^{(k)}\right\}
$$

To each node $(x, y, k) \in[\boldsymbol{\lambda}]$ we associate its residue, $\operatorname{res}_{\boldsymbol{a}}(x, y, k)=a_{k}+y-x \bmod e$; using the identification above we assume that $\operatorname{res}_{\boldsymbol{a}}(x, y, k) \in I$. We define the residue set of $\boldsymbol{\lambda}$ to be the multiset $\operatorname{Res}_{\boldsymbol{a}}(\boldsymbol{\lambda})=\{\operatorname{res}(\mathfrak{n}) \mid$ $\mathfrak{n} \in[\lambda]\}$.

We say that $\mathfrak{n} \in[\boldsymbol{\lambda}]$ is a removable node of $[\boldsymbol{\lambda}]$ if the diagram containing the nodes $[\boldsymbol{\lambda}] \backslash\{\mathfrak{n}\}$ is the diagram of a multipartition. Similarly we say that $\mathfrak{n} \notin[\lambda]$ is an addable node of $[\boldsymbol{\lambda}]$ if the diagram containing the nodes $[\boldsymbol{\lambda}] \cup\{\mathfrak{n}\}$ is the diagram of a multipartition. If a removable (resp. addable) node has residue $i$, we refer to it as a removable (resp. addable) $i$-node. Let $\operatorname{rem}_{i}(\boldsymbol{\lambda})\left(\operatorname{resp} . \operatorname{add}_{i}(\boldsymbol{\lambda})\right)$ denote the set of removable (resp. addable) $i$-nodes of $\boldsymbol{\lambda}$. If $\mathfrak{n}_{1}=(x, y, k), \mathfrak{n}_{2}=\left(x^{\prime}, y^{\prime}, k^{\prime}\right) \in \mathbb{Z}_{>0} \times \mathbb{Z}_{>0} \times\{0,1, \ldots, r-1\}$ then we say that $\mathfrak{n}_{1}$ is above $\mathfrak{n}_{2}$ if $k<k^{\prime}$ or if $k=k^{\prime}$ and $x<x^{\prime}$.

The rim of $[\boldsymbol{\lambda}]$ consists of the nodes $\{(x, y, k) \in[\boldsymbol{\lambda}] \mid(x+1, y+1, k) \notin[\boldsymbol{\lambda}]\}$ and if $l \geqslant 1$ then an $l$-rim hook of $[\boldsymbol{\lambda}]$ is a connected subset of the rim of size $l$.
2.2. The Ariki-Koike algebra. We refer the reader to 35 for a survey of the Ariki-Koike algebras and to [28] for the relationship between the Ariki-Koike algebras and the cyclotomic Khovanov-Lauda-Rouquier algebras.

Fix $r \geqslant 1$ and $n \geqslant 0$ and let $\mathbb{F}$ be a field of characteristic $p \geqslant 0$. Suppose $q \in \mathbb{F} \backslash\{0\}$ and $\mathbf{Q}=$ $\left(Q_{0}, \ldots, Q_{r-1}\right) \in \mathbb{F}^{r}$. The Ariki-Koike algebra $\mathcal{H}=\mathcal{H}_{r, n}(q, \mathbf{Q})$ is the unital associative $\mathbb{F}$-algebra with generators $T_{0}, T_{1}, \ldots, T_{n-1}$ and relations

$$
\begin{aligned}
\left(T_{i}+q\right)\left(T_{i}-1\right) & =0, & & \text { for } 1 \leqslant i \leqslant n-1, \\
T_{i} T_{j} & =T_{j} T_{i}, & & \text { for } 0 \leqslant i, j \leqslant n-1,|i-j|>1, \\
T_{i} T_{i+1} T_{i} & =T_{i+1} T_{i} T_{i+1}, & & \text { for } 1 \leqslant i \leqslant n-2, \\
\left(T_{0}-Q_{0}\right) \ldots\left(T_{0}-Q_{r-1}\right) & & 0, &
\end{aligned}
$$

Define $e \geqslant 2$ to be minimal such that $1+q+\cdots+q^{e-1}=0$, or set $e=\infty$ if no such value exists. Throughout this paper we shall assume that $e$ is finite and we shall refer to $e$ as the quantum characteristic of $\mathcal{H}$. We shall further assume that each $Q_{k}$ is a power of $q$, that is, there exists $\boldsymbol{a}=\left(a_{0}, a_{1}, \ldots, a_{r-1}\right) \in I^{r}$ such that $Q_{k}=q^{a_{k}}$ for $0 \leqslant k \leqslant r-1$. We call $\boldsymbol{a}$ the $e$-multicharge corresponding to $\mathcal{H}$.

For each multipartition $\boldsymbol{\lambda} \in \Lambda_{n}^{r}$ one may define a $\mathcal{H}$-module $S^{\boldsymbol{\lambda}}$ called a Specht module and when $\mathcal{H}$ is semisimple the set $\left\{S^{\boldsymbol{\lambda}} \mid \boldsymbol{\lambda} \in \Lambda_{n}^{r}\right\}$ forms a complete set of non-isomorphic irreducible $\mathcal{H}$-modules. There is a subset $\Lambda_{n}^{a} \subseteq \Lambda_{n}^{r}$ such that the simple modules arise as the heads of the Specht modules in the set $\left\{S^{\boldsymbol{\mu}} \mid \boldsymbol{\mu} \in \Lambda_{n}^{a}\right\}$. We denote the simple modules as $D^{\boldsymbol{\mu}}$ so that $\left\{D^{\boldsymbol{\mu}} \mid \boldsymbol{\mu} \in \Lambda_{n}^{a}\right\}$ is a complete set of nonisomorphic irreducible $\mathcal{H}$-modules.

The Specht modules we use are dual to the Specht modules defined in 13 so that $\Lambda_{n}^{a}$ is a subset of the $e$-regular multipartitions; see 18 for the connections between the two conventions. We use this definition for two reasons: firstly so that our description of the decomposition numbers is consistent with the well-known formula for decomposition numbers of Rouquier blocks when $r=1[11,25,30$ and secondly so that our notation is consistent with an algorithm of Fayers 20 which informs our computations. We let $\Lambda^{a}=\bigcup_{n \geqslant 0} \Lambda_{n}^{a}$ and call the elements of $\Lambda^{a}$ Kleshchev multipartitions, although elsewhere in the literature, our Kleshchev multipartitions are often refered to as conjugate Kleshchev multipartitions. If $r=1$, they are simply the $e$-regular partitions. Otherwise, these is a recursive method that will test whether $\boldsymbol{\lambda} \in \Lambda^{r}$ is a Kleshchev multipartition. A Kleshchev multipartition is always $e$-regular so we have the inclusions $\Lambda^{a} \subseteq \Lambda_{\text {reg }}^{r} \subseteq \Lambda^{r}$.

If $\boldsymbol{\lambda} \in \Lambda_{n}^{r}$ and $\boldsymbol{\mu} \in \Lambda_{n}^{a}$, let $\left[S^{\boldsymbol{\lambda}}: D^{\boldsymbol{\mu}}\right]$ denote the multiplicity of the simple module $D^{\boldsymbol{\mu}}$ as a composition factor of the Specht module $S^{\boldsymbol{\lambda}}$; these numbers are called decomposition numbers. Determining the decomposition numbers is one of the most important open problems in the representation theory of the Ariki-Koike algebras. Even when $r=1$, there are very few cases when a closed formula for decomposition numbers is known. We note that the decomposition numbers depend only on $e, p$ and $\boldsymbol{a}$, not on the actual values of $q$ and $\mathbf{Q}$.

In [5], it was shown that the Ariki-Koike algebra $\mathcal{H}$ is isomorphic to a cyclotomic Khovanov-LaudaRouquier algebra of type $A$. These are $\mathbb{Z}$-graded algebras and it was further shown in 7 that there is a corresponding $\mathbb{Z}$-grading on the Specht modules. Using these results one may define graded decomposition numbers $\left[S^{\boldsymbol{\lambda}}: D^{\mu}\right]_{v} \in \mathbb{N}\left[v, v^{-1}\right]$; we recover the original decomposition numbers by setting $v=1$. For more details, see 28 .

All of the composition factors of a Specht module $S^{\boldsymbol{\lambda}}$ belong to the same block, and so we can think about a Specht module lying in a specific block or two Specht modules lying in the same block; it is clear that if $\left[S^{\boldsymbol{\lambda}}: D^{\mu}\right] \neq 0$ then $S^{\boldsymbol{\lambda}}$ and $S^{\mu}$ lie in the same block.

Proposition 2.1 ( [33, Theorem 2.11]). Suppose that $\mathcal{H}=\mathcal{H}_{r, n}(q, \mathbf{Q})$ has e-multicharge a. Let $\boldsymbol{\lambda}, \boldsymbol{\mu} \in \Lambda_{n}^{r}$. Then $S^{\boldsymbol{\lambda}}$ and $S^{\boldsymbol{\mu}}$ lie in the same block of $\mathcal{H}$ if and only if $\operatorname{Res}_{\boldsymbol{a}}(\boldsymbol{\lambda})=\operatorname{Res}_{\boldsymbol{a}}(\boldsymbol{\mu})$.
2.3. The abacus. For the remainder of Section 2, we fix $e \geqslant 2$.

The abacus was first introduced by James 24 as a way to represent partitions. Suppose that $\lambda=$ $\left(\lambda_{1}, \lambda_{2}, \ldots\right) \in \Lambda$ and $a \in I$. Define the $\beta$-set

$$
\mathfrak{B}_{a}(\lambda)=\left\{\lambda_{i}-i+a \mid i \geqslant 1\right\} .
$$

We encode a partition as an abacus configuration. Our abacus will have $e$ runners, labelled $0,1, \ldots, e-1$ from left to right. The positions on the abacus are labelled in order by the elements of $\mathbb{Z}$ such that the runners congruent to $i$ modulo $e$ lie on runner $i$, for $0 \leqslant i \leqslant e-1$. Given $\lambda \in \Lambda$ and $a \in I$, we form the resulting abacus configuration by putting a bead at each element of the $\beta$-set $\mathfrak{B}_{a}(\lambda)$.

Example. Let $\lambda=\left(10^{2}, 8,4,2,1^{3}\right)$ and let $a=3$. Then

$$
\mathfrak{B}_{a}(\lambda)=(12,11,8,3,0,-2,-3,-4,-6,-7,-8, \ldots) .
$$

If $e=5$ then the corresponding abacus configuration is given by

where we assume that the runners extend infinitely up and down the page with beads above the levels shown and empty positions below the levels shown.

Given an abacus configuration corresponding to a partition $\lambda$ and $a \in I$, it is straightforward to recover $a$ and hence $\lambda$. Let $\mathfrak{B}$ be the $\beta$-set of the configuration and choose $x$ such that $b \in \mathfrak{B}$ for all $b<x e$. If $M=\#\{b \in \mathfrak{B}: b \geqslant x e\}$ then $a \equiv M \bmod e$. In the example above, with $e=5$, we can count 13 beads and so, as expected, $a=3$.

If $r=1$ it is well-known that removing a $e$-rim hook from a Young diagram corresponds to moving a bead up one position on the corresponding abacus configuration. The partition $\bar{\lambda}$ obtained by removing all possible $e$-rim hooks of $\lambda$, or equally, by moving all beads up as high as possible on the abacus configuration, is called the $e$-core (or core) of $\lambda$ and the number of hooks removed to get to the core is called the $e$-weight (or weight) of $\lambda$.

Proposition $2.2\left(\left[\begin{array}{|c|} \\ \text { P1 }\end{array}\right)\right.$. Suppose that $r=1$, that $\boldsymbol{a}=(a)$ and that $\lambda, \mu \in \Lambda$. Then $\operatorname{Res}_{\boldsymbol{a}}((\lambda))=\operatorname{Res}_{\boldsymbol{a}}((\mu))$ if and only $\lambda$ and $\mu$ have the same core and the same weight.

We now want to translate this to higher levels. Let $\boldsymbol{a} \in I^{r}$ and $\boldsymbol{\lambda} \in \Lambda^{r}$. The abacus configuration of $\boldsymbol{\lambda}$ with respect to $\boldsymbol{a}$ is the $r$-tuple of abacuses where abacus $k$ has $\beta$-numbers $\mathfrak{B}_{a_{k}}\left(\lambda^{(k)}\right)$, for $0 \leqslant k \leqslant r-1$. Erasing a removable $i$-node from component $k$ of [ $\boldsymbol{\lambda}]$ corresponds to moving a bead on runner $i$ of abacus $k$ back by one position, that is, to runner $i-1$ (or from runner 0 to runner $e-1$ ).

In an analogue of the $r=1$ case, we define the multicore $\overline{\boldsymbol{\lambda}}$ of a multipartition $\boldsymbol{\lambda}$ to be the multipartition obtained by removing all possible $e$-rim hooks from all components of $[\boldsymbol{\lambda}]$. We define $\mathrm{h}(\boldsymbol{\lambda})=(|\boldsymbol{\lambda}|-|\overline{\boldsymbol{\lambda}}|) / e$ to be the number of $e$-rim hooks removed in order to get to the multicore.

We now define two equivalence relations on the set $\Lambda^{r}$. Let $\boldsymbol{a} \in I^{r}$ and suppose $\boldsymbol{\lambda}, \boldsymbol{\mu} \in \Lambda^{r}$.

- Say that $\boldsymbol{\lambda} \sim_{\boldsymbol{a}} \boldsymbol{\mu}$ if $\operatorname{Res}_{\boldsymbol{a}}(\boldsymbol{\lambda})=\operatorname{Res}_{\boldsymbol{a}}(\boldsymbol{\mu})$.
- Say that $\boldsymbol{\lambda} \approx_{\boldsymbol{a}} \boldsymbol{\mu}$ if $\boldsymbol{\lambda}$ and $\boldsymbol{\mu}$ have the same multicore and $\mathrm{h}(\boldsymbol{\lambda})=\mathrm{h}(\boldsymbol{\mu})$.

In fact, the relation $\approx_{\boldsymbol{a}}$ is independent of $\boldsymbol{a}$ as the process of adding and removing $e$-rim hooks from a multipartition does not depend on the $e$-multicharge. Following Proposition [2.1, we refer to the $\sim_{a^{-}}$ equivalence classes as blocks. Proposition 2.2 shows that if $\boldsymbol{\lambda} \approx_{\boldsymbol{a}} \boldsymbol{\mu}$ then $\boldsymbol{\lambda} \sim_{a} \boldsymbol{\mu}$. The converse is true (again by Proposition 2.2 if $r=1$; but is false in general for $r>1$.

Example. Let $r=2$ and $e=3$ and suppose $\boldsymbol{a}=(0,1)$. Let $\boldsymbol{\lambda}=\left(\left(9,7,5,3,1^{2}\right),\left(2^{2}, 1^{2}\right)\right)$. Then the $\sim_{\boldsymbol{a}^{-}}$ equivalence class of $\boldsymbol{\lambda}$ splits into five $\approx_{\boldsymbol{a}}$-equivalence classes with representatives below.


Suppose now that $\boldsymbol{\lambda} \in \Lambda^{r}$ and $\boldsymbol{a} \in I^{r}$. For each $0 \leqslant k \leqslant r-1$, consider the $\beta$-numbers $\mathfrak{B}_{a_{k}}\left(\lambda^{(k)}\right)$. For $0 \leqslant i \leqslant e-1$, let $\mathfrak{B}_{i}^{k}=\left\{b \in \mathfrak{B}_{a_{k}}\left(\lambda^{(k)}\right) \mid b \equiv i \bmod e\right\}$ and let $\mathfrak{C}_{i}^{k}=\left\{(b-i) / e \mid b \in \mathfrak{B}_{i}^{k}\right\}$. Then each $\mathfrak{C}_{i}^{k}$ is a $\beta$-set and so corresponds to a partition which we denote by $\lambda_{i}^{k}$. We define the quotient of $\boldsymbol{\lambda}$ to be the $r$-tuple of elements of $\Lambda^{e}$ given by

$$
\operatorname{qt}(\boldsymbol{\lambda})=\left(\left(\lambda_{0}^{0}, \lambda_{0}^{0}, \ldots, \lambda_{e-1}^{0}\right),\left(\lambda_{0}^{1}, \lambda_{1}^{1}, \ldots, \lambda_{e-1}^{1}\right), \ldots,\left(\lambda_{0}^{r-1}, \lambda_{1}^{r-1}, \ldots, \lambda_{e-1}^{r-1}\right)\right) .
$$

Note that

$$
\mathrm{h}(\boldsymbol{\lambda})=\sum_{k=0}^{r-1} \sum_{i=0}^{e-1}\left|\lambda_{i}^{k}\right| .
$$

We also define

$$
\omega(\boldsymbol{\lambda})=\sum_{k=0}^{r-1} \sum_{i=0}^{e-1}(e-i+k-1)\left|\lambda_{i}^{k}\right| ;
$$

we will see this function again in Section 3 . Note that if $C$ is a $\approx_{\boldsymbol{a}}$-equivalence class in $\Lambda^{r}$ with $\mathrm{h}(\boldsymbol{\lambda})=h$ for any $\boldsymbol{\lambda} \in C$ then the elements of $C$ are in bijection with the tuples

$$
\left(\left(\lambda_{0}^{0}, \lambda_{0}^{0}, \ldots, \lambda_{e-1}^{0}\right),\left(\lambda_{0}^{1}, \lambda_{1}^{1}, \ldots, \lambda_{e-1}^{1}\right), \ldots,\left(\lambda_{0}^{r-1}, \lambda_{1}^{r-1}, \ldots, \lambda_{e-1}^{r-1}\right)\right)
$$

with $\sum_{k=0}^{r-1} \sum_{i=0}^{e-1}\left|\lambda_{i}^{k}\right|=h$.
2.4. Rouquier blocks. The Rouquier blocks for Ariki-Koike algebras were recently introduced by the author as a generalization of the Rouquier blocks previously defined when $r=1$ [32]. The definition we give here is equivalent. For the remainder of Section 2, we fix an $e$-multicharge $\boldsymbol{a} \in I^{r}$. Let $\boldsymbol{\lambda} \in \Lambda^{r}$. For $0 \leqslant i \leqslant e-1$ and $0 \leqslant k \leqslant r-1$, define

$$
\mathfrak{b}_{i}^{k}(\boldsymbol{\lambda})=\max \left\{\left.\frac{(b-i)}{e} \right\rvert\, b \in \mathfrak{B}_{a_{k}}\left(\bar{\lambda}^{(k)}\right) \text { and } b \equiv i \bmod e\right\} .
$$

We can think of $\mathfrak{b}_{i}^{k}(\boldsymbol{\lambda})$ as the lowest level in runner $i$ of component $k$ of the abacus configuration of $\overline{\boldsymbol{\lambda}}$ which contains a bead. Note that if $\boldsymbol{\lambda} \approx_{\boldsymbol{a}} \boldsymbol{\mu}$ then $\mathfrak{b}_{i}^{k}(\boldsymbol{\lambda})=\mathfrak{b}_{i}^{k}(\boldsymbol{\mu})$ for all $i, k$. For $1 \leqslant i \leqslant e-1$ and $0 \leqslant k \leqslant r-1$, define

$$
\mathfrak{d}_{i}^{k}(\boldsymbol{\lambda})=\mathfrak{b}_{i}^{k}(\boldsymbol{\lambda})-\mathfrak{b}_{i-1}^{k}(\boldsymbol{\lambda}) .
$$

We say that $\boldsymbol{\lambda}$ is a Rouquier multipartition if

$$
\mathrm{h}(\boldsymbol{\lambda}) \leqslant \mathfrak{d}_{i}^{k}(\boldsymbol{\lambda})+1
$$

for all $1 \leqslant i \leqslant e-1$ and $0 \leqslant k \leqslant r-1$. We say that a $\sim_{a}$-equivalence class $B$ of $\Lambda^{r}$ is a Rouquier block if each $\boldsymbol{\lambda} \in B$ is a Rouquier multipartition. As observed in [32, if $r \geqslant 2$, it is perfectly possible to have $\boldsymbol{\lambda} \sim_{a} \boldsymbol{\mu}$ with $\boldsymbol{\lambda}$ a Rouquier multipartition and $\boldsymbol{\mu}$ not. But if $\boldsymbol{\lambda} \approx_{\boldsymbol{a}}^{\boldsymbol{\mu}}$ then $\boldsymbol{\lambda}$ is a Rouquier multipartition if and only if $\boldsymbol{\mu}$ is a Rouquier multipartition.

Let $\mathcal{R}^{a} \subset \Lambda^{r}$ denote the set of multipartitions that belong to Rouquier blocks. We return to the last example.

Example. Let $r=2$ and $e=3$ and suppose $\boldsymbol{a}=(0,1)$. Let $\boldsymbol{\lambda}=\left(\left(9,7,5,3,1^{2}\right),\left(2^{2}, 1^{2}\right)\right)$. Then the $\sim_{\boldsymbol{a}^{-}}$ equivalence class of $\boldsymbol{\lambda}$ is a Rouquier block. To see this, it is sufficient to consider the five $\approx \boldsymbol{a}^{\text {-equivalence }}$ classes.


For each multipartition $\boldsymbol{\mu}$ in the first class (which only contains one multipartition) we have

$$
\mathfrak{d}_{1}^{0}(\boldsymbol{\mu})=1, \quad \mathfrak{d}_{2}^{0}(\boldsymbol{\mu})=4, \quad \mathfrak{d}_{0}^{1}(\boldsymbol{\mu})=2, \quad \mathfrak{d}_{1}^{1}(\boldsymbol{\mu})=0, \quad \mathrm{~h}(\boldsymbol{\mu})=0 .
$$

Similarly we can see that the other four classes contain only Rouquier multipartitions.
In fact, it follows from [12, Corollary 5.2] that it is sufficient to check the Rouquier condition on the classes obtained by adding hooks to the 'core block' of the equivalence class, that is, the classes with the maximal number of removable e-rim hooks.

Given a multipartition $\boldsymbol{\mu} \in \mathcal{R}^{a}$, we may easily use the abacus to determine whether it is $e$-regular.
Lemma 2.3 ( [10, Lemma 4.1 (1)]). Suppose that $\boldsymbol{\mu} \in \mathcal{R}^{a}$ with

$$
\operatorname{qt}(\boldsymbol{\mu})=\left(\left(\mu_{0}^{0}, \mu_{1}^{0}, \ldots, \mu_{e-1}^{0}\right),\left(\mu_{0}^{1}, \mu_{1}^{1}, \ldots, \mu_{e-1}^{1}\right), \ldots,\left(\mu_{0}^{r-1}, \mu_{1}^{r-1}, \ldots, \mu_{e-1}^{r-1}\right)\right) .
$$

Then $\boldsymbol{\mu}$ is e-regular if and only if $\mu_{0}^{k}=\varnothing$ for $0 \leqslant k \leqslant r-1$.
2.5. The Fock space representation of $\mathcal{U}_{v}\left(\hat{\mathfrak{s l}}_{e}\right)$. Let $\mathcal{U}$ denote the quantized enveloping algebra $\mathcal{U}=$ $\mathcal{U}_{v}\left(\hat{\mathfrak{s l}}_{e}\right)$. There exists a representation $\mathcal{F}^{a}$ of $\mathcal{U}$ whose basis $\left\{s_{\boldsymbol{\lambda}} \mid \boldsymbol{\lambda} \in \Lambda^{r}\right\}$ is indexed by multipartitions and where the action of $\mathcal{U}$ depends on $\boldsymbol{a}$. We call $\mathcal{F}^{a}$ the Fock space representation of $\mathcal{U}$. The $\mathcal{U}$-submodule $M^{a}$ generated by $s_{\varnothing^{r}}$ is isomorphic to the irreducible highest weight module $V(\Upsilon)$ for some dominant integral weight $\Upsilon$ of $\mathcal{U}$. This module has a canonical basis (in the sense of Lusztig and Kashiwara) and so we may write the canonical basis elements in terms of the standard basis above. The canonical basis elements can be indexed by the set of Kleshchev multipartitions; following the conjecture by Lascoux, Leclerc and Thibon 29, Ariki 1] proved that the transition coefficients between the canonical basis and the standard basis evaluated at $v=1$ are exactly the decomposition numbers $\left[S^{\boldsymbol{\lambda}}: D^{\boldsymbol{\mu}}\right]$ which appear in the representation theory of the Ariki-Koike algebras, where the algebras are defined over a field of characteristic 0 . It was later shown [6] that in fact the transition coefficients are equal to the graded decomposition numbers $\left[S^{\boldsymbol{\lambda}}: D^{\mu}\right]_{v}$.

We are therefore interested in computing the canonical basis vectors for $M^{a}$. There are various algorithms which will perform this computation; we use the main ideas of an algorithm of Fayers 20 which computes canonical basis vectors for a $\mathcal{U}$-module $M^{\otimes a}$ where $M^{a} \subseteq M^{\otimes a} \subseteq \mathcal{F}^{a}$.

Below we describe only the concepts that we need for this paper; for a full description of the algebra $\mathcal{U}$ and its action on the Fock space $\mathcal{F}^{a}$, we refer the reader to $[29$. They may also find it useful to refer to [20].

Let $\mathcal{U}=\mathcal{U}_{v}\left(\widehat{\mathfrak{s}}_{e}\right)$. This is a $\mathbb{Q}(v)$-algebra with generators $e_{i}, f_{i}$ for $i \in I$ and $v^{h}$ for $h \in P^{\vee}$; the relations may be found in 29 . There exists a $\mathbb{Q}$-linear automorphism ${ }^{-}: \mathcal{U} \rightarrow \mathcal{U}$ called the bar involution determined by

$$
\overline{e_{i}}=e_{i}, \quad \overline{f_{i}}=f_{i}, \quad \bar{v}=v^{-1}, \quad \overline{v^{h}}=v^{-h} .
$$

Let $\mathcal{F}^{a}$ be the $\mathbb{Q}(v)$-vector space with basis $\left\{s_{\boldsymbol{\lambda}} \mid \boldsymbol{\lambda} \in \Lambda^{r}\right\}$. This becomes a $\mathcal{U}$-module under the action described in [29]; it is sufficient for us to describe the action of $f_{i}$ which we do below. Let $M^{a}$ be the submodule generated by $s_{\varnothing^{r}}$. We can define a bar involution on $M^{a}$ which is compatible with the bar involution on $\mathcal{U}$ by setting

$$
\overline{s_{\varnothing^{r}}}=s_{\varnothing^{r}} \quad \text { and } \quad \overline{u m}=\bar{u} \bar{m} \text { for all } u \in \mathcal{U} \text { and } m \in M^{a} .
$$

Then $M^{\boldsymbol{a}}$ has a canonical basis $\left\{G^{\boldsymbol{a}}(\boldsymbol{\mu}) \mid \boldsymbol{\mu} \in \Lambda^{\boldsymbol{a}}\right\}$ which is uniquely determined subject to the following properties. For $\boldsymbol{\mu} \in \Lambda^{a}$,

- $\overline{G^{a}(\boldsymbol{\mu})}=G^{a}(\boldsymbol{\mu})$.
- Suppose $G^{a}(\boldsymbol{\mu})=\sum_{\boldsymbol{\lambda} \in \Lambda^{r}} d_{\boldsymbol{\lambda} \boldsymbol{\mu}}^{\boldsymbol{a}}(v) s_{\boldsymbol{\lambda}}$ where $d_{\boldsymbol{\lambda} \boldsymbol{\mu}}^{\boldsymbol{a}}(v) \in \mathbb{Q}(v)$. Then $-d_{\boldsymbol{\mu} \mu}^{a}(v)=1$; and

$$
-d_{\boldsymbol{\lambda} \boldsymbol{\mu}}^{a}(v) \in v \mathbb{Z}[v] \text { for } \boldsymbol{\lambda} \neq \boldsymbol{\mu}
$$

As explained in [20, Section 2.5], it is possible to extend the bar involution on $M^{a}$ to the whole of $\mathcal{F}^{\boldsymbol{a}}$ so that there exists a canonical basis $\left\{G^{a}(\boldsymbol{\lambda}) \mid \boldsymbol{\lambda} \in \Lambda^{r}\right\}$ for $\mathcal{F}^{a}$ which satisfies the conditions above. For $\boldsymbol{\lambda}, \boldsymbol{\mu} \in \Lambda^{r}$, we define $d_{\boldsymbol{\lambda} \boldsymbol{\mu}}^{a}(v) \in \mathbb{Q}(v)$ to be the coefficient which appears in the sum

$$
G^{\boldsymbol{a}}(\mu)=\sum_{\boldsymbol{\lambda} \in \Lambda^{r}} d_{\boldsymbol{\lambda} \boldsymbol{\mu}}^{\boldsymbol{a}}(v) s_{\boldsymbol{\lambda}}
$$

Ariki's theorem relates the coefficients $d_{\boldsymbol{\lambda} \boldsymbol{\mu}}^{a}(v)$ evaluated at $v=1$ to the decomposition numbers for the ArikiKoike algebras over fields of characteristic 0 . Brundan and Kleshchev later showed that $d_{\lambda \mu}^{a}(v)$ is exactly the graded decomposition number.

Theorem $2.4([1,6])$. Let $\mathcal{H}=\mathcal{H}_{r, n}(q, \mathbf{Q})$ be an Ariki-Koike algebra over a field of characteristic 0 , where $\mathcal{H}$ has quantum characteristic $e$ and $\boldsymbol{a} \in I^{r}$ is such that $q^{a_{k}}=Q_{k}$ for all $0 \leqslant k \leqslant r-1$. Suppose that $\boldsymbol{\lambda}, \boldsymbol{\mu} \in \Lambda_{n}^{r}$ with $\boldsymbol{\mu} \in \Lambda_{n}^{a}$. Then

$$
\left[S^{\boldsymbol{\lambda}}: D^{\mu}\right]_{v}=d_{\lambda \mu}^{a}(v)
$$

Let $\mathcal{F}^{\circ}=\left\{x \in \mathcal{F}^{a} \mid \bar{x}=x\right\}$ denote the set of bar-invariant elements of $\mathcal{F}^{a}$. The next result is used implicitly in 20 and elsewhere.

Lemma 2.5. We have

$$
\left.\mathcal{F}^{\circ}=\left\{\sum_{\boldsymbol{\mu} \in \Lambda^{r}} b_{\boldsymbol{\mu}}(v) G^{\boldsymbol{a}}(\boldsymbol{\mu}) \mid b_{\boldsymbol{\mu}}(v) \in \mathbb{Q}(v) \text { and } \overline{b_{\boldsymbol{\mu}}(v)}=b_{\boldsymbol{\mu}}(v) \text { for all } \boldsymbol{\mu} \in \Lambda^{r}\right)\right\}
$$

Proof. Take $x=\sum_{\boldsymbol{\mu} \in \Lambda^{r}} b_{\boldsymbol{\mu}}(v) G^{\boldsymbol{a}}(\boldsymbol{\mu}) \in \mathcal{F}$. Then

$$
\bar{x}=\overline{\sum_{\boldsymbol{\mu} \in \Lambda^{r}} b_{\boldsymbol{\mu}}(v) G^{\boldsymbol{a}}(\boldsymbol{\mu})}=\sum_{\boldsymbol{\mu} \in \Lambda^{r}} \overline{b_{\boldsymbol{\mu}}(v)} G^{\boldsymbol{a}}(\boldsymbol{\mu})
$$

and equating coefficients, we have $\bar{x}=x$ if and only if $\overline{b_{\boldsymbol{\mu}}(v)}=b_{\boldsymbol{\mu}}(v)$ for all $\boldsymbol{\mu} \in \Lambda^{r}$.
Corollary 2.6. Suppose that $x=\sum_{\boldsymbol{\lambda} \in \Lambda^{r}} c_{\boldsymbol{\lambda}} s_{\boldsymbol{\lambda}} \in \mathcal{F}^{\circ}$ where $c_{\boldsymbol{\lambda}} \in \mathbb{Z}[v]$. Then

$$
x=\sum_{\substack{\mu \in \Lambda^{r} \\ c_{\mu} \in \mathbb{Z}}} c_{\boldsymbol{\mu}} G^{\boldsymbol{a}}(\boldsymbol{\mu})
$$

As shown in 20, Proposition 4.2], the space $M^{\otimes \boldsymbol{a}}$ with basis $\left\{G^{\boldsymbol{a}}(\boldsymbol{\mu}) \mid \boldsymbol{\mu} \in \Lambda_{\text {reg }}^{r}\right\}$ is a $\mathcal{U}$-submodule of $\mathcal{F}^{a}$. Since every Kleshchev multipartition is e-regular, we have $M^{a} \subset M^{\otimes a} \subset \mathcal{F}^{a}$. Fayers described an algorithm to compute the coefficients $d_{\lambda \mu}^{a}(v)$ where $\boldsymbol{\mu} \in \Lambda_{\text {reg }}^{r}$. The following results are easy consequences of his algorithm.

Lemma 2.7. Suppose that $\boldsymbol{\lambda}, \boldsymbol{\mu} \in \Lambda^{r}$ with $\boldsymbol{\mu} \in \Lambda_{\text {reg }}^{r}$.

- $d_{\boldsymbol{\lambda} \boldsymbol{\mu}}^{\boldsymbol{a}}(v)=0$ unless $\operatorname{Res}_{\boldsymbol{a}}(\boldsymbol{\lambda})=\operatorname{Res}_{\boldsymbol{a}}(\boldsymbol{\mu})$. In particular, $\boldsymbol{\mu}$ and $\boldsymbol{\lambda}$ must have the same size.
- Suppose that $|\boldsymbol{\mu}|=|\boldsymbol{\lambda}|$. Then $d_{\boldsymbol{\mu} \boldsymbol{\mu}}^{\boldsymbol{a}}(v)=1$ and $d_{\boldsymbol{\lambda} \boldsymbol{\mu}}^{\boldsymbol{a}}(v)=0$ unless $\left|\mu^{(0)}\right| \geqslant\left|\lambda^{(0)}\right|$.

Now suppose $r \geqslant 2$. If $\boldsymbol{\lambda}=\left(\lambda^{(0)}, \lambda^{(1)}, \ldots, \lambda^{(r-1)}\right) \in \Lambda^{r}$, let $\hat{\boldsymbol{\lambda}}=\left(\lambda^{(1)}, \ldots, \lambda^{(r-1)}\right) \in \Lambda^{r-1}$. If $\boldsymbol{a}=$ $\left(a_{0}, a_{1}, \ldots, a_{r-1}\right) \in I^{r}$, write $\hat{\boldsymbol{a}}=\left(a_{1}, \ldots, a_{r-1}\right)$.

Lemma 2.8 (20, Corollary 3.2]). Suppose $r \geqslant 2$ and that $\boldsymbol{\lambda} \in \Lambda^{r}, \boldsymbol{\mu} \in \Lambda_{\text {reg }}^{r}$ with $\mu^{(0)}=\lambda^{(0)}=\varnothing$. Then

$$
d_{\lambda \mu}^{a}(v)=d_{\hat{\lambda} \hat{\mu}}^{\hat{a}}(v) .
$$

For $i \in I$ and $m>0$, we write $f_{i}^{(m)}=f_{i}^{m} /[m]$ !, the quantum divided power. We describe the action of the divided powers $f_{i}^{(m)}$ on the standard basis of $\mathcal{F}^{a}$. If $\boldsymbol{\nu} \in \Lambda^{r}$, write $\boldsymbol{\nu} \xrightarrow{m: i} \boldsymbol{\lambda}$ if $[\boldsymbol{\lambda}]$ is formed from $[\boldsymbol{\nu}]$ by adding $m$ nodes all of residue $i$. If $\boldsymbol{\nu} \xrightarrow{m: i} \boldsymbol{\lambda}$ set

$$
N(\boldsymbol{\nu}, \boldsymbol{\lambda})=\sum_{\mathfrak{n} \in[\boldsymbol{\lambda}] \backslash[\boldsymbol{\nu}]} \#\left\{\mathfrak{m} \in \operatorname{add}_{i}(\boldsymbol{\nu}) \mid \mathfrak{m} \text { is above } \mathfrak{n}\right\}-\#\left\{\mathfrak{m} \in \operatorname{rem}_{i}(\boldsymbol{\lambda}) \mid \mathfrak{m} \text { is above } \mathfrak{n}\right\}
$$

Then

$$
f_{i}^{(m)} s_{\boldsymbol{\nu}}=\sum_{\boldsymbol{\nu} \xrightarrow{m: i} \boldsymbol{\lambda}} v^{N(\boldsymbol{\nu}, \boldsymbol{\lambda})} s_{\boldsymbol{\lambda}}
$$

As we have seen previously, adding a node of residue $i$ to a multipartition $\boldsymbol{\nu}$ corresponds to moving a bead on the abacus configuration of $\boldsymbol{\nu}$ from runner $i-1$ to runner $i$. By identifying the basis elements $s_{\boldsymbol{\nu}}$ with abacus configurations, we observe the action of $f_{i}^{(m)}$ on $s_{\nu}$.

Example. Let $r=2$ and $e=3$. Take $\boldsymbol{a}=(2,1)$ and $\boldsymbol{\nu}=\left(\left(4,3^{5}, 2,1\right),\left(2^{4}, 1^{3}\right)\right)$. Consider $f_{1}^{(2)} s_{\boldsymbol{\nu}}$.


Note that it is straightforward to read $N(\boldsymbol{\nu}, \boldsymbol{\lambda})$ from the abacus. Let $\boldsymbol{\nu} \in \Lambda^{r}$ and for $0 \leqslant k \leqslant r-1$ let $\mathfrak{B}^{(k)}=\mathfrak{B}_{a_{k}}\left(\nu^{(k)}\right)$ be the set of $\beta$-numbers for $\nu^{(k)}$. Then there is a bijection between addable $i$-nodes of $\boldsymbol{\nu}$ and elements of the set

$$
\left\{(b, k) \in \mathbb{Z} \times\{0,1, \ldots, r-1\} \mid b \notin \mathfrak{B}^{(k)}, b+1 \in \mathfrak{B}^{(k)} \text { and } b \equiv i-1 \bmod e\right\}
$$

with $(b, k)$ lying above $\left(b^{\prime}, k^{\prime}\right)$ if and only if $k<k^{\prime}$ or $k=k^{\prime}$ and $b<b^{\prime}$. A similar construction exists for removable $i$-nodes.

The next example illustrates Proposition 3.5
Example. Let $r=2$ and $e=3$. Take $\boldsymbol{a}=(0,2)$ and $\boldsymbol{\nu}=\left(\left(6,4,2^{2}, 1^{2}\right),\left(7,5,3^{2}, 2^{2}, 1^{2}\right)\right)$. Consider $f_{1}^{(2)} f_{2}^{(2)} f_{0}^{(2)} s_{\boldsymbol{\nu}}$.


The final result, which follows from [29], is used in Fayers' algorithm [20].
Lemma 2.9 ( $\boxed{29}]$. Suppose that $\boldsymbol{\mu} \in \Lambda^{r}$ with $\mu^{(0)}$ e-regular. Let $\hat{\boldsymbol{\mu}}^{\varnothing}=\left(\varnothing, \mu^{(1)}, \ldots, \mu^{(r-1)}\right)$. Then there exists $f=f_{i_{x}}^{\left(t_{x}\right)} f_{i_{x-1}}^{\left(t_{x-1}\right)} \ldots f_{i_{1}}^{\left(t_{1}\right)} \in \mathcal{U}$ such that

$$
f s_{\hat{\boldsymbol{\mu}}^{\varnothing}}=s_{\boldsymbol{\mu}}+\sum_{\substack{\boldsymbol{\lambda}=\left(\lambda, \mu^{(1)}, \ldots, \mu^{(r-1)}\right) \\ \lambda \sim\left(a_{0}\right) \mu^{(0)}, \lambda \neq \mu^{(0)}}} b_{\boldsymbol{\lambda}}(v) s_{\boldsymbol{\lambda}}+\sum_{\substack{\boldsymbol{\lambda} \sim \boldsymbol{\mu} \\\left|\lambda^{(0)}\right|<\left|\mu^{(0)}\right|}} b_{\boldsymbol{\lambda}}(v) s_{\boldsymbol{\lambda}}
$$

where $b_{\boldsymbol{\lambda}}(v) \in \mathbb{N}\left[v, v^{-1}\right]$ for all $\boldsymbol{\lambda}$. In particular, if $\mu^{(0)}$ is an e-core then the middle term above is empty.
2.6. Littlewood-Richardson coefficients. The Littlewood-Richardson coefficients appear naturally in the representation theory of the symmetric groups $\mathfrak{S}_{n}$ over the complex numbers. We give a brief introduction to them here; for more details, and for a combinatorial description of how to compute them, we refer the reader to [21, Chapter 5].

For $\lambda \in \Lambda_{n}$ we let $S_{\mathbb{C}}^{\lambda}$ denote the irreducible $\mathbb{C} \mathfrak{S}_{n}$-module corresponding to $\lambda$. If $\alpha, \beta \in \Lambda$ with $|\alpha|=n$ and $|\beta|=m$ then we have

$$
S_{\mathbb{C}}^{\alpha} \otimes S_{\mathbb{C}}^{\beta} \uparrow_{\mathbb{C}\left(\mathfrak{S}_{n} \times \mathfrak{S}_{m}\right)}^{\mathbb{C} \mathfrak{S}_{n+m}}=\sum_{\lambda \vdash n+m} c_{\alpha \beta}^{\lambda} S_{\mathbb{C}}^{\lambda}
$$

for some non-negative integers $c_{\alpha \beta}^{\lambda}$. If $\alpha, \beta, \lambda \in \Lambda$ with $|\alpha|+|\beta|=|\lambda|$ then $c_{\alpha \beta}^{\lambda}$ is the corresponding LittlewoodRichardson coefficient. We extend the definition to arbitrary $\alpha, \beta, \lambda \in \Lambda$ by setting $c_{\alpha \beta}^{\lambda}=0$ if $|\alpha|+|\beta| \neq|\lambda|$.

Since the tensor product is associative, we can generalize this definition. Suppose that $t \geqslant 1$ and $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{t} \in \Lambda$ with $\alpha_{i} \vdash n_{i}$ for each $i$. Let $n=\sum_{i=1}^{t} n_{i}$ and let $G=\mathfrak{S}_{n_{1}} \times \mathfrak{S}_{n_{2}} \times \ldots \times \mathfrak{S}_{n_{t}}$. Then

$$
S_{\mathbb{C}}^{\alpha_{1}} \otimes S_{\mathbb{C}}^{\alpha_{2}} \otimes \ldots \otimes S_{\mathbb{C}}^{\alpha_{t}} \uparrow_{\mathbb{C} G}^{\mathbb{C} \mathfrak{G}_{n}}=\sum_{\lambda \vdash n} c_{\alpha_{1} \alpha_{2} \ldots \alpha_{t}}^{\lambda} S_{\mathbb{C}}^{\lambda}
$$

for some non-negative integers $c_{\alpha_{1} \alpha_{2} \ldots \alpha_{t}}^{\lambda}$, and we call $c_{\alpha_{1} \alpha_{2} \ldots \alpha_{t}}^{\lambda}$ a generalized Littlewood-Richardson coefficient. If $|\lambda| \neq\left|\alpha_{1}\right|+\ldots+\left|\alpha_{t}\right|$ we set $c_{\alpha_{1} \alpha_{2} \ldots \alpha_{t}}^{\lambda}=0$.

Using the properties of the tensor product, we can see that the generalized Littlewood-Richardson coefficients satisfy the following recursive equation. We have $c_{\alpha}^{\lambda}=\delta_{\alpha \lambda}$ and for $t \geqslant 2$ we have

$$
c_{\alpha_{1} \alpha_{2} \ldots \alpha_{t}}^{\lambda}=\sum_{\beta \in \Lambda} c_{\alpha_{1} \beta}^{\lambda} c_{\alpha_{2} \ldots \alpha_{t}}^{\beta}
$$

note that for $t=2$, this formula is self-referential. Also note that if $\lambda, \alpha \in \Lambda$ then $c_{\alpha \varnothing}^{\lambda}=\delta_{\lambda \alpha}$.
For the rest of this section, we use the convention that unless otherwise stated, all sums are over $\Lambda$, with the understanding that only partitions of the right size contribute to the sum. Recall that if $\lambda$ is a partition of $n$ then $\lambda^{\prime}$ is the conjugate partition, that is, the partition of $n$ such that the Young diagram of the 1-multipartition $\left(\lambda^{\prime}\right)$ is given by the set of nodes

$$
\left[\left(\lambda^{\prime}\right)\right]=\left\{(x, y, 1) \in \mathbb{Z}_{>0} \times \mathbb{Z}_{>0} \times\{1\} \mid x \leqslant \lambda_{y}\right\}
$$

Lemma 2.10 ( $[23$, Theorem 6.7]). Suppose $\lambda \in \Lambda$. Then

$$
S_{\mathbb{C}}^{\lambda^{\prime}} \cong S_{\mathbb{C}}^{\lambda} \otimes S_{\mathbb{C}}^{\left(1^{n}\right)}
$$

where $S_{\mathbb{C}}^{\left(1^{n}\right)}$ is the 1-dimensional sign representation.
The following results are well-known.
Lemma 2.11. Suppose that $\alpha, \beta, \gamma, \lambda \in \Lambda$. Then

$$
\begin{aligned}
c_{\alpha^{\prime} \beta^{\prime}}^{\lambda^{\prime}} & =c_{\alpha \beta}^{\lambda}=c_{\beta \alpha}^{\lambda}, \\
\sum_{\sigma} c_{\alpha \sigma}^{\lambda} c_{\beta \gamma}^{\sigma} & =\sum_{\sigma} c_{\beta \sigma}^{\lambda} c_{\alpha \gamma}^{\sigma}=\sum_{\sigma} c_{\gamma \sigma}^{\lambda} c_{\alpha \beta}^{\sigma} .
\end{aligned}
$$

Proof. The equalities in the first equation follow from Lemma 2.10 and the symmetry of the tensor product. Then all the terms in the second equation are equal to $c_{\alpha \beta \gamma}^{\lambda}$.

The proof of the following result again uses the properties of the tensor product.
Lemma 2.12 ( 11, Lemma 2.2]). Let $\nu, \tau, \sigma \in \Lambda$ and let $t \geqslant 0$. Then

$$
\sum_{\mu} c_{\nu \tau}^{\mu} c_{\sigma\left(1^{t}\right)}^{\mu}=\sum_{l=0}^{t} \sum_{\alpha, \beta} c_{\alpha^{\prime} \beta}^{\sigma} c_{\alpha(l)}^{\nu^{\prime}} c_{\beta\left(1^{t-l}\right)}^{\tau} .
$$

The next result follows immediately from the definition of the Littlewood-Richardson coefficients.
Lemma 2.13. Let $\nu \in \Lambda_{n}$ and $s \geqslant 1$. Suppose $\lambda \in \Lambda_{n+s}$. Then

- $c_{\nu\left(1^{s}\right)}^{\lambda}=1$ if $[\nu] \subset[\lambda]$ and no two nodes of $[\lambda] \backslash[\nu]$ lie in the same row, and $c_{\nu\left(1^{s}\right)}^{\lambda}=0$ otherwise.
- $c_{\nu(s)}^{\lambda}=1$ if $[\nu] \subset[\lambda]$ and no two nodes of $[\lambda] \backslash[\nu]$ lie in the same column, and $c_{\nu(s)}^{\lambda}=0$ otherwise.

We can rephrase Lemma 2.13 in terms of $\beta$-numbers.
Lemma 2.14. Let $\nu \in \Lambda_{n}$ and $s \geqslant 1$. Let $a \in I$ and suppose that $\mathfrak{B}=\mathfrak{B}_{a}(\nu)$. Suppose that $\lambda \in \Lambda_{n+s}$ and that $\mathfrak{C}=\mathfrak{B}_{a}(\lambda)$. Suppose that

$$
\{b \in \mathfrak{B} \mid b \notin \mathfrak{C}\}=\left\{b_{1}, b_{2}, \ldots, b_{t}\right\}, \quad\{c \in \mathfrak{C} \mid c \notin \mathfrak{B}\}=\left\{c_{1}, c_{2}, \ldots, c_{t}\right\}
$$

where $b_{t^{\prime}}<b_{t^{\prime}+1}$ and $c_{t^{\prime}}<c_{t^{\prime}+1}$ for $1 \leqslant t^{\prime}<t$; note that these sets do have the same size and that they satisfy $\sum_{t^{\prime}=1}^{t}\left(c_{t^{\prime}}-b_{t^{\prime}}\right)=s$. Then

- $c_{\nu\left(1^{s}\right)}^{\lambda}=1$ if

$$
b_{1}<c_{1}<b_{2}<c_{2}<\ldots<b_{t}<c_{t} \text { and if } b_{t^{\prime}}<b<c_{t^{\prime}} \text { for some } t^{\prime} \text { then } b \in \mathfrak{B} \cap \mathfrak{C}
$$

and $c_{\nu\left(1^{s}\right)}^{\lambda}=0$ otherwise.

- $c_{\nu(s)}^{\lambda}=1$ if

$$
b_{1}<c_{1}<b_{2}<c_{2}<\ldots<b_{t}<c_{t} \text { and if } b_{t^{\prime}}<b<c_{t^{\prime}} \text { for some } t^{\prime} \text { then } b \notin \mathfrak{B} \cup \mathfrak{C}
$$

and $c_{\nu(s)}^{\lambda}=0$ otherwise.
We end with a more complicated result that we will use later. If $\boldsymbol{d} \in \Lambda^{t}$ we use the convention that $\boldsymbol{d}=\left(d^{0}, d^{1}, \ldots, d^{t-1}\right)$.
Lemma 2.15. Let $s \geqslant 0$ and $r \geqslant 1$ and suppose that $0 \leqslant m \leqslant r-1$. Suppose $\boldsymbol{\eta}, \boldsymbol{\nu} \in \Lambda^{r}$. Then

$$
\begin{aligned}
& \sum_{\gamma \in \Lambda^{r+1}} \sum_{\delta \in \Lambda^{r}} \sum_{\epsilon \in \Lambda^{r}} \sum_{z_{0}+\ldots+z_{r-1}=s}\left(\prod_{k=0}^{r-1} c_{\nu^{k} \gamma^{k}}^{\delta^{k}} c_{\gamma^{k+1} \epsilon^{k}}^{\delta^{k}} c_{\epsilon^{k}\left(1^{z_{k}}\right)}^{\eta^{k}}\right) c_{\gamma^{r}}^{\varnothing} \\
& =\sum_{\gamma \in \Lambda^{r}} \sum_{\delta \in \Lambda^{r}} \sum_{\epsilon \in \Lambda^{m}} \sum_{\substack{z_{0}+\ldots+z_{m-1} \\
+Z=s}}\left(\prod_{k=0}^{m-1} c_{\nu^{k} \gamma^{k}}^{\delta^{k}} c_{\gamma^{k+1} \epsilon^{k}}^{\delta^{k}} \eta_{\epsilon^{k}\left(1^{z} k\right)}^{\eta^{k}}\right) c_{\nu^{m} \gamma^{m}\left(1^{Z}\right)}^{\delta^{m}}\left(\prod_{k=m+1}^{r-1} c_{\gamma^{k} \eta^{k-1}}^{\left.\delta^{k-1} c_{\nu^{k} \gamma^{k}}^{\delta^{k}}\right) c_{\delta^{r-1}}^{\eta^{r-1}}}\right.
\end{aligned}
$$

In particular, setting $m=0$ we have

$$
\sum_{\gamma \in \Lambda^{r+1}} \sum_{\delta \in \Lambda^{r}} \sum_{\epsilon \in \Lambda^{r}} \sum_{z_{0}+\ldots+z_{r-1}=s}\left(\prod_{k=0}^{r-1} c_{\nu^{k} \gamma^{k}}^{\delta^{k}} c_{\gamma^{k+1}}^{\delta_{\epsilon^{k}}^{k}} c_{\epsilon^{k}\left(1^{z_{k}}\right)}^{\eta^{k}}\right) c_{\gamma^{r}}^{\varnothing}=\sum_{\gamma \in \Lambda^{r}} \sum_{\delta \in \Lambda^{r}} c_{\nu^{0} \gamma^{0}\left(1^{s}\right)}^{\delta^{0}}\left(\prod_{k=1}^{r-1} c_{\gamma^{k} \eta^{k-1}}^{\delta^{k-1}} c_{\nu^{k} \gamma^{k}}^{\delta^{k}}\right) c_{\delta^{r-1}}^{\eta^{r-1}} .
$$

Proof. We have

$$
\begin{aligned}
& \sum_{\gamma \in \Lambda^{r+1}} \sum_{\delta \in \Lambda^{r}} \sum_{\epsilon \in \Lambda^{r}} \sum_{z_{0}+\ldots+z_{r-1}=s}\left(\prod_{k=0}^{r-1} c_{\nu^{k} \gamma^{k}}^{\delta^{k}} \delta_{\gamma^{k+1} \epsilon^{k}}^{\delta^{k}} c_{\epsilon^{k}\left(1^{z_{k}}\right)}^{\eta^{k}}\right) c_{\gamma^{r}}^{\varnothing} \\
& =\sum_{\gamma \in \Lambda^{r+1}} \sum_{\delta \in \Lambda^{r}} \sum_{\epsilon \in \Lambda^{r}} \sum_{z_{0}+\ldots+z_{r-1}=s}\left(\prod_{k=0}^{r-2} c_{\nu^{k} \gamma^{k}}^{\delta^{k}} c_{\gamma^{k+1} \epsilon^{k}}^{\delta^{k}} \eta_{\epsilon^{k}\left(1^{z_{k}}\right)}^{\eta_{k}^{k}}\right) c_{\nu^{r-1} \gamma^{r-1}}^{\delta^{r-1}} c_{\gamma^{\gamma} \epsilon^{r-1}}^{\delta^{r-1}} c_{\epsilon^{r-1}\left(1^{z_{r-1}}\right)}^{\eta_{\gamma^{r-1}}} c^{\varnothing} \\
& =\sum_{\gamma \in \Lambda^{r}} \sum_{\delta \in \Lambda^{r}} \sum_{\epsilon \in \Lambda^{r-1}} \sum_{z_{0}+\ldots+z_{r-1}=s}\left(\prod_{k=0}^{r-2} c_{\nu^{k} \gamma^{k}}^{\delta^{k}} c_{\gamma^{k+1} \epsilon^{k}}^{\delta^{k}} c_{\epsilon^{k}\left(1^{z_{k}}\right)}^{\eta^{k}}\right) c_{\nu^{r-1} \gamma^{r-1}}^{\delta^{r-1}} c_{\delta^{r-1}\left(1^{z_{r-1}}\right)}^{\eta_{r-1}^{r}}
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{\gamma \in \Lambda^{r}} \sum_{\delta \in \Lambda^{r}} \sum_{\epsilon \in \Lambda^{r-1}} \sum_{\substack{z_{0}+\ldots+z_{r-2} \\
+Z=s}}\left(\prod_{k=0}^{r-2} c_{\nu^{k} \gamma^{k}}^{\delta^{k}} c_{\gamma^{k+1} \epsilon^{k}}^{\delta^{k}} c_{\epsilon^{k}\left(1^{z_{k}}\right)}^{\eta^{k}}\right) c_{\nu^{r-1} \gamma^{r-1}\left(1^{z}\right)}^{\delta^{r-1}} c_{\delta^{r-1}}^{\eta^{r-1}}
\end{aligned}
$$

and so the result holds for $m=r-1$. Suppose now that $0 \leqslant m \leqslant r-2$ and that the equation holds for $m+1$. Then

$$
\begin{aligned}
& \sum_{\gamma \in \Lambda^{r+1}} \sum_{\delta \in \Lambda^{r}} \sum_{\epsilon \in \Lambda^{r}} \sum_{z_{0}+\ldots+z_{r-1}=s}\left(\prod_{k=0}^{r-1} c_{\nu^{k} \gamma^{k}}^{\delta^{k}} c_{\gamma^{k+1} \epsilon^{k}}^{\delta^{k}} c_{\epsilon^{k}\left(1^{z_{k}}\right)}^{\eta^{k}}\right) c_{\gamma^{r}}^{\varnothing} \\
& =\sum_{\gamma \in \Lambda^{r}} \sum_{\delta \in \Lambda^{r}} \sum_{\substack{ }} \sum_{\substack{m+1}}\left(\prod_{\substack{z_{0}+\ldots \neq z_{m} \\
+Z=s}}^{m} c_{\nu^{k} \gamma^{k}}^{\delta^{k}} c_{\gamma^{k+1} \epsilon^{k}}^{\delta^{k}} c_{\epsilon^{k}\left(1^{z_{k}}\right)}^{\eta^{k}}\right) c_{\nu^{m+1} \gamma^{m+1}\left(1^{z}\right)}^{\delta^{m+1}}\left(\prod_{k=m+2}^{r-1} c_{\gamma^{k} \eta^{k-1}}^{\delta^{k-1}} c_{\nu^{k} \gamma^{k}}^{\delta^{k}}\right) c_{\delta^{r-1}}^{\eta^{r-1}} \\
& =\sum_{\gamma \in \Lambda^{r}} \sum_{\delta \in \Lambda^{r}} \sum_{\substack{ }} \sum_{\substack{m+1 \\
z_{0}+\ldots+z_{m-1} \\
+Z_{a}+Z_{b}=s}}\left(\prod_{k=0}^{m-1} c_{\nu^{k} \gamma^{k}}^{\delta^{k}} c_{\gamma^{k+1} \epsilon^{k}}^{\delta^{k}} c_{\epsilon^{k}\left(1^{z_{k}}\right)}^{\eta^{k}}\right) \\
& c_{\nu^{m} \gamma^{m}}^{\delta^{m}} c_{\gamma^{m+1} \epsilon^{m}}^{\delta^{m}} c_{\epsilon^{m}\left(1^{\prime} Z_{a}\right)}^{\eta^{m}} c_{\nu^{m+1} \gamma^{m+1}\left(1^{Z_{b}}\right)}^{\delta^{m+1}}\left(\prod_{k=m+2}^{r-1} c_{\gamma^{k} \eta^{k-1}}^{\delta^{k-1}} c_{\nu^{k} \gamma^{k}}^{\delta^{k}}\right) c_{\delta^{r-1}}^{\eta^{r-1}} \\
& =\sum_{\gamma \in \Lambda^{r}} \sum_{\delta \in \Lambda^{r}} \sum_{\epsilon \in \Lambda^{m+1}} \sum_{\substack{z_{0}+\ldots+z_{m-1} \\
+Z_{a}+Z_{b}=s}}\left(\prod_{k=0}^{m-1} c_{\nu^{k} \gamma^{k}}^{\delta^{k}} c_{\gamma^{k+1} \epsilon^{k}}^{\delta^{k}} c_{\epsilon^{k}\left(1^{z_{k}}\right)}^{\eta^{k}}\right) \\
& \sum_{g} c_{\nu^{m} \gamma^{m}}^{\delta^{m}} c_{\gamma^{m+1} \epsilon^{m}}^{\delta^{m}} c_{\epsilon^{m}\left(1^{z_{a}}\right)}^{\eta^{m}} c_{\nu^{m+1} g}^{\delta^{m+1}} c_{\gamma^{m+1}\left(1^{z_{b}}\right)}^{g}\left(\prod_{k=m+2}^{r-1} c_{\gamma^{k} \eta^{k-1}}^{\delta^{k-1}} c_{\nu^{k} \gamma^{k}}^{\delta^{k}}\right) c_{\delta^{r-1}}^{\eta^{r-1}} \\
& =\sum_{\gamma^{0}, \ldots, \gamma^{m}} \sum_{\gamma^{m+2}, \ldots, \gamma^{r-1}} \sum_{\delta \in \Lambda^{r}} \sum_{\substack{ \\
\epsilon \in \Lambda^{m}}} \sum_{\substack{z_{0}+\ldots+z_{m-1} \\
+Z_{a}+Z_{b}=s}}\left(\prod_{k=0}^{m-1} c_{\nu^{k} \gamma^{k}}^{\delta^{k}} c_{\gamma^{k+1} \epsilon^{k}}^{\delta^{k}} c_{\epsilon^{k}\left(1^{z_{k}}\right)}^{\eta^{k}}\right) \\
& \sum_{g} c_{\nu^{m} \gamma^{m}}^{\delta^{m}} c_{\nu^{m+1} g}^{\delta^{m+1}}\left(\sum_{\gamma^{m+1}, \epsilon^{m}} c_{\gamma^{m+1} \epsilon^{m}}^{\delta^{m}} c_{\epsilon^{m}\left(1^{\prime} z_{a}\right)}^{\eta_{\gamma^{m+1}\left(1^{\prime}\right)}^{m}} c^{g}\right)\left(\prod_{k=m+2}^{r-1} c_{\gamma^{k} \eta^{k-1}}^{\delta^{k-1}} c_{\nu^{k} \gamma^{k}}^{\delta^{k}}\right) c_{\delta^{r-1}}^{\eta^{r-1}} \\
& =\sum_{\gamma^{0}, \ldots, \gamma^{m}} \sum_{\gamma^{m+2}, \ldots, \gamma^{r-1}} \sum_{\delta \in \Lambda^{r}} \sum_{\substack{ }} \sum_{\substack{ \\
z_{0}+\ldots+z_{m-1} \\
+Z=s}}\left(\prod_{k=0}^{m-1} c_{\nu^{k} \gamma^{k}}^{\delta^{k}} c_{\gamma^{k+1} \epsilon^{k}}^{\delta^{k}} c_{\epsilon^{k}\left(1^{z_{k}}\right)}^{\eta^{k}}\right) \\
& \sum_{g} c_{\nu^{m} \gamma^{m}}^{\delta^{m}} c_{\nu^{m+1} g}^{\delta^{m+1}} \sum_{d} c_{g \eta^{m}}^{d} c_{\delta^{m}\left(1^{Z}\right)}^{d}\left(\prod_{k=m+2}^{r-1} c_{\gamma^{k} \eta^{k-1}}^{\delta^{k-1}} c_{\nu^{k} \gamma^{k}}^{\delta^{k}}\right) c_{\delta^{r-1}}^{\eta^{r-1}} \quad \text { by Lemma } 2.12 \\
& =\sum_{\gamma^{0}, \ldots, \gamma^{m}} \sum_{\gamma^{m+2}, \ldots, \gamma^{r-1}} \sum_{\delta^{0}, \ldots, \delta^{m-1}} \sum_{\delta^{m+1}, \ldots, \delta^{r-1}} \sum_{\substack{ }} \sum_{\substack{ \\
z_{0}+\ldots+\Lambda_{m-1} \\
+Z=s}}\left(\prod_{k=0}^{m-1} c_{\nu^{k} \gamma^{k}}^{\delta^{k}} c_{\gamma^{k+1} \epsilon^{k}}^{\delta^{k}} c_{\epsilon^{k}\left(1^{z_{k}}\right)}^{\eta^{k}}\right) \\
& \sum_{g, d} c_{\nu^{m} \gamma^{m}\left(1^{Z}\right)}^{d} c_{g \eta^{m}}^{d} c_{\nu^{m+1} g}^{\delta^{m+1}}\left(\prod_{k=m+2}^{r-1} c_{\gamma^{k} \eta^{k-1}}^{\delta^{k-1}} c_{\nu^{k} \gamma^{k}}^{\delta^{k}}\right) c_{\delta^{r-1}}^{\eta^{r-1}} \\
& =\sum_{\gamma \in \Lambda^{r}} \sum_{\delta \in \Lambda^{r}} \sum_{\epsilon \in \Lambda^{m}} \sum_{\substack{ \\
z_{0}+\ldots+z_{m-1} \\
+Z=s}}\left(\prod_{k=0}^{m-1} c_{\nu^{k} \gamma^{k}}^{\delta^{k}} c_{\gamma^{k+1} \epsilon^{k}}^{\delta^{k}} c_{\epsilon^{k}\left(1^{z_{k}}\right)}^{\eta^{k}}\right) c_{\nu^{m} \gamma^{m}\left(1^{z}\right)}^{\delta^{m}}\left(\prod_{k=m+1}^{r-1} c_{\gamma^{k} \eta^{k-1}}^{\delta^{k-1}} c_{\nu^{k} \gamma^{k}}^{\delta^{k}}\right) c_{\delta^{r-1}}^{\eta^{r-1}},
\end{aligned}
$$

and so the equation holds for $m-1$. Hence by induction the equation holds for all $0 \leqslant m \leqslant r-1$, and setting $m=0$ we get the final result.

## 3. Decomposition numbers

Throughout this section, we fix the parameters $r \geqslant 1$ and $e \geqslant 2$. If $\boldsymbol{a} \in I^{r}$ is an $e$-multicharge, recall that $\mathcal{R}^{a}$ is the set of multipartitions which belong to Rouquier blocks (with respect to that $e$-multicharge). If $\boldsymbol{\lambda}, \boldsymbol{\mu} \in \mathcal{R}^{a}$ then $\boldsymbol{\lambda} \approx_{a} \boldsymbol{\mu}$ if $\boldsymbol{\lambda}$ and $\boldsymbol{\mu}$ have the same size and the same multicore.

From an $r$-tuple of abacus configurations we can read off not just the corresponding multipartition but also the underlying $e$-multicharge. Since we think of the Rouquier multipartitions in terms of abacus configurations, a Rouquier block carries with it an inherent $e$-multicharge. Hence from now on, we set $\mathcal{R}=\bigcup_{a \in I^{r}} \mathcal{R}^{\boldsymbol{a}}$ and when we talk about a Rouquier block we shall assume that the $e$-multicharge is understood. If $\boldsymbol{\lambda}, \boldsymbol{\mu} \in \mathcal{R}^{\boldsymbol{a}}$ for some $\boldsymbol{a} \in I^{r}$, we will drop the $\boldsymbol{a}$ in our notation and write $\boldsymbol{\lambda} \sim \boldsymbol{\mu}$ instead of $\boldsymbol{\lambda} \sim_{\boldsymbol{a}} \boldsymbol{\mu}, d_{\boldsymbol{\lambda} \boldsymbol{\mu}}(v)$ instead of $d_{\lambda \mu}^{\boldsymbol{a}}(v)$ and so forth. Set $\mathcal{R}_{\mathrm{reg}}=\mathcal{R} \cap \Lambda_{\mathrm{reg}}^{r}$ to be the set of $e$-regular multipartions which belong to Rouquier blocks. Set

$$
\mathcal{R}^{\diamond}=\left\{(\boldsymbol{\lambda}, \boldsymbol{\mu}) \in \mathcal{R} \times \mathcal{R}_{\text {reg }} \mid \boldsymbol{\lambda} \approx \boldsymbol{\mu}\right\}
$$

In this section we determine a closed formula for $d_{\boldsymbol{\lambda} \mu}(v)$, where $(\boldsymbol{\lambda}, \boldsymbol{\mu}) \in \mathcal{R}^{\diamond}$, in terms of sums of products of Littlewood-Richardson coefficients. By Theorem 2.4, this formula also describes the graded decomposition number $\left[S^{\boldsymbol{\lambda}}: D^{\mu}\right]_{v}$ where $\mathcal{H}$ is defined over a field of characteristic 0 . We begin by defining coefficients $g_{\boldsymbol{\lambda} \mu}(v) \in \mathbb{N}\left[v, v^{-1}\right]$ and describing some of their properties; we then show that they are equal to the transition coefficients $d_{\boldsymbol{\lambda} \mu}(v)$.
3.1. The coefficients $g_{\boldsymbol{\lambda} \boldsymbol{\mu}}(v)$. If $\boldsymbol{\lambda} \in \mathcal{R}$, we will assume that

$$
\operatorname{qt}(\boldsymbol{\lambda})=\left(\left(\lambda_{0}^{0}, \lambda_{1}^{0}, \ldots, \lambda_{e-1}^{0}\right),\left(\lambda_{0}^{1}, \lambda_{1}^{1}, \ldots, \lambda_{e-1}^{1}\right), \ldots,\left(\lambda_{0}^{r-1}, \lambda_{1}^{r-1}, \ldots, \lambda_{e-1}^{r-1}\right)\right)
$$

and we shall use $\lambda_{i}^{k}$ to denote the $i$ th part of the quotient corresponding to $\lambda^{(k)}$ without further explanation. When the multicore is understood, we shall abuse notation by identifying $\boldsymbol{\lambda}$ with its quotient.

For $s, f \geqslant 1$, let $\Gamma_{f}^{s}$ denote the set of $s \times f$ matrices whose entries are partitions. The rows of each matrix are indexed by the set $\{0,1, \ldots, s-1\}$ and the columns by the set $\{0,1, \ldots, f-1\}$. For $\boldsymbol{\alpha} \in \Gamma_{f}^{s}$ and $0 \leqslant k \leqslant s-1,0 \leqslant i \leqslant f-1$, we let $\alpha_{i}^{k} \in \Lambda$ denote the entry in the row indexed by $k$ and the column indexed by $i$.

Suppose that $(\boldsymbol{\lambda}, \boldsymbol{\mu}) \in \mathcal{R}^{\diamond}$. Recall from Lemma 2.3 that this implies that $\mu_{0}^{k}=\varnothing$ for all $0 \leqslant k \leqslant r-1$. Define

$$
\begin{equation*}
g_{\boldsymbol{\lambda} \boldsymbol{\mu}}(v)=v^{\omega(\boldsymbol{\lambda})-\omega(\boldsymbol{\mu})} \sum_{\boldsymbol{\alpha} \in \Gamma_{e+1}^{r}} \sum_{\boldsymbol{\beta} \in \Gamma_{e}^{r}} \sum_{\boldsymbol{\gamma} \in \Gamma_{e}^{r+1}} \sum_{\delta \in \Gamma_{e}^{r}}\left(\prod_{k=0}^{r-1} \prod_{i=0}^{e-1} c_{\mu_{i}^{k} \gamma_{i}^{k} c^{k}}^{c_{i}^{k}} \alpha_{\alpha_{i}^{k} \beta_{i}^{k} \gamma_{i}^{k+1}}^{\delta_{\beta_{i}^{k}}^{\lambda_{i}^{k}}\left(\alpha_{i+1}^{k}\right)^{\prime}}\right) c_{\gamma_{0}^{0} \gamma_{1}^{0} \ldots \gamma_{e-1}^{0}}^{\varnothing} c_{\gamma_{0}^{r} \gamma_{1}^{r} \ldots \gamma_{e-1}^{r}}^{\varnothing} \tag{3.1}
\end{equation*}
$$

We find it helpful to arrange the terms in the double product into an array.
Example. Let $r=2$ and $e=3$ and suppose $(\boldsymbol{\lambda}, \boldsymbol{\mu}) \in \mathcal{R}^{\diamond}$. Then
where $\gamma_{0}^{0}=\gamma_{1}^{0}=\gamma_{2}^{0}=\gamma_{0}^{2}=\gamma_{1}^{2}=\gamma_{2}^{2}=\varnothing$.
Lemma 3.1. If $r=1$ then

$$
g_{\boldsymbol{\lambda} \boldsymbol{\mu}}(v)=v^{\omega(\boldsymbol{\lambda})-\omega(\boldsymbol{\mu})} \sum_{\alpha_{0}, \ldots, \alpha_{e}} \sum_{\beta_{0}, \ldots, \beta_{e-1}} \prod_{i=0}^{e-1} c_{\alpha_{i} \beta_{i}}^{\mu_{i}^{0}} c_{\beta_{i}\left(\alpha_{i+1}\right)^{\prime}}^{\lambda_{i}^{0}}
$$

where

$$
\left|\alpha_{i}\right|=\sum_{j=0}^{i-1}\left(\left|\lambda_{j}^{0}\right|-\left|\mu_{j}^{0}\right|\right) \text { for } 0 \leqslant i \leqslant e, \quad\left|\beta_{i}\right|=\left|\lambda_{i}^{0}\right|+\sum_{j=0}^{i}\left(\left|\mu_{j}^{0}\right|-\left|\lambda_{j}^{0}\right|\right) \text { for } 0 \leqslant i \leqslant e-1
$$

and

$$
\omega(\boldsymbol{\lambda})-\omega(\boldsymbol{\mu})=\sum_{i=0}^{e-1}(e-i-1)\left(\left|\lambda_{i}^{0}\right|-\left|\mu_{i}^{0}\right|\right)=\sum_{i=0}^{e-1} i\left(\left|\mu_{i}^{0}\right|-\left|\lambda_{i}^{0}\right|\right)
$$

Proof. If $r=1$ then the only terms $\gamma_{i}^{k}$ which contribute to the sum are those where $\gamma_{i}^{k}=\varnothing$ for $k=0,1$ and $0 \leqslant i \leqslant e-1$. Then the only terms $\delta_{i}^{0}$ which contribute must satisfy $\delta_{i}^{0}=\mu_{i}^{0}$ for $0 \leqslant i \leqslant e-1$ and we see that $g_{\boldsymbol{\lambda} \boldsymbol{\mu}}(v)$ is indeed given by the formula indicated. The terms $\alpha_{i}$ and $\beta_{i}$ which contribute to the sum must satisfy

$$
\left|\alpha_{i}\right|+\left|\beta_{i}\right|=\left|\mu_{i}^{0}\right|, \quad\left|\beta_{i}\right|+\left|\alpha_{i+1}\right|=\left|\lambda_{i}^{0}\right|, \quad \text { for } 0 \leqslant i \leqslant e-1
$$

and so noting that $\left|\mu_{0}^{0}\right|=0$, it is clear that such $\left|\alpha_{i}\right|$ and $\left|\beta_{i}\right|$ are as stated. The first part of the formula for $\omega(\boldsymbol{\lambda})-\omega(\boldsymbol{\mu})$ follows from the definition and the second part follows because since $\boldsymbol{\lambda} \approx \boldsymbol{\mu}$ we have $\sum_{i=0}^{e-1}\left|\lambda_{i}^{0}\right|=\sum_{i=0}^{e-1}\left|\mu_{i}^{0}\right|$.

It is well-known that the formula in Lemma 3.1 gives the graded decomposition numbers for the Rouquier blocks in characteristic 0 when $r=1$ [30, and this will later form the base step in our inductive argument to prove the main theorem.

The terms $c_{\gamma_{0}^{0} \gamma_{1}^{0} \ldots \gamma_{e-1}^{0}}^{\varnothing}$ and $c_{\gamma_{0}^{r} \gamma_{1}^{r} \ldots \gamma_{e-1}^{r}}^{\varnothing}$ which appear at the Equation 3.1 ensure that the only terms $\gamma_{i}^{k}$ which contribute to the sum satisfy $\gamma_{i}^{k}=\varnothing$ for $k=0, r$ and $0 \leqslant i \leqslant e-1$. This means that we do not have to specify the size of the partitions $\alpha_{i}^{k}$ and so forth that appear in the sum as only partitions of the right size will contribute.

Lemma 3.2. The only terms $\boldsymbol{\alpha}, \boldsymbol{\beta}, \boldsymbol{\gamma}, \boldsymbol{\delta}$ which contribute to Equation 3.1 satisfy

$$
\begin{aligned}
\sum_{i=0}^{e-1}\left|\gamma_{i}^{k}\right| & =\sum_{l=0}^{k-1} \sum_{i=0}^{e-1}\left(\left|\mu_{i}^{l}\right|-\left|\lambda_{i}^{l}\right|\right), & & \text { for all } 0 \leqslant k \leqslant r-1, \\
\left|\alpha_{i}^{k}\right| & =\sum_{j=0}^{i-1}\left(\left|\lambda_{j}^{k}\right|-\left|\mu_{j}^{k}\right|-\left|\gamma_{j}^{k}\right|+\left|\gamma_{j}^{k+1}\right|\right), & & \text { for all } 0 \leqslant k \leqslant r-1,0 \leqslant i \leqslant e \\
\left|\beta_{i}^{k}\right| & =\left|\lambda_{i}^{k}\right|+\sum_{j=0}^{i}\left(\left|\mu_{j}^{k}\right|-\left|\lambda_{j}^{k}\right|+\left|\gamma_{j}^{k}\right|-\left|\gamma_{j}^{k+1}\right|\right), & & \text { for all } 0 \leqslant k \leqslant r-1,0 \leqslant i \leqslant e-1, \\
\left|\delta_{i}^{k}\right| & =\left|\mu_{i}^{k}\right|+\left|\gamma_{i}^{k}\right|, & & \text { for all } 0 \leqslant k \leqslant r-1,0 \leqslant i \leqslant e-1 .
\end{aligned}
$$

Proof. Assume that we have terms $\boldsymbol{\alpha}, \boldsymbol{\beta}, \boldsymbol{\gamma}$ and $\boldsymbol{\delta}$ which contribute to Equation 3.1. Then for each $0 \leqslant k \leqslant$ $r-1$ and $0 \leqslant i \leqslant e-1$ we have

$$
\left|\lambda_{i}^{k}\right|=\left|\beta_{i}^{k}\right|+\left|\alpha_{i+1}^{k}\right|, \quad \quad\left|\delta_{i}^{k}\right|=\left|\mu_{i}^{k}\right|+\left|\gamma_{i}^{k}\right|=\left|\alpha_{i}^{k}\right|+\left|\beta_{i}^{k}\right|+\left|\gamma_{i}^{k+1}\right|
$$

Now noting that $\mu_{0}^{k}=\varnothing$ for all $0 \leqslant k \leqslant r-1$ and $\gamma_{0}^{0}=\varnothing$, the second condition above implies that $\gamma_{0}^{k}=\varnothing$ for $0 \leqslant k \leqslant r$ and $\alpha_{0}^{k}=\beta_{0}^{k}=\varnothing$ for $0 \leqslant k \leqslant r-1$. From here, it is straightforward to see that we can indeed write each term $\left|\alpha_{i}^{k}\right|,\left|\beta_{i}^{k}\right|,\left|\delta_{i}^{k}\right|$ as in Lemma 3.2. Now

$$
\begin{aligned}
\sum_{k=0}^{r-1} \sum_{i=0}^{e-1}\left|\mu_{i}^{k}\right|=\sum_{k=0}^{r-1} \sum_{i=0}^{e-1}\left|\lambda_{i}^{k}\right| & \Longrightarrow \sum_{k=0}^{r-1} \sum_{i=0}^{e-1}\left(\left|\beta_{i}^{k}\right|+\left|\alpha_{i+1}^{k}\right|\right)=\sum_{k=0}^{r-1} \sum_{i=0}^{e-1}\left(\left|\alpha_{i}^{k}\right|+\left|\beta_{i}^{k}\right|+\left|\gamma_{i}^{k+1}\right|-\left|\gamma_{i}^{k}\right|\right) \\
& \Longrightarrow \sum_{k=0}^{r-1}\left|\alpha_{e}^{k}\right|=\sum_{k=0}^{r-1} \sum_{i=0}^{e-1}\left(\left|\gamma_{i}^{k+1}\right|-\left|\gamma_{i}^{k}\right|\right)=\sum_{i=0}^{e-1}\left(\left|\gamma_{i}^{e}\right|-\left|\gamma_{i}^{0}\right|\right)=0
\end{aligned}
$$

so $\alpha_{e}^{k}=\varnothing$ for all $0 \leqslant k \leqslant r-1$. We now use induction on $k$ to show that the first equality of Lemma 3.2 holds. If $k=0$, both sides of the equation are equal to 0 , so suppose that $0<k \leqslant r-1$ and that the equation holds for $k-1$. Then

$$
\sum_{l=0}^{k-1} \sum_{i=0}^{e-1}\left(\left|\mu_{i}^{l}\right|-\left|\lambda_{i}^{l}\right|\right)=\sum_{l=0}^{k-2} \sum_{i=0}^{e-1}\left(\left|\mu_{i}^{l}\right|-\left|\lambda_{i}^{l}\right|\right)+\sum_{i=0}^{e-1}\left(\left|\mu_{i}^{k-1}\right|-\left|\lambda_{i}^{k-1}\right|\right)
$$

$$
\begin{aligned}
& =\sum_{i=0}^{e-1}\left|\gamma_{i}^{k-1}\right|+\sum_{i=0}^{e-1}\left(\left|\alpha_{i}^{k-1}\right|+\left|\beta_{i}^{k-1}\right|+\left|\gamma_{i}^{k}\right|-\left|\gamma_{i}^{k-1}\right|-\left|\beta_{i}^{k-1}\right|-\left|\alpha_{i+1}^{k-1}\right|\right) \\
& =\sum_{i=0}^{e-1}\left|\gamma_{i}^{k}\right|
\end{aligned}
$$

and so by induction, the first equation holds for all $0 \leqslant k \leqslant r-1$.
We could give more restrictions on the size of the partitions $\gamma_{i}^{k}$ that contribute to Equation 3.1 using the fact that $\left|\alpha_{i}^{k}\right| \geqslant 0$ and $\left|\beta_{i}^{k}\right| \geqslant 0$ for all possible $i, k$. However, we can easily see that for $r \geqslant 2$, it may be that partitions of more than one size can contribute.
Example. Let $r=2$ and $e=3$. Suppose that $(\boldsymbol{\lambda}, \boldsymbol{\mu}) \in \mathcal{R}^{\diamond}$ with

$$
\operatorname{qt}(\boldsymbol{\mu})=((\varnothing,(1),(1)),(\varnothing, \varnothing, \varnothing)), \quad \operatorname{qt}(\boldsymbol{\lambda})=((\varnothing,(1), \varnothing),(\varnothing,(1), \varnothing))
$$

Then there are two values of $(\boldsymbol{\alpha}, \boldsymbol{\beta}, \boldsymbol{\gamma}, \boldsymbol{\delta})$ which contribute to $g_{\boldsymbol{\lambda} \mu}(v)$, namely

$$
\left.\begin{array}{ll}
\boldsymbol{\alpha}=\left(\begin{array}{cccc}
\varnothing & \varnothing & \varnothing & \varnothing \\
\varnothing & \varnothing & (1) & \varnothing
\end{array}\right), & \boldsymbol{\beta}=\left(\begin{array}{ccc}
\varnothing & (1) & \varnothing \\
\varnothing & \varnothing & \varnothing
\end{array}\right),
\end{array} \quad \boldsymbol{\gamma}=\left(\begin{array}{ccc}
\varnothing & \varnothing & \varnothing \\
\varnothing & \varnothing & (1) \\
\varnothing & \varnothing & \varnothing
\end{array}\right), \quad \boldsymbol{\delta}=\left(\begin{array}{ccc}
\varnothing & (1) & (1) \\
\varnothing & \varnothing & (1)
\end{array}\right) \quad \text { and }\right)
$$

and after computing the Littlewood-Richardson coefficients, we see that $g_{\boldsymbol{\lambda} \boldsymbol{\mu}}(v)=2 v^{2}$.
We note that the coefficients $g_{\boldsymbol{\lambda} \mu}(v)$ do satisfy the properties of the transition coefficients $d_{\boldsymbol{\lambda} \mu}(v)$. It is not, we admit, actually necessary to prove this since we will later show that they really are transition coefficients; but the proof is not difficult and may satisfy the reader who prefers not to make assumptions ahead of time.

Lemma 3.3. Suppose $(\boldsymbol{\lambda}, \boldsymbol{\mu}) \in \mathcal{R}^{\diamond}$. Then $g_{\boldsymbol{\lambda} \boldsymbol{\mu}}(v)=1$ if $\boldsymbol{\lambda}=\boldsymbol{\mu}$ and $g_{\boldsymbol{\lambda} \boldsymbol{\mu}} \in v \mathbb{N}[v]$ otherwise.
Proof. If $\boldsymbol{\lambda}=\boldsymbol{\mu}$ then by Lemma 3.2, the only terms $\boldsymbol{\alpha}, \boldsymbol{\beta}, \boldsymbol{\gamma}, \boldsymbol{\delta}$ which contribute to Equation 3.1 satisfy $\left|\gamma_{i}^{k}\right|=$ $\left|\alpha_{i}^{k}\right|=0,\left|\beta_{i}^{k}\right|=\left|\lambda_{i}^{k}\right|$ and $\left|\delta_{i}^{k}\right|=\left|\mu_{i}^{k}\right|$ for all possible values of $k, i$, so in fact must satisfy $\beta_{i}^{k}=\delta_{i}^{k}=\lambda_{i}^{k}=\mu_{i}^{k}$ and $\alpha_{i}^{k}=\gamma_{i}^{k}=\varnothing$. It is then clear that $g_{\boldsymbol{\lambda} \boldsymbol{\mu}}(v)=1$. So we want to show that if $\boldsymbol{\lambda} \neq \boldsymbol{\mu}$ and $g_{\boldsymbol{\lambda} \boldsymbol{\mu}}(v) \neq 0$ then $\omega(\boldsymbol{\lambda})>\omega(\boldsymbol{\mu})$.

Take $(\boldsymbol{\lambda}, \boldsymbol{\mu}) \in \mathcal{R}^{\diamond}$ and suppose that $g_{\boldsymbol{\lambda} \boldsymbol{\mu}} \neq 0$. Choose $\boldsymbol{\alpha}, \boldsymbol{\beta}, \boldsymbol{\gamma}, \boldsymbol{\delta}$ as in Equation 3.1 such that

$$
\left(\prod_{k=0}^{r-1} \prod_{i=0}^{e-1} c_{\mu_{i}^{k} \gamma_{i}^{k}}^{\delta_{i}^{k}} c_{\alpha_{i}^{k} \beta_{i}^{k} \gamma_{i}^{k+1}}^{k_{\beta_{i}^{k}}^{\lambda_{i}^{k}}\left(\alpha_{i+1}^{k}\right)^{\prime}}\right) c_{\gamma_{0}^{0} \gamma_{1}^{0} \ldots \gamma_{e-1}^{0}}^{\varnothing} c_{\gamma_{0}^{r} \gamma_{1}^{r} \ldots \gamma_{e-1}^{r}}^{\varnothing}>0,
$$

so that $\boldsymbol{\alpha}, \boldsymbol{\beta}, \boldsymbol{\gamma}, \boldsymbol{\delta}$ satisfy the conditions of Lemma 3.2. Then

$$
\begin{aligned}
\sum_{k=0}^{r-1} \sum_{i=0}^{e}\left|\alpha_{i}^{k}\right|=\sum_{k=0}^{r-1} \sum_{i=0}^{e-1}\left|\alpha_{i}^{k}\right| & =\sum_{k=0}^{r-1} \sum_{i=0}^{e} \sum_{j=0}^{i-1}\left(\left|\lambda_{j}^{k}\right|-\left|\mu_{j}^{k}\right|-\left|\gamma_{j}^{k}\right|+\left|\gamma_{j}^{k+1}\right|\right) \\
& =\sum_{k=0}^{r-1} \sum_{i=0}^{e-1}(e-i-1)\left(\left|\lambda_{i}^{k}\right|-\left|\mu_{i}^{k}\right|-\left|\gamma_{i}^{k}\right|+\left|\gamma_{i}^{k+1}\right|\right) \\
& =\sum_{k=0}^{r-1} \sum_{i=0}^{e-1}(e-i-1)\left(\left|\lambda_{i}^{k}\right|-\left|\mu_{i}^{k}\right|\right)
\end{aligned}
$$

so that

$$
\begin{aligned}
\omega(\boldsymbol{\lambda})-\omega(\boldsymbol{\mu}) & =\sum_{k=0}^{r-1} \sum_{i=0}^{e-1}(e-i+k-1)\left(\left|\lambda_{i}^{k}\right|-\left|\mu_{i}^{k}\right|\right) \\
& =\sum_{k=0}^{r-1} \sum_{i=0}^{e}\left|\alpha_{i}^{k}\right|+\sum_{k=0}^{r-1} \sum_{i=0}^{e-1} k\left(\left|\lambda_{i}^{k}\right|-\left|\mu_{i}^{k}\right|\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{k=0}^{r-1} \sum_{i=0}^{e}\left|\alpha_{i}^{k}\right|+(r-1) \sum_{k=0}^{r-1} \sum_{i=0}^{e-1}\left(\left|\lambda_{i}^{k}\right|-\left|\mu_{i}^{k}\right|\right)+\sum_{k=0}^{r-1} \sum_{i=0}^{e-1}(r-1-k)\left(\left|\mu_{i}^{k}\right|-\left|\lambda_{i}^{k}\right|\right) \\
& =\sum_{k=0}^{r-1} \sum_{i=0}^{e}\left|\alpha_{i}^{k}\right|+\sum_{k=0}^{r-1} \sum_{l=0}^{l} \sum_{i=0}^{e-1}\left(\left|\mu_{j}^{l}\right|-\left|\lambda_{j}^{l}\right|\right) \\
& =\sum_{k=0}^{r-1} \sum_{i=0}^{e}\left|\alpha_{i}^{k}\right|+\sum_{k=0}^{r-1} \sum_{i=0}^{e-1}\left|\gamma_{i}^{k}\right|
\end{aligned}
$$

Hence $\omega(\boldsymbol{\lambda})-\omega(\boldsymbol{\mu}) \geqslant 0$ with equality if and only if $\left|\alpha_{i}^{k}\right|=\left|\gamma_{i}^{k}\right|=0$ for all $i, k$. But in this case, the Littlewood-Richardson coefficients are non-zero if and only if $\mu_{i}^{k}=\delta_{i}^{k}=\beta_{i}^{k}=\lambda_{i}^{k}$ for all $0 \leqslant i \leqslant e-1$ and $0 \leqslant k \leqslant r-1$. Thus if $\boldsymbol{\lambda} \neq \boldsymbol{\mu}$ and $g_{\boldsymbol{\lambda} \boldsymbol{\mu}} \neq 0$, we do indeed have $\omega(\boldsymbol{\lambda})-\omega(\boldsymbol{\mu})>0$.

We now show that if the first components of $\boldsymbol{\lambda}$ and $\boldsymbol{\mu}$ have no removable $e$-rim hooks then these components do not contribute to $g_{\boldsymbol{\lambda} \mu}(v)$.

Lemma 3.4. Suppose $(\boldsymbol{\lambda}, \boldsymbol{\mu}) \in \mathcal{R}^{\diamond}$ where $\mathrm{h}\left(\lambda^{(0)}\right)=\mathrm{h}\left(\mu^{(0)}\right)=0$. Let $\hat{\boldsymbol{\lambda}}=\left(\lambda^{(1)}, \ldots, \lambda^{(r-1)}\right)$ and $\hat{\boldsymbol{\mu}}=$ $\left(\mu^{(1)}, \ldots, \mu^{(r-1)}\right)$. Then

$$
g_{\boldsymbol{\lambda} \mu}(v)=g_{\hat{\boldsymbol{\lambda}} \hat{\boldsymbol{\mu}}}(v)
$$

Proof. Our assumptions are that

$$
\begin{aligned}
\operatorname{qt}(\boldsymbol{\lambda}) & =\left((\varnothing, \varnothing, \ldots, \varnothing),\left(\lambda_{0}^{1}, \lambda_{1}^{1}, \ldots, \lambda_{e-1}^{1}\right), \ldots,\left(\lambda_{0}^{r-1}, \lambda_{1}^{r-1}, \ldots, \lambda_{e-1}^{r-1}\right)\right), \\
\operatorname{qt}(\hat{\boldsymbol{\lambda}}) & =\left(\left(\lambda_{0}^{1}, \lambda_{1}^{1}, \ldots, \lambda_{e-1}^{1}\right), \ldots,\left(\lambda_{0}^{r-1}, \lambda_{1}^{r-1}, \ldots, \lambda_{e-1}^{r-1}\right)\right), \\
\operatorname{qt}(\boldsymbol{\mu}) & =\left((\varnothing, \varnothing, \ldots, \varnothing),\left(\varnothing, \mu_{1}^{1}, \ldots, \mu_{e-1}^{1}\right), \ldots,\left(\varnothing, \mu_{1}^{r-1}, \ldots, \mu_{e-1}^{r-1}\right)\right), \\
\operatorname{qt}(\hat{\boldsymbol{\mu}}) & =\left(\left(\varnothing, \mu_{1}^{1}, \ldots, \mu_{e-1}^{1}\right), \ldots,\left(\varnothing, \mu_{1}^{r-1}, \ldots, \mu_{e-1}^{r-1}\right)\right) .
\end{aligned}
$$

For $s, f \geqslant 1$ and $\boldsymbol{\epsilon} \in \Gamma_{f}^{s}$, define $\check{\boldsymbol{\epsilon}} \in \Gamma_{f}^{s+1}$ by setting $\check{\epsilon}_{i}^{0}=0$ for $0 \leqslant i \leqslant f-1$ and $\check{\epsilon}_{i}^{k}=\epsilon_{i}^{k-1}$ for $1 \leqslant k \leqslant s$ and $0 \leqslant i \leqslant f-1$. Then

$$
\begin{aligned}
& g_{\hat{\boldsymbol{\lambda}} \hat{\boldsymbol{\mu}}}(1)=\sum_{\alpha \in \Gamma_{e+1}^{r-1}} \sum_{\boldsymbol{\beta} \in \Gamma_{e}^{r-1}} \sum_{\gamma \in \Gamma_{e}^{r}} \sum_{\boldsymbol{\delta} \in \Gamma_{e}^{r-1}}\left(\prod_{k=0}^{r-2} \prod_{i=0}^{e-1} c_{\hat{\mu}_{i}^{k} \gamma_{i}^{k}}^{\delta_{i}^{k}} c_{\alpha_{i}^{k} \beta_{i}^{k} \gamma_{i}^{k+1}}^{\delta_{i}^{k}} c_{\beta_{i}^{k}\left(\alpha_{i+1}^{k}\right)^{\prime}}^{\hat{\lambda}_{i}^{k}}\right) c_{\gamma_{0}^{0} \gamma_{1}^{0} \ldots \gamma_{e-1}^{0}}^{\varnothing} c_{\gamma_{0}^{r} \gamma_{1}^{r} \ldots \gamma_{e-1}^{r}}^{\varnothing}
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{\alpha \in \Gamma_{e+1}^{r}} \sum_{\beta \in \Gamma_{e}^{r}} \sum_{\gamma \in \Gamma_{e}^{r+1}} \sum_{\delta \in \Gamma_{e}^{r}}\left(\prod_{k=0}^{r-1} \prod_{i=0}^{e-1} c_{\mu_{i}^{k} \gamma_{i}^{k}}^{\delta_{i}^{k}} c_{\alpha_{i}^{k} \beta_{i}^{k} \gamma_{i}^{k+1}}^{\delta^{k}} c_{\beta_{i}^{k}\left(\alpha_{i+1}^{k}\right)^{\prime}}^{\lambda_{i}^{k}}\right) c_{\gamma_{0}^{0} \gamma_{1}^{0} \ldots \gamma_{e-1}^{0}}^{\varnothing} c_{\gamma_{0}^{r} \gamma_{1}^{r} \ldots \gamma_{e-1}^{r}}^{\varnothing} \\
& =g_{\boldsymbol{\lambda} \mu}(1)
\end{aligned}
$$

where we applied Lemma 3.2 in the penultimate step. Also

$$
\begin{aligned}
\omega(\boldsymbol{\lambda})-\omega(\boldsymbol{\mu}) & =\sum_{k=0}^{r-1} \sum_{i=0}^{e-1}(e-i+k-1)\left(\left|\lambda_{i}^{k}\right|-\left|\mu_{i}^{k}\right|\right) \\
& =\sum_{k=1}^{r-1} \sum_{i=0}^{e-1}(e-i+k-1)\left(\left|\lambda_{i}^{k}\right|-\left|\mu_{i}^{k}\right|\right) \\
& =\sum_{k=0}^{r-2} \sum_{i=0}^{e-1}(e-i+k)\left(\left|\lambda_{i}^{k+1}\right|-\left|\mu_{i}^{k+1}\right|\right) \\
& =\sum_{k=0}^{r-2} \sum_{i=0}^{e-1}(e-i+k-1)\left(\left|\lambda_{i}^{k+1}\right|-\left|\mu_{i}^{k+1}\right|\right)+\sum_{k=0}^{r-2} \sum_{i=0}^{e-1}\left(\left|\lambda_{i}^{k+1}\right|-\left|\mu_{i}^{k+1}\right|\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{k=0}^{r-2} \sum_{i=0}^{e-1}(e-i+k-1)\left(\left|\lambda_{i}^{k+1}\right|-\left|\mu_{i}^{k+1}\right|\right) \\
& =\omega(\hat{\boldsymbol{\lambda}})-\omega(\hat{\boldsymbol{\mu}})
\end{aligned}
$$

and so $g_{\boldsymbol{\lambda} \mu}(v)=g_{\hat{\lambda} \hat{\mu}}(v)$ as required.
3.2. Induction in the Fock space. Suppose that $1 \leqslant j \leqslant e-1$ and $s \geqslant 1$. Define

$$
f^{(s, j)}=f_{j}^{(s)} \ldots f_{2}^{(s)} f_{1}^{(s)} f_{j+1}^{(s)} \ldots f_{e-1}^{(s)} f_{0}^{(s)} \in \mathcal{U}
$$

Define $\overline{\mathcal{R}}^{s} \subset \mathcal{R}$ to be the set of multipartitions $\boldsymbol{\lambda}$ lying in a Rouquier block which have the property that if we add $s$ e-rim hooks to $\boldsymbol{\lambda}$, the resulting multipartitions still lie in $\mathcal{R}$; note that $\overline{\mathcal{R}}^{s}$ is a union of Rouquier blocks. Set $\overline{\mathcal{R}}_{\text {reg }}^{s}=\overline{\mathcal{R}}^{s} \cap \mathcal{R}_{\text {reg }}$.

Proposition 3.5. Suppose $s \geqslant 1$ and that $\boldsymbol{\tau} \in \overline{\mathcal{R}}^{s}$. Let $1 \leqslant j \leqslant e-1$ and set

$$
I^{j}(\boldsymbol{\tau})=\left\{\boldsymbol{\lambda} \in \mathcal{R} \mid \boldsymbol{\lambda} \text { and } \boldsymbol{\tau} \text { have the same multicore and for } 0 \leqslant k \leqslant r-1, \lambda_{i}^{k}=\tau_{i}^{k} \text { unless } i=j-1, j\right\} .
$$

Then

$$
f^{(s, j)} s_{\boldsymbol{\tau}}=\sum_{\boldsymbol{\lambda} \in I^{j}(\boldsymbol{\tau})} \sum_{x=0}^{s} \sum_{\substack{l_{0}+\ldots+l_{r-1}=x \\ l_{0}+\ldots+\ell_{r-1}=s-x}} \prod_{k=0}^{r-1} v^{(k+1) l_{k}+k \ell_{k}} c_{\tau_{j-1}^{k}\left(l_{k}\right)}^{\lambda_{j-1}^{k}} c_{\tau_{j}^{k}\left(1^{\left.\ell_{k}\right)}\right.}^{\lambda_{\boldsymbol{\lambda}}^{k}} s_{\boldsymbol{\lambda}}
$$

Proof. When $r=1$, the ungraded version of this result is 25, Lemma 3.6]. We first prove the ungraded version of Proposition 3.5 by reducing it to the $r=1$ case. We want to consider

$$
f_{j}^{(s)} \ldots f_{2}^{(s)} f_{1}^{(s)} f_{j+1}^{(s)} \ldots f_{e-1}^{(s)} f_{0}^{(s)} s_{\boldsymbol{\tau}}
$$

where $\boldsymbol{\tau}$ satisfies the conditions of the proposition. Suppose that $s_{\boldsymbol{\nu}}$ occurs as one of the terms in $f_{0}^{(s)} s_{\boldsymbol{\tau}}$, that is, $[\boldsymbol{\nu}]$ is formed by adding $s$ nodes of residue 0 to $[\boldsymbol{\tau}]$. Suppose that $p_{k}$ nodes were added to $\left[\tau^{(k)}\right]$ so that $p_{0}+p_{1}+\ldots+p_{r-1}=s$. Then, by the assumptions on $\boldsymbol{\tau}$, for $0 \leqslant k \leqslant r-1,\left[\nu^{(k)}\right]$ has at most $p_{k}$ addable $(e-1)$-nodes. Hence any multipartition formed from $\boldsymbol{\nu}$ by adding $s(e-1)$-nodes must again add $p_{k}$ nodes to $\left[\nu^{(k)}\right]$ for all $0 \leqslant k \leqslant r-1$. Continuing in this way, we see that the only terms that occur in $f^{(s, j)} s_{\boldsymbol{\tau}}$ are those formed by choosing some $p_{0}+p_{1}+\ldots+p_{r-1}=s$ and, for $0 \leqslant k \leqslant r-1$, essentially applying $f^{\left(p_{k}, j\right)}$ to the $k$ th component of $\boldsymbol{\tau}$. Hence [25, Lemma 3.6] gives the ungraded version of Proposition 3.5 .

Before giving the graded result, we consider an example which illustrates how these induction sequences occur. The reader may also find it helpful to read the proof of 25, Lemma 3.6].
Example. Let $r=1$. Take $j=2$ and $s=4$. To save space, we have omitted the top lines of the abacuses. Below we have $\mathrm{qt}(\boldsymbol{\tau})=((\varnothing, \varnothing,(1), \varnothing))$ and $\mathrm{qt}(\boldsymbol{\lambda})=\left(\left(\varnothing,(2),\left(1^{3}\right), \varnothing\right)\right)$.


We now consider the graded version of Proposition 3.5. Assume that $s_{\boldsymbol{\lambda}}$ occurs in $f^{(s, j)} s_{\boldsymbol{\tau}}$ with non-zero coefficient. Then there exist $l_{0}, \ldots, l_{r-1}, \ell_{0}, \ldots, \ell_{r-1}$ with $\sum_{k=0}^{r-1}\left(l_{k}+\ell_{k}\right)=s$ and

$$
c_{\tau_{j-1}^{k}\left(l_{k}\right)}^{\lambda_{j-1}^{k}}=c_{\tau_{j}^{k}\left(1^{\ell_{k}}\right)}^{\lambda_{j}^{k}}=1
$$

for all $0 \leqslant k \leqslant r-1$. Hence by Lemma 2.13 . $\lambda_{j-1}^{k}$ is formed from $\tau_{j-1}^{k}$ by adding horizontal strips in non-overlapping rows and $\lambda_{j}^{k}$ is formed from $\tau_{j}^{k}$ by adding vertical strips in non-overlapping columns. We have a sequence of multipartitions

$$
\boldsymbol{\tau} \xrightarrow{s: 0} \boldsymbol{\tau}(e) \xrightarrow{s: e-1} \boldsymbol{\tau}(e-1) \xrightarrow{s: e-2} \ldots \xrightarrow{s: j+2} \boldsymbol{\tau}(j+2) \xrightarrow{s: j+1} \boldsymbol{\tau}(j+1) \xrightarrow{s: 1} \boldsymbol{\tau}(1) \xrightarrow{s: 2} \ldots \xrightarrow{s: j} \boldsymbol{\tau}(j)=\boldsymbol{\lambda} .
$$

Let

$$
N=N(\boldsymbol{\tau}, \boldsymbol{\tau}(e))+\sum_{m=j+1}^{e-1} N(\boldsymbol{\tau}(m+1), \boldsymbol{\tau}(m))+N(\boldsymbol{\tau}(j+1), \boldsymbol{\tau}(1))+\sum_{m=2}^{j} N(\boldsymbol{\tau}(m-1), \boldsymbol{\tau}(m))
$$

so that the coefficient of $s_{\boldsymbol{\lambda}}$ in $f^{(s, j)} s_{\boldsymbol{\tau}}$ is $v^{N}$.
Let $0 \leqslant k \leqslant r-1$. If $\mathfrak{B}_{k}=\mathfrak{B}_{a_{k}}\left(\tau^{(k)}\right)$ and $\mathfrak{B}_{k}^{\prime}=\mathfrak{B}_{a_{k}}\left(\lambda^{(k)}\right)$ then by Lemma 2.14 there exist $t_{k}, t_{k}^{\prime} \geqslant 0$ and

- $a_{1}^{k}<a_{2}^{k}<\ldots<a_{t_{k}}^{k}$ with $a_{l}^{k} \equiv j-1 \bmod e$ and $a_{l}^{k} \in \mathfrak{B}_{k}, a_{l}^{k} \notin \mathfrak{B}_{k}^{\prime}$ for all $l$,
- $b_{1}^{k}<b_{2}^{k}<\ldots<b_{t_{k}}^{k}$ with $b_{l}^{k} \equiv j-1 \bmod e$ and $b_{l}^{k} \in \mathfrak{B}_{k}^{\prime}, b_{l}^{k} \notin \mathfrak{B}_{k}$ for all $l$,
- $c_{1}^{k}<c_{2}^{k}<\ldots<c_{t_{k}^{\prime}}^{k}$ with $c_{l}^{k} \equiv j \bmod e$ and $c_{l}^{k} \in \mathfrak{B}_{k}, c_{l}^{k} \notin \mathfrak{B}_{k}^{\prime}$ for all $l$,
- $d_{1}^{k}<d_{2}^{k}<\ldots<d_{t_{k}^{\prime}}^{k}$ with $d_{l}^{k} \equiv j \bmod e$ and $d_{l}^{k} \in \mathfrak{B}_{k}^{\prime}, d_{l} \notin \mathfrak{B}_{k}$ for all $l$,
such that

$$
a_{1}^{k}<b_{1}^{k}<a_{2}^{k}<b_{2}^{k}<\ldots<a_{t_{k}}^{k}<b_{t_{k}}^{k}<c_{1}^{k}<d_{1}^{k}<c_{2}^{k}<d_{2}^{k}<\ldots<c_{t_{k}^{\prime}}^{k}<d_{t_{k}^{\prime}}^{k}
$$

and if $b \in \mathbb{Z}$ is not in the list above then $b \in \mathfrak{B}_{k} \Longleftrightarrow b \in \mathfrak{B}_{k}^{\prime}$. (The middle inequality, $b_{t_{k}}^{k}<c_{1}^{k}$ occurs because we are in a Rouquier block.) We can further say that if $b \equiv j-1 \bmod e$ and there exists $l$ such that $a_{l}^{k}<b \leqslant b_{l}^{k}$ then $b \notin \mathfrak{B}_{k}$ and if $c \equiv j \bmod e$ and there exists $l$ such that $c_{l}^{k}<c \leqslant d_{l}^{k}$ then $c \in \mathfrak{B}_{k}$. Let

$$
\begin{aligned}
& M_{1}^{k}=\left\{g \in \mathbb{Z} \mid \text { there exists } 1 \leqslant l \leqslant t_{k} \text { such that } a_{l}^{k} \leqslant g e+j-1<b_{l}^{k}\right\}, \\
& M_{2}^{k}=\left\{g \in \mathbb{Z} \mid \text { there exists } 1 \leqslant l \leqslant t_{k}^{\prime} \text { such that } c_{l}^{k} \leqslant g e+j<d_{l}^{k}\right\}
\end{aligned}
$$

The idea is that these sets correspond to the rows of abacus $k$ where, at various steps in the induction, we will increase a $\beta$-number. Note that $\left|M_{1}^{k}\right|=l_{k}$ and $\left|M_{2}^{k}\right|=\ell_{k}$.

We describe which $\beta$-numbers change at each induction step.

- $\boldsymbol{\tau} \xrightarrow{s: 0} \boldsymbol{\tau}(e)$ : For each $0 \leqslant k \leqslant r-1$, on component $k$, increase the $\beta$-number of all beads in the set $\left\{g e+e-1 \mid g \in M_{1}^{k} \cup M_{2}^{k}\right\}$ by 1 .
- $\boldsymbol{\tau}(m+1) \xrightarrow{s: m} \boldsymbol{\tau}(m)$ for $e-1 \geqslant m \geqslant j+1$ : For each $0 \leqslant k \leqslant r-1$, on component $k$, increase the $\beta$-number of all beads in the set $\left\{g e+m-1 \mid g \in M_{1}^{k} \cup M_{2}^{k}\right\}$ by 1 .
- $\boldsymbol{\tau}(j+1) \xrightarrow{s: 1} \boldsymbol{\tau}(1)$ : For each $0 \leqslant k \leqslant r-1$, on component $k$, increase the $\beta$-number of all beads in the set $\left\{(g+1) e \mid g \in M_{1}^{k} \cup M_{2}^{k}\right\}$ by 1 .
- $\boldsymbol{\tau}(m-1) \xrightarrow{s: m} \boldsymbol{\tau}(m)$ for $1 \leqslant m \leqslant j-1$ : For each $0 \leqslant k \leqslant r-1$, on component $k$, increase the $\beta$-number of all beads in the set $\left\{(g+1) e+m-1 \mid g \in M_{1}^{k} \cup M_{2}^{k}\right\}$ by 1 .
- $\boldsymbol{\tau}(j-1) \xrightarrow{s: j} \boldsymbol{\tau}(j)$ : For each $0 \leqslant k \leqslant r-1$, on component $k$, increase the $\beta$-number of all beads in the set $\left\{g e+j-1 \mid g \in M_{1}^{k}\right\} \cup\left\{(g+1) e+j-1 \mid g \in M_{2}^{k}\right\}$ by 1 .
So for $g \in \bigcup_{k=0}^{r-1} M_{1}^{k} \cup M_{2}^{k}$, we can consider the contribution made by $g$ to $N$. First, consider the removable and addable nodes from components $l<k$. At the first step of the induction, there are addable 0-nodes on component $l$ of $\boldsymbol{\nu}$ but no removable 0 -nodes on component $l$ of $\boldsymbol{\lambda}$. At later steps, only removable nodes contribute to the sum. The contribution is

$$
\sum_{l=0}^{k-1}\left(\left(\mathfrak{b}_{e-1}^{l}(\boldsymbol{\tau})-\mathfrak{b}_{0}^{l}(\boldsymbol{\tau})+1\right)-\sum_{m=1}^{e-1}\left(\mathfrak{b}_{m}^{l}(\boldsymbol{\tau})-\mathfrak{b}_{m-1}^{l}(\boldsymbol{\tau})\right)\right)=k,
$$

where we recall from Section 2.4 that $\mathfrak{b}_{i}^{l}(\boldsymbol{\tau})$ is the position of the last bead on runner $i$ of abacus $l$ in the abacus configuration for $\overline{\boldsymbol{\tau}}$. Now consider the removable and addable nodes from component $k$ which contribute to the sum. If $g \in M_{2}^{k}$, then over the course of the inductions, there is an overall contribution of 0 . If $g \in M_{1}^{k}$,
then over the course of the inductions, there is an overall contribution of 1. Hence

$$
N=\sum_{k=0}^{r-1}\left(\sum_{g \in M_{1}^{k}}(k+1)+\sum_{g \in M_{2}^{k}} k\right)=\sum_{k=0}^{r-1}(k+1) l_{k}+k \ell_{k}
$$

There are two immediate consequences of Proposition 3.5 which will be important later.
Corollary 3.6. Suppose $s>0$ and that $\boldsymbol{\tau} \in \overline{\mathcal{R}}^{s}$. Let $1 \leqslant j \leqslant e-1$. If $f^{(s, j)} s_{\boldsymbol{\tau}}=\sum_{\boldsymbol{\lambda}} b_{\boldsymbol{\lambda}}(v) s_{\boldsymbol{\lambda}}$, then $b_{\boldsymbol{\lambda}}(v) \in \mathbb{N}[v]$ for all $\boldsymbol{\lambda} \in \Lambda^{r}$.

Corollary 3.7. Suppose $s>0$ and that $\boldsymbol{\tau}, \boldsymbol{\sigma} \in \overline{\mathcal{R}}^{s}$ are such that $\boldsymbol{\tau} \sim \boldsymbol{\sigma}$. Let $1 \leqslant j \leqslant e-1$. Suppose that $s_{\boldsymbol{\mu}}$ appears with non-zero coefficient in $f^{(s, j)} s_{\boldsymbol{\tau}}$ and $s_{\boldsymbol{\lambda}}$ appears with non-zero coefficient in $f^{(s, j)} s_{\boldsymbol{\sigma}}$. Then $\boldsymbol{\tau} \approx \boldsymbol{\sigma}$ if and only if $\boldsymbol{\mu} \approx \boldsymbol{\lambda}$.

Now suppose that $\boldsymbol{\mu} \in \mathcal{R}_{\text {reg }}$. Define

$$
Q(\boldsymbol{\mu})=\sum_{\boldsymbol{\lambda} \approx \mu} g_{\boldsymbol{\lambda} \boldsymbol{\mu}}(v) s_{\boldsymbol{\lambda}} \quad \text { and } \quad \check{Q}(\boldsymbol{\mu})=\sum_{\boldsymbol{\lambda} \approx \mu} g_{\boldsymbol{\lambda} \boldsymbol{\mu}}(1) s_{\boldsymbol{\lambda}} .
$$

The heavy lifting for the proof of the main theorem is done by Proposition 3.9 below. We first prove an ungraded version of the proposition. We abuse notation slightly by identifying a multipartition with its quotient.

When $r=1$, Proposition 3.8 appears as 25, Lemma 3.10 b)].
Proposition 3.8. Suppose $s>0$ and that $\boldsymbol{\nu} \in \overline{\mathcal{R}}_{\text {reg. }}^{s}$. Let $1 \leqslant j \leqslant e-1$. Then

$$
\begin{equation*}
f^{(s, j)} \check{Q}(\boldsymbol{\nu})=\sum_{\eta \in \Lambda} c_{\nu_{j}^{0}\left(1^{s}\right)}^{\eta} \check{Q}\left(\left(\nu_{0}^{0}, \ldots, \nu_{j-1}^{0}, \eta, \nu_{j+1}^{0}, \ldots, \nu_{e-1}^{0}\right),\left(\nu_{0}^{1}, \nu_{1}^{1}, \ldots, \nu_{e-1}^{1}\right), \ldots,\left(\nu_{0}^{r-1}, \nu_{1}^{r-1}, \ldots, \nu_{e-1}^{r-1}\right)\right) . \tag{3.2}
\end{equation*}
$$

Proof. Let $\boldsymbol{\lambda} \in \mathcal{R}$. Let $(\dagger)$ denote the coefficient of the standard basis element $s_{\boldsymbol{\lambda}} \in \mathcal{F}$ on the left-hand side of Equation 3.2 and ( $\ddagger$ ) the coefficient of $s_{\boldsymbol{\lambda}}$ on the right-hand side of Equation 3.2. By Proposition 3.5.

$$
\begin{align*}
& (\dagger)=\sum_{\boldsymbol{\tau} \approx \boldsymbol{\nu}} \sum_{\boldsymbol{a} \in \Gamma_{e+1}^{r}} \sum_{\boldsymbol{b} \in \Gamma_{e}^{r}} \sum_{\boldsymbol{c} \in \Gamma_{e}^{r+1}} \sum_{\boldsymbol{d} \in \Gamma_{e}^{r}}\left(\prod_{k=0}^{r-1} \prod_{i=0}^{e-1} c_{\nu_{i}^{k} c_{i}^{k}}^{d_{i}^{k}} c_{a_{i}^{k} b_{i}^{k} c_{i}^{k+1}}^{d_{i}^{k}} c_{b_{i}^{k}\left(a_{i+1}^{k}\right)^{\prime}}^{\tau_{i}^{k}}\right) c_{c_{0}^{0} c_{1}^{0} \ldots c_{e-1}^{0}}^{\varnothing} c_{c_{0}^{r} c_{1}^{r} \ldots c_{e-1}^{r}}^{\varnothing} \\
& \left(\prod_{k=0}^{r-1} \prod_{i \neq j-1, j} c_{\tau_{i}^{k}}^{\lambda_{i}^{k}}\right)\left(\sum_{\substack{ \\
x_{0}+\ldots+x_{r-1} \\
y_{0}+\ldots+y_{r-1}=s}} \prod_{k=0}^{r-1} c_{\tau_{j-1}^{k}\left(x_{k}\right)}^{\lambda_{j-1}^{k}} c_{\tau_{j}^{k}\left(1^{y_{k}}\right)}^{\lambda_{j}^{k}}\right) \\
& =\sum_{\substack{\tau_{j-1}^{0}, \ldots, \tau_{j-1}^{r-1} \\
\tau_{j}^{0}, \ldots, \tau_{j}^{r-1}}} \sum_{\boldsymbol{a} \in \Gamma_{e+1}^{r}} \sum_{b \in \Gamma_{e}^{r}} \sum_{c \in \Gamma_{e}^{r+1}} \sum_{d \in \Gamma_{e}^{r}}\left(\prod_{k=0}^{r-1} \prod_{i \neq j-1, j} c_{\nu_{i}^{k} c_{i}^{k}}^{d_{i}^{k}} c_{a_{i}^{k} b_{i}^{k} c_{i}^{k+1}}^{d_{i}^{k}} c_{b_{i}^{k}}^{\lambda_{i}^{k}}\left(a_{i+1}^{k}\right)^{\prime}\right) c_{c_{0}^{0} c_{1}^{0} \ldots c_{e-1}^{0}}^{\varnothing} c_{c_{0}^{r} c_{1}^{r} \ldots c_{e-1}^{r}}^{\varnothing} \\
& \left.\sum_{\substack{x_{0}+\ldots+x_{r-1} \\
+y_{0}+\ldots+y_{r-1}=s}} \prod_{k=0}^{r-1} c_{\nu_{j-1}^{k} c_{j-1}^{k}}^{d_{j-1}^{k}} c_{a_{j-1}^{k} b_{j-1}^{k} c_{j-1}^{k+1}}^{d_{j-1}^{k}} c_{b_{j-1}^{k}\left(a_{j}^{k}\right)^{\prime}}^{\tau_{\nu_{j}^{k}}^{k}} \nu_{j}^{d_{j}^{k}} c_{j}^{d_{j}^{k}} c_{a_{j}^{k}}^{d_{j}^{k} c_{j}^{k+1}} c_{b_{j}^{k}\left(a_{j+1}^{k}\right)}\right)^{\left.c_{\tau_{j-1}^{k}\left(x_{k}\right)}^{\tau_{j-1}^{k}} c_{\tau_{j}^{k}\left(1^{y_{k}}\right)}^{\lambda_{j}^{k}}\right)} \tag{3.3}
\end{align*}
$$

and applying the definitions we have

$$
\begin{aligned}
(\ddagger)= & \sum_{\eta \in \Lambda} c_{\nu_{j}^{0}\left(1^{s}\right)}^{\eta} \sum_{\alpha \in \Gamma_{e+1}^{r}} \sum_{\boldsymbol{\beta} \in \Gamma_{e}^{r}} \sum_{\gamma \in \Gamma_{e}^{r+1}} \sum_{\delta \in \Gamma_{e}^{r}}\left(\prod \sum_{i \neq j} c_{\nu_{i}^{0} \gamma_{i}^{0}}^{\delta_{i}^{0}} c_{\alpha_{i}^{0} \beta_{i}^{0} \gamma_{i}^{1}}^{\delta_{i}^{0}} c_{\beta_{i}^{0}\left(\alpha_{i+1}^{0}\right)^{\prime}}^{\lambda_{i}^{0}}\right) c_{\eta \gamma_{j}^{0}}^{\delta_{j}^{0}} c_{\alpha_{j}^{0} \beta_{j}^{0} \gamma_{j}^{1}}^{\delta_{j}^{0}} c_{\beta_{j}^{0}\left(\alpha_{j+1}^{0}\right)^{\prime}}^{\lambda_{j}^{0}} \\
& \left(\prod_{k=1}^{r-1} \prod_{i=0}^{e-1} c_{\nu_{i}^{k} \gamma_{i}^{k}}^{\delta_{i}^{k}} c_{\alpha_{i}^{k} \beta_{i}^{k} \gamma_{i}^{k+1}}^{\delta_{i}^{k}} c_{\beta_{i}^{k}\left(\alpha_{i+1}^{k}\right)^{\prime}}^{\lambda_{i}^{k}}\right) c_{\gamma_{0}^{0} \gamma_{1}^{0} \ldots \gamma_{e-1}^{0}}^{\varnothing} c_{\gamma_{0}^{r} \gamma_{1}^{r} \ldots \gamma_{e-1}^{r}}^{\varnothing}
\end{aligned}
$$

$$
\begin{align*}
& \left.\left(\prod_{k=1}^{r-1} \prod_{i=0}^{e-1} c_{\nu_{i}^{k} \gamma_{i}^{k}}^{\delta_{i}^{k}} \delta_{\alpha_{i}^{k} \beta_{i}^{k} \gamma_{i}^{k+1}}^{\delta_{\beta_{i}^{k}}^{\lambda_{i}^{k}}} \alpha_{i+1}^{k}\right)^{\prime}\right) c_{\gamma_{0}^{0} \gamma_{1}^{0} \ldots \gamma_{e-1}^{0}}^{\varnothing} c_{\gamma_{0}^{r} \gamma_{1}^{r} \ldots \gamma_{e-1}^{r}}^{\varnothing} . \tag{3.4}
\end{align*}
$$

Now we look at some of the terms from the last line of Equation 3.3. For fixed partitions $d_{j}^{k}, c_{j}^{k+1}, a_{j+1}^{k}$, $b_{j-1}^{k}, \tau_{j-1}^{k}, \tau_{j}^{k}$ where $0 \leqslant k \leqslant r-1$ we have

$$
\begin{aligned}
& \sum_{a_{j}^{0}, \ldots, a_{j}^{r-1}} \sum_{b_{j}^{0}, \ldots, b_{j}^{r-1}} \sum_{\substack{x_{0}+\ldots+x_{r-1} \\
+y_{0}+\ldots+y_{r-1}=s}} \prod_{k=0}^{r-1} c_{b_{j-1}^{k-1}\left(a_{j}^{k}\right)^{\prime}}^{\tau_{j-1}^{k}} c_{a_{j}^{k} b_{j}^{k} c_{j}^{k+1}}^{d_{j}^{k}} c_{b_{j}^{k}\left(a_{j+1}^{k}\right)}^{\tau_{j}^{k}} c_{\tau_{j-1}^{k}\left(x_{k}\right)}^{\lambda_{j-1}^{k}} c_{\tau_{j}^{k}\left(1^{y_{k}}\right)}^{\lambda_{j}^{k}}
\end{aligned}
$$

and applying Lemma 2.11 repeatedly

$$
\begin{aligned}
& =\sum_{a_{j}^{0}, \ldots, a_{j}^{r-1}} \sum_{b_{j}^{0}, \ldots, b_{j}^{r-1}} \sum_{e^{0}, \ldots, e^{r-1}} \sum_{\begin{array}{c}
x_{0}+\ldots+x_{r-1} \\
+y_{0}+\ldots+y_{r-1}=s
\end{array}} \prod_{k=0}^{r-1} c_{c_{j}^{k+1} e^{k}}^{d_{j}^{k}} c_{a_{j}^{k} b_{j}^{k}}^{e_{j}^{k}} c_{b_{j-1}^{k} \tau_{j-1}^{k}}^{\lambda_{j-1}^{k}} c_{\left(a_{j}^{k}\right)^{\prime}\left(x_{k}\right)}^{\tau_{j}^{k}} c_{\left(a_{j+1}\right)^{\prime} \tau_{j}^{k}}^{\lambda_{j}^{k}} c_{b_{j}^{k}\left(1_{k}^{y}\right)}^{\tau_{j}^{k}}
\end{aligned}
$$

and applying Lemma 2.12

$$
=\sum_{e^{0}, \ldots, e^{r-1}} \sum_{f^{0}, \ldots, f^{r-1}} \sum_{z_{1}+\ldots+z_{r}=s} \prod_{k=0}^{r-1} c_{c_{j}^{k+1}}^{d_{j}^{k}} e^{k} c_{b_{j-1}^{k} \tau_{j-1}^{k}}^{\lambda_{j-1}^{k}} c_{\left(a_{j+1}^{k}\right)^{\prime} \tau_{j}^{k}}^{\lambda_{j}^{k}} c_{\left(\tau_{j-1}^{k}\right)^{\prime} \tau_{j}^{k}}^{f_{k}} c_{e^{k}\left(1^{z_{k}}\right)}^{f_{k}} .
$$

We now substitute this expression back into Equation 3.3. We also perform the change of variables $\tau_{j-1}^{k} \mapsto\left(a_{j}^{k}\right)^{\prime}$ and $\tau_{j}^{k} \mapsto b_{j}^{k}$ for $0 \leqslant k \leqslant r-1$. Thus we see that

$$
\begin{align*}
& (\dagger)=\sum_{a \in \Gamma_{e+1}^{r}} \sum_{b \in \Gamma_{e}^{r}} \sum_{c \in \Gamma_{e}^{r+1}} \sum_{d \in \Gamma_{e}^{r}}\left(\prod_{k=0}^{r-1} \prod_{i \neq j-1, j} c_{\nu_{i}^{k} c_{i}^{k}}^{d_{i}^{k}} c_{a_{i}^{k} b_{i}^{k} c_{i}^{k+1}}^{d_{i}^{k}} c_{b_{i}^{k}\left(a_{i+1}^{k}\right)^{\prime}}^{\lambda_{i}^{k}}\right) c_{c_{0}^{0} c_{1}^{0} \ldots c_{e-1}^{0}}^{\varnothing} c_{c_{0}^{r} c_{1}^{r} \ldots c_{e-1}^{r}}^{\varnothing} \\
& \sum_{e^{0}, \ldots, e^{r-1}} \sum_{f^{0}, \ldots, f^{r-1}} \sum_{z_{0}+\ldots+z_{r-1}=s} \prod_{k=0}^{r-1} c_{\nu_{j-1}^{k-1} c_{j-1}^{k}}^{d_{j-1}^{k}} c_{a_{j-1}^{k} b_{j-1}^{k} c_{j-1}^{k+1}}^{d_{j-1}^{k}} c_{\nu_{j}^{k} c_{j}^{k}}^{d_{j}^{k}} c_{c_{j}^{d_{j}^{k+1}}}^{d^{k}} c_{b_{j-1}^{k}}^{\lambda_{j-1}^{k}}\left(a_{j}^{k}\right) c^{\prime} c_{b_{j}^{k}\left(a_{j+1}^{k}\right)}^{\lambda_{j}^{k}} c_{a_{j}^{k} b_{j}^{k}}^{f_{k}} c_{e^{f_{k}}\left(1^{z_{k}}\right)}^{f_{k}} \\
& =\sum_{a \in \Gamma_{e+1}^{r}} \sum_{b \in \Gamma_{e}^{r}} \sum_{c \in \Gamma_{e}^{r+1}} \sum_{d \in \Gamma_{e}^{r}}\left(\prod_{k=0}^{r-1} \prod_{i \neq j-1, j} c_{\nu_{i}^{k} c_{i}^{k}}^{c_{i}^{k}} c_{a_{i}^{k} b_{i}^{k} c_{i}^{k+1}}^{d_{i}^{k}} c_{b_{i}^{k}\left(a_{i+1}^{k}\right)^{\prime}}^{\lambda^{k}}\right) c_{c_{0}^{0} c_{1}^{0} \ldots c_{e-1}^{0}}^{\varnothing} \\
& \left.\left(\prod_{k=0}^{r-1} c_{\nu_{j-1}^{k} c_{j-1}^{k}}^{d_{j-1}^{k}} c_{a_{j-1}^{k} b_{j-1}^{k}}^{d_{j-1}^{k}} c_{c_{j-1}^{k+1}}^{d_{j-1}^{k}} c_{b_{j-1}^{k}}^{\lambda_{j-1}^{k}} a_{j}^{k}\right)^{\prime}\right) \\
& \left(\sum_{e^{0}, \ldots, e^{r-1}} \sum_{f^{0}, \ldots, f^{r-1}} \sum_{z_{0}+\ldots+z_{r-1}=s} \prod_{k=0}^{r-1} c_{\nu_{j}^{k} c_{j}^{k}}^{d_{j}^{k}} c_{c_{j}^{k+1}}^{d_{j}^{k}} e^{k} c_{b_{j}^{k}}^{\lambda_{j}^{k}}\left(a_{j+1}^{k}\right), c_{a_{j}^{k} b_{j}^{k}}^{f^{k}} c_{e^{k}\left(1^{z_{k}}\right)}^{f^{k}}\right) c_{c_{0}^{r} c_{1}^{r} \ldots c_{e-1}^{r}}^{\varnothing} . \tag{3.5}
\end{align*}
$$

Now we focus on the last line of Equation 3.5. Applying Lemma 2.15 we have

$$
\sum_{c_{j}^{0}, \ldots, c_{j}^{r}} \sum_{d_{j}^{0}, \ldots, d_{j}^{r-1}} \sum_{e^{0}, \ldots, e^{r-1}} \sum_{f^{0}, \ldots, f^{r-1}} \sum_{z_{0}+\ldots+z_{r-1}=s} \prod_{k=0}^{r-1} c_{a_{j}^{k} b_{j}^{k}}^{f_{j}^{k}} c_{b_{j}^{k}}^{\lambda_{j}^{k}}\left(a_{j+1}^{k}\right)^{\prime} c_{\nu_{j}^{k}}^{d_{j}^{k}} c_{c_{j}^{k}}^{d_{j}^{k+1}} e^{k} c_{e^{k}\left(1^{z_{k}}\right)}^{f^{k}} c_{c_{0}^{r} c_{1}^{r} \ldots c_{e-1}^{r}}^{\varnothing}
$$

$$
\begin{aligned}
& =\sum_{c_{j}^{0}, \ldots, c_{j}^{r}} \sum_{d_{j}^{0}, \ldots, d_{j}^{r-1}} \sum_{f^{0}, \ldots, f^{r-1}}\left(\prod_{k=0}^{r-1} c_{a_{j}^{k} k_{j}^{k}}^{f_{j}^{k}} c_{b_{j}^{k}}^{\lambda_{j}^{k}}\left(a_{j+1}^{k}\right)^{\prime}\right) ~ c_{\nu_{j}^{0} c_{j}^{0}\left(1^{s}\right)}^{d_{j}^{0}}\left(\prod_{k=1}^{r-1} c_{c_{j}^{k} f^{k-1}}^{d_{j}^{k-1}} c_{\nu_{j}^{k} c_{j}^{k}}^{d_{j}^{k}}\right) c_{d_{j}^{r-1}}^{f^{r-1} c_{c_{0}^{r} c_{1}^{r} \ldots c_{e-1}^{r}}^{\varnothing}} \\
& =\sum_{c_{j}^{0}, \ldots, c_{j}^{r}} \sum_{d_{j}^{0}, \ldots, d_{j}^{r-1}} \sum_{f^{0}, \ldots, f^{r-1}}\left(\prod_{k=0}^{r-1} c_{a_{j}^{k} b_{j}^{k}}^{f^{k}} c_{b_{j}^{k}\left(a_{j+1}^{k}\right)}^{\lambda_{j}^{k}} c_{c_{j}^{k+1} f^{k}}^{d_{j}^{k}}\right) c_{\nu_{j}^{0} c_{j}^{0}\left(1^{s}\right)}^{d_{j}^{0}}\left(\prod_{k=1}^{r-1} c_{\nu_{j}^{k} c_{j}^{k}}^{d_{j}^{k}}\right) c_{c_{0}^{r} c_{1}^{r} \ldots c_{e-1}^{r}}^{\varnothing}
\end{aligned}
$$

Finally, substituting this expression back into Equation 3.5 we see that

$$
\begin{aligned}
& (\dagger)=\sum_{\boldsymbol{a} \in \Gamma_{e+1}^{r}} \sum_{\boldsymbol{b} \in \Gamma_{e}^{r}} \sum_{\boldsymbol{c} \in \Gamma_{e}^{r+1}} \sum_{\boldsymbol{d} \in \Gamma_{e}^{r}}\left(\prod_{i \neq j} c_{\nu_{i}^{0} c_{i}^{0}}^{d_{i}^{0}} c_{c_{i}^{1} a_{i}^{0} b_{i}^{0}}^{d_{i}^{0}} c_{b_{i}^{0}\left(a_{i+1}\right)^{\prime}}^{\lambda_{i}^{0}}\right) c_{a_{j}^{0} b_{j}^{0} c_{j}^{1}}^{d_{j}^{0}} c_{b_{j}^{0}\left(a_{j+1}^{0}\right)}^{\lambda_{j}^{0}} c_{\nu_{j}^{0} c_{j}^{0}\left(1^{s}\right)}^{d_{j}^{0}} \\
& \left(\prod_{k=1}^{r-1} \prod_{i=0}^{e-1} c_{\nu_{i}^{k} c_{i}^{k}}^{d_{i}^{k}}{ }_{a_{i}^{k} b_{i}^{k} c_{i}^{k+1}}^{d_{i}^{k}} c_{b_{i}^{k}\left(a_{i+1}^{k}\right)^{\prime}}^{\lambda_{i}^{k}}\right) c_{c_{0}^{0} c_{1}^{0} \ldots c_{e-1}^{0}}^{\varnothing} c_{c_{0}^{r} c_{1}^{r} \ldots c_{e-1}^{r}}^{\varnothing} .
\end{aligned}
$$

This is indeed equal to $(\ddagger)$, completing the proof of the proposition.
Proposition 3.9. Suppose $s>0$ and that $\boldsymbol{\nu} \in \overline{\mathcal{R}}_{\text {reg. }}^{s}$. Let $1 \leqslant j \leqslant e-1$. Then

$$
\begin{equation*}
f^{(s, j)} Q(\boldsymbol{\nu})=\sum_{\eta} c_{\nu_{j}^{0}\left(1^{s}\right)}^{\eta} Q\left(\left(\nu_{0}^{0}, \ldots, \nu_{j-1}^{0}, \eta, \nu_{j+1}^{0}, \ldots, \nu_{e-1}^{0}\right),\left(\nu_{0}^{1}, \nu_{1}^{1}, \ldots, \nu_{e-1}^{1}\right), \ldots,\left(\nu_{0}^{r-1}, \nu_{1}^{r-1}, \ldots, \nu_{e-1}^{r-1}\right)\right) \tag{3.6}
\end{equation*}
$$

Proof. By Proposition 3.8, if we set $v=1$ in Equation 3.6, both sides of the equation are equal to $\sum_{\boldsymbol{\lambda}} x_{\boldsymbol{\lambda}} s_{\boldsymbol{\lambda}}$ for some $x_{\boldsymbol{\lambda}} \in \mathbb{N}$. We claim that both sides of Equation 3.6 are then equal to

$$
\begin{equation*}
\sum_{\boldsymbol{\lambda}} v^{\omega(\boldsymbol{\lambda})-\omega(\boldsymbol{\nu})-(e-j-1) s} x_{\boldsymbol{\lambda}} s_{\boldsymbol{\lambda}} . \tag{3.7}
\end{equation*}
$$

As before, we fix $\boldsymbol{\lambda}$ and look for the coefficient of $s_{\boldsymbol{\lambda}}$ on both sides of the equation.
Let $\boldsymbol{\eta}$ be any multipartition with

$$
\operatorname{qt}(\boldsymbol{\eta})=\left(\left(\nu_{0}^{0}, \ldots, \nu_{j-1}^{0}, \eta, \nu_{j+1}^{0}, \ldots, \nu_{e-1}^{0}\right),\left(\nu_{0}^{1}, \nu_{1}^{1}, \ldots, \nu_{e-1}^{1}\right), \ldots,\left(\nu_{0}^{r-1}, \nu_{1}^{r-1}, \ldots, \nu_{e-1}^{r-1}\right)\right)
$$

where $c_{\nu_{j}^{0}\left(1^{s}\right)}^{\eta}>0$. Then the coefficient of $s_{\boldsymbol{\lambda}}$ on the right-hand side of Equation 3.6 is equal to $v^{\omega(\boldsymbol{\lambda})-\omega(\boldsymbol{\eta})} x_{\boldsymbol{\lambda}}$ where $\omega(\boldsymbol{\eta})=\omega(\boldsymbol{\nu})+(e-j-1) s$. So the right-hand side of Equation 3.6 is indeed equal to Equation 3.7.

Now suppose that $\boldsymbol{\tau} \approx \boldsymbol{\nu}$. Then $g_{\boldsymbol{\tau} \boldsymbol{\nu}}(v)=v^{\omega(\boldsymbol{\tau})-\omega(\boldsymbol{\nu})} g_{\boldsymbol{\tau} \boldsymbol{\nu}}(1)$. If $s_{\boldsymbol{\lambda}}$ appears in $f^{(s, j)} s_{\boldsymbol{\tau}}$, it appears with coefficient $v^{M}$ where

$$
M=\sum_{k=0}^{r-1}(k+1)\left(\left|\lambda_{j-1}^{k}\right|-\left|\tau_{j-1}^{k}\right|\right)+k\left(\left|\lambda_{j}^{k}\right|-\left|\tau_{j}^{k}\right|\right)
$$

Thus we have a contribution to the sum of $v^{M^{\prime}} g_{\boldsymbol{\tau} \boldsymbol{\nu}}(1) s_{\boldsymbol{\lambda}}$ where

$$
M^{\prime}=\omega(\boldsymbol{\tau})-\omega(\boldsymbol{\nu})+\sum_{k=0}^{r-1}(k+1)\left(\left|\lambda_{j-1}^{k}\right|-\left|\tau_{j-1}^{k}\right|\right)+k\left(\left|\lambda_{j}^{k}\right|-\left|\tau_{j}^{k}\right|\right)
$$

Now note that

$$
\begin{aligned}
\omega(\boldsymbol{\lambda})-\omega(\boldsymbol{\tau}) & =\sum_{k=0}^{r-1}(e-j+k)\left(\left|\lambda_{j-1}^{k}\right|-\left|\tau_{j-1}^{k}\right|\right)+(e-j+k-1)\left(\left|\lambda_{j}^{k}\right|-\left|\tau_{j}^{k}\right|\right) \\
& =\sum_{k=0}^{r-1}(e-j-1)\left(\left|\lambda_{j-1}^{k}\right|-\left|\tau_{j-1}^{k}\right|+\left|\lambda_{j}^{k}\right|-\left|\tau_{j}^{k}\right|\right)+(k+1)\left(\left|\lambda_{j-1}^{k}\right|-\left|\tau_{j-1}^{k}\right|\right)+k\left(\left|\lambda_{j}^{k}\right|-\left|\tau_{j}^{k}\right|\right) \\
& =(e-j-1) s+\sum_{k=0}^{r-1}(k+1)\left(\left|\lambda_{j-1}^{k}\right|-\left|\tau_{j-1}^{k}\right|\right)+k\left(\left|\lambda_{j}^{k}\right|-\left|\tau_{j}^{k}\right|\right)
\end{aligned}
$$

Hence

$$
M^{\prime}=\omega(\boldsymbol{\lambda})-\omega(\boldsymbol{\nu})-(e-j-1) s
$$

which is independent of the choice of $\boldsymbol{\tau}$. So the left-hand side of Equation 3.6 is indeed equal to Equation 3.7.

### 3.3. Proof of the main results.

Theorem 3.10. Suppose that $(\boldsymbol{\lambda}, \boldsymbol{\mu}) \in \mathcal{R}^{\diamond}$. Then

$$
d_{\lambda \mu}(v)=g_{\boldsymbol{\lambda} \mu}(v)
$$

Proof. Let $\boldsymbol{\mu} \in \mathcal{R}_{\text {reg }}$. We want to show that

$$
\begin{equation*}
G(\boldsymbol{\mu})=\sum_{\boldsymbol{\lambda} \approx \mu} g_{\boldsymbol{\lambda} \mu}(v) s_{\boldsymbol{\lambda}}+\sum_{\substack{\boldsymbol{\lambda} \sim \mu \\ \boldsymbol{\lambda} \nsim \mu}} d_{\boldsymbol{\lambda} \mu}(v) s_{\boldsymbol{\lambda}} . \tag{3.8}
\end{equation*}
$$

We prove this by induction, firstly on $r$, secondly on $\mathrm{h}\left(\mu^{(0)}\right)$ and thirdly using the a total order $>$ on $\mu^{(0)}$. Suppose that $r=1$. Then Equation 3.8 holds by Lemma 3.1 and 30, Corollary 10]. So suppose that $r>1$, that Theorem 3.10 holds for $r-1$ and that $\boldsymbol{\mu} \in \mathcal{R}_{\text {reg }}$. Suppose first that $\mathrm{h}\left(\mu^{(0)}\right)=0$. Following Fayers 20, if $\boldsymbol{\nu}=\left(\nu^{(0)}, \nu^{(1)}, \ldots, \nu^{(r-1)}\right) \in \Lambda^{r}$, we define $\hat{\boldsymbol{\nu}}=\left(\nu^{(1)}, \ldots, \nu^{(r-1)}\right)$ and $\hat{\boldsymbol{\nu}}^{\varnothing}=\left(\varnothing, \nu^{(1)}, \ldots, \nu^{(r-1)}\right)$. Then $\hat{\boldsymbol{\mu}} \in \mathcal{R}_{\text {reg }}$ and by the inductive hypothesis

$$
G(\hat{\boldsymbol{\mu}})=\sum_{\boldsymbol{\lambda} \approx \hat{\mu}} g_{\boldsymbol{\lambda} \hat{\boldsymbol{\mu}}}(v) s_{\boldsymbol{\lambda}}+\sum_{\substack{\boldsymbol{\lambda} \sim \hat{\mu} \\ \boldsymbol{\lambda} \not \approx \hat{\mu}}} d_{\boldsymbol{\lambda} \hat{\boldsymbol{\mu}}}(v) s_{\boldsymbol{\lambda}} .
$$

Applying Lemma 2.8

$$
G\left(\hat{\boldsymbol{\mu}}^{\varnothing}\right)=\sum_{\substack{\boldsymbol{\lambda} \approx \hat{\mu}^{\varnothing} \\ \lambda^{(0)}=\varnothing}} g_{\hat{\boldsymbol{\lambda}} \hat{\boldsymbol{\mu}}}(v) s_{\boldsymbol{\lambda}}+\sum_{\substack{\boldsymbol{\lambda} \sim \hat{\mu}^{\varnothing}, \boldsymbol{\lambda} \nexists \hat{\boldsymbol{\mu}}^{\varnothing} \\ \lambda^{(0)}=\varnothing}} d_{\hat{\boldsymbol{\lambda}} \hat{\boldsymbol{\mu}}}(v) s_{\boldsymbol{\lambda}} .
$$

Now $\boldsymbol{\mu}^{(0)}$ is $e$-regular and is an $e$-core. By Lemma 2.9, there exists $f=f_{i_{x}}^{\left(t_{x}\right)} f_{i_{x-1}}^{\left(t_{x-1}\right)} \ldots f_{i_{1}}^{\left(t_{1}\right)} \in \mathcal{U}$ such that

$$
f\left(G\left(\hat{\boldsymbol{\mu}}^{\varnothing}\right)\right)=\sum_{\substack{\boldsymbol{\lambda} \approx \mu \\ \lambda^{(0)}=\mu^{(0)}}} g_{\boldsymbol{\lambda} \boldsymbol{\mu}}(v) s_{\boldsymbol{\lambda}}+\sum_{\substack{\boldsymbol{\lambda} \sim \boldsymbol{\mu}, \boldsymbol{\lambda} \neq \mu \\ \lambda^{(0)}=\mu^{(0)}}} d_{\hat{\boldsymbol{\lambda}} \hat{\boldsymbol{\mu}}}(v) s_{\boldsymbol{\lambda}}+\sum_{\substack{\tau \sim \mu \\\left|\tau^{(0)}\right|<\left|\mu^{(0)}\right|}} b_{\boldsymbol{\tau}}(v) s_{\boldsymbol{\tau}}
$$

for some $b_{\boldsymbol{\tau}}(v) \in \mathbb{N}\left[v^{-1}, v\right]$, where we note that the identities $g_{\hat{\boldsymbol{\lambda}} \hat{\boldsymbol{\mu}}}(v)=g_{\boldsymbol{\lambda} \boldsymbol{\mu}}(v)$ follow from Lemma 3.4. Now $f\left(G\left(\hat{\boldsymbol{\mu}}^{\varnothing}\right)\right) \in \mathcal{U}^{\circ}$ and of the coefficients in the sum, $g_{\boldsymbol{\lambda} \boldsymbol{\mu}}(v) \in v \mathbb{N}[v]$ for $\boldsymbol{\lambda} \neq \boldsymbol{\mu}$ and $d_{\hat{\boldsymbol{\lambda}} \hat{\mu}}(v) \in v \mathbb{N}[v]$. It is possible that we have $b_{\boldsymbol{\tau}}(v) \notin v \mathbb{N}[v]$, but this is of no consequence since by Lemma 2.7, $d_{\boldsymbol{\lambda} \boldsymbol{\tau}}(v)=0$ if $\left|\tau^{(0)}\right|<\left|\lambda^{(0)}\right|$. Thus we can conclude that

$$
f\left(G\left(\hat{\boldsymbol{\mu}}^{\varnothing}\right)\right)=G(\boldsymbol{\mu})+\sum_{\substack{\boldsymbol{\tau} \sim \boldsymbol{\mu} \\\left|\tau^{(0)}\right|<\left|\mu^{(0)}\right|}} c_{\boldsymbol{\tau}} G(\boldsymbol{\tau})
$$

for some $c_{\boldsymbol{\tau}} \in \mathbb{N}\left[v^{-1}+v\right]$, and equating terms we see that

$$
G(\boldsymbol{\mu})=\sum_{\boldsymbol{\lambda} \approx \mu} g_{\boldsymbol{\lambda} \boldsymbol{\mu}}(v) s_{\boldsymbol{\lambda}}+\sum_{\substack{\boldsymbol{\lambda} \sim \mu \boldsymbol{\mu} \\ \boldsymbol{\lambda} \nsim \boldsymbol{\mu}}} d_{\boldsymbol{\lambda} \boldsymbol{\mu}}(v) s_{\boldsymbol{\lambda}}
$$

as required.
This completes the proof of Theorem 3.10 for multipartitions $\boldsymbol{\mu}$ when $\mathrm{h}\left(\mu^{(0)}\right)=0$. So now suppose that $h=\mathrm{h}\left(\mu^{(0)}\right)>0$ and that Theorem 3.10 holds for all multipartitions in $\mathcal{R}_{\text {reg }}$ with fewer than $h$ removable $e$-rim hooks on the first component. Let $H(\boldsymbol{\mu})$ be the set of partitions $\boldsymbol{\lambda} \approx \boldsymbol{\mu}$ such that $\left|\lambda_{i}^{k}\right|=\left|\mu_{i}^{k}\right|$ for all $0 \leqslant i \leqslant e-1$ and $0 \leqslant k \leqslant r-1$ and define a total order $>$ on $H(\boldsymbol{\mu})$ by saying that $\boldsymbol{\lambda}>\eta$ if $\boldsymbol{\lambda} \neq \eta$ and the minimal $k$ such that $\lambda^{(k)} \neq \eta^{(k)}$, the minimal $i$ such that $\lambda_{i}^{k} \neq \eta_{i}^{k}$ and the minimal $x$ such that $\left(\lambda_{i}^{k}\right)_{x} \neq\left(\eta_{i}^{k}\right)_{x}$ satisfy $\left(\lambda_{i}^{(k)}\right)_{x}>\left(\eta_{i}^{(k)}\right)_{x}$. Assume that the inductive hypothesis holds for all multipartitions $\eta \in H(\boldsymbol{\mu})$ where $\boldsymbol{\mu}>\eta$.

Choose $1 \leqslant j \leqslant e-1$ such that $\mu_{j}^{0} \neq \varnothing$. Let $\nu$ be the partition whose Young diagram is obtained by removing the first column from $\left[\mu_{j}^{0}\right]$, where we suppose that we remove $s>1$ nodes. Let $\boldsymbol{\nu}$ be the multipartition with the same multicore as $\boldsymbol{\mu}$ and

$$
\nu_{i}^{k}= \begin{cases}\nu, & k=0 \text { and } i=j \\ \mu_{i}^{k}, & \text { otherwise }\end{cases}
$$

By the inductive hypothesis,

$$
G(\boldsymbol{\nu})=\sum_{\boldsymbol{\lambda} \approx \boldsymbol{\nu}} g_{\boldsymbol{\lambda} \boldsymbol{\nu}}(v) s_{\boldsymbol{\lambda}}+\sum_{\substack{\boldsymbol{\lambda} \sim \nu \\ \boldsymbol{\lambda} \not \approx \boldsymbol{\nu}}} d_{\boldsymbol{\lambda} \boldsymbol{\nu}}(v) s_{\boldsymbol{\lambda}}=Q(\boldsymbol{\nu})+\sum_{\substack{\boldsymbol{\lambda} \sim \boldsymbol{\nu} \\ \boldsymbol{\lambda} \nsim \boldsymbol{\nu}}} d_{\boldsymbol{\lambda} \boldsymbol{\nu}}(v) s_{\boldsymbol{\lambda}} .
$$

Now

$$
\begin{equation*}
f^{(s, j)} G(\boldsymbol{\nu})=f^{(s, j)} Q(\boldsymbol{\nu})+f^{(s, j)} \sum_{\substack{\boldsymbol{\lambda} \sim \boldsymbol{\nu} \\ \boldsymbol{\lambda} \nsim \boldsymbol{\nu}}} d_{\boldsymbol{\lambda} \boldsymbol{\nu}}(v) s_{\boldsymbol{\lambda}}=\sum_{\eta} c_{\nu\left(1^{s}\right)}^{\eta} Q(\eta)+f^{(s, j)} \sum_{\substack{\boldsymbol{\lambda} \sim \boldsymbol{\nu}^{\prime} \\ \boldsymbol{\lambda} \nsim \boldsymbol{\nu}}} d_{\boldsymbol{\lambda} \boldsymbol{\nu}}(v) s_{\boldsymbol{\lambda}} \tag{3.9}
\end{equation*}
$$

by Proposition 3.9, where we use the terminology of that proposition so that

$$
\operatorname{qt}(\eta)=\left(\left(\nu_{0}^{0}, \ldots, \nu_{j-1}^{0}, \eta, \nu_{j+1}^{0}, \ldots, \nu_{e-1}^{0}\right),\left(\nu_{0}^{1}, \nu_{1}^{1}, \ldots, \nu_{e-1}^{1}\right), \ldots,\left(\nu_{0}^{r-1}, \nu_{1}^{r-1}, \ldots, \nu_{e-1}^{r-1}\right)\right)
$$

Now note that if $\boldsymbol{\lambda} \sim \boldsymbol{\nu}$ but $\boldsymbol{\lambda} \not \approx \boldsymbol{\nu}$ then $d_{\boldsymbol{\lambda} \boldsymbol{\mu}}(v) \in v \mathbb{Z}[v]$ from the definition of the canonical basis. Hence by Proposition 3.5 we see that

$$
f^{(s, j)} \sum_{\substack{\boldsymbol{\lambda} \sim \nu \\ \boldsymbol{\lambda} \nsim \boldsymbol{\nu}}} d_{\boldsymbol{\lambda} \boldsymbol{\nu}}(v) s_{\boldsymbol{\lambda}}=\sum_{\substack{\boldsymbol{\tau} \approx \mu \\ \boldsymbol{\tau} \not \approx \mu}} b_{\boldsymbol{\tau}}(v) s_{\boldsymbol{\tau}}
$$

where $b_{\boldsymbol{\tau}}(v) \in v \mathbb{Z}[v]$ for all $\boldsymbol{\tau}$. (We note that for this step it is necessary to have $\boldsymbol{\mu} \in \mathcal{R}_{\text {reg }}$ rather than just $\boldsymbol{\mu}$ an e-regular Rouquier multipartition, since we need to apply Proposition 3.5 to multipartitions $\boldsymbol{\tau} \sim \boldsymbol{\mu}$ with $\boldsymbol{\tau} \not \approx \boldsymbol{\mu}$.) It follows by Corollary 2.6 that

$$
\begin{equation*}
f^{(s, j)} G(\boldsymbol{\nu})=\sum_{\eta} c_{\nu\left(1^{s}\right)}^{\eta} G(\eta)=G(\boldsymbol{\mu})+\sum_{\boldsymbol{\mu}>\eta} c_{\nu\left(1^{s}\right)}^{\eta} G(\eta) \tag{3.10}
\end{equation*}
$$

where the last equality follows from Lemma 2.13. Now suppose $\boldsymbol{\lambda} \approx \boldsymbol{\mu}$ and consider the coefficient of $s_{\boldsymbol{\lambda}}$ in $f^{(s, j)} G(\boldsymbol{\nu})$. By Equation 3.10, this coefficient is given by

$$
d_{\boldsymbol{\lambda} \boldsymbol{\mu}}(v)+\sum_{\mu>\eta} c_{\nu\left(1^{s}\right)}^{\eta} d_{\eta \boldsymbol{\mu}}(v)=d_{\boldsymbol{\lambda} \boldsymbol{\mu}}(v)+\sum_{\mu>\eta} c_{\nu\left(1^{s}\right)}^{\eta} g_{\eta \boldsymbol{\mu}}(v)
$$

where the last step follows from the inductive hypothesis. However, by Equation 3.9, the coefficient is given by

$$
g_{\boldsymbol{\lambda} \boldsymbol{\mu}}(v)+\sum_{\eta} c_{\nu_{j}^{0}\left(1^{s}\right)}^{\eta} g_{\eta \boldsymbol{\mu}}(v)
$$

and so we have $g_{\lambda \mu}(v)=d_{\lambda \mu}(v)$ as required. By induction, this completes the proof of Theorem 3.10.
The next theorem follows immediately by applying Theorem 2.4 to Theorem 3.10 .
Theorem 3.11. Suppose that $\mathcal{H}_{r, n}(q, \mathbf{Q})$ is defined over a field of characteristic 0 . Take $\boldsymbol{\lambda} \in \Lambda_{n}^{r}$ and $\boldsymbol{\mu} \in \Lambda_{n}^{\boldsymbol{a}}$ with $(\boldsymbol{\lambda}, \boldsymbol{\mu}) \in \mathcal{R}^{\diamond}$. Then

$$
\left[S^{\boldsymbol{\lambda}}: D^{\mu}\right]_{v}=g_{\boldsymbol{\lambda} \mu}(v)
$$

3.4. The cyclotomic $q$-Schur algebra and characteristic $p$. In order to look at the case where the underlying field $\mathbb{F}$ has prime characteristic, we introduce a new player, the cyclotomic $q$-Schur algebra. For the definition of this algebra and the construction of the Weyl modules, we refer the reader to [35, Section 4] and for the graded theory we refer them to 39 .

Let $\boldsymbol{a} \in I^{r}$. Suppose that $\mathbb{F}$ is a field of characteristic $p \geqslant 0$. For $n \geqslant 0$, take $\mathcal{H}=\mathcal{H}_{r, n}(q, \mathbf{Q})$ to be an Ariki-Koike algebra over a field of characteristic $p$ with quantum characteristic $e$ where $Q_{k}=q^{a_{k}}$ for $0 \leqslant k \leqslant r-1$. The cyclotomic $q$-Schur algebra is the endomorphism algebra

$$
\mathcal{S}=\operatorname{End}_{\mathcal{H}}\left(\bigoplus_{\mu \in \Lambda^{r}} M^{\mu}\right)
$$

where each $M^{\mu}$ is a certain $\mathcal{H}$-module. Then $\mathcal{S}$ is a cellular algebra in the sense of Graham and Lehrer [22]. It is quasi-hereditary, with the cell modules and the simple modules both indexed by the $r$-multipartitions of $n$. If $\boldsymbol{\lambda} \in \Lambda_{n}^{r}$, the cell module indexed by $\boldsymbol{\lambda}$ is called a Weyl module and is denoted $\Delta^{\boldsymbol{\lambda}}$ and the simple module indexed by $\boldsymbol{\lambda}$ is denoted $L^{\boldsymbol{\lambda}}$. For $\boldsymbol{\lambda}, \boldsymbol{\mu} \in \Lambda_{n}^{r}$, let [ $\Delta^{\boldsymbol{\lambda}}: L^{\boldsymbol{\mu}}$ ] denote the multiplicity of $L^{\boldsymbol{\mu}}$ as a composition factor of $\Delta^{\boldsymbol{\lambda}}$.

Work of Stroppel and Webster [39] has shown that there is a grading on the cyclotomic $q$-Schur algebras analogous to that of the Ariki-Koike algebras; we define $\left[\Delta^{\boldsymbol{\lambda}}: L^{\mu}\right]_{v}$ to be the graded multiplicity. Again, when $\mathcal{S}$ is defined over a field of characteristic 0 , the decomposition numbers are given by the transition coefficients for the Fock space.

Theorem 3.12 ( 39 , Corollary 7.23]). Suppose that $p=0$ and let $\boldsymbol{\lambda}, \boldsymbol{\mu} \in \Lambda_{n}^{r}$. Then

$$
\left[\Delta^{\boldsymbol{\lambda}}: L^{\mu}\right]_{v}=d_{\lambda \mu}(v)
$$

Over a field of arbitrary characteristic, the decomposition numbers for the cyclotomic $q$-Schur algebras agree with those for the Ariki-Koike algebras.

Theorem 3.13 ( 35, Theorem 5.1]). Suppose that $\boldsymbol{\lambda}, \boldsymbol{\mu} \in \Lambda_{n}^{r}$ with $\boldsymbol{\mu} \in \Lambda_{n}^{a}$. Then

$$
\left[\Delta^{\boldsymbol{\lambda}}: L^{\mu}\right]=\left[S^{\boldsymbol{\lambda}}: D^{\mu}\right]
$$

We define a partial order $\triangleq$ on $\Lambda_{n}^{r}$ by saying that $\boldsymbol{\mu} \triangleq \boldsymbol{\lambda}$ if

$$
\sum_{k=0}^{l-1}\left|\mu^{(k)}\right|+\sum_{i=1}^{t} \mu_{i}^{(l)} \geqslant \sum_{k=0}^{l-1}\left|\lambda^{(k)}\right|+\sum_{i=1}^{j} \lambda_{i}^{(l)}
$$

for all $0 \leqslant l \leqslant r-1$ and all $t \geqslant 0$, and we write $\boldsymbol{\mu} \triangleright \boldsymbol{\lambda}$ if $\boldsymbol{\mu} \triangleq \boldsymbol{\lambda}$ and $\boldsymbol{\mu} \neq \boldsymbol{\lambda}$. The next results follow from the construction of the cellular basis of $\mathcal{S}$ [35, Theorem 4.11] and the block structure of $\mathcal{S}$ [33, Theorem 2.11].
Proposition 3.14. Suppose that $\boldsymbol{\lambda}, \boldsymbol{\mu} \in \Lambda_{n}^{r}$.

- $\left[\Delta^{\boldsymbol{\lambda}}: L^{\boldsymbol{\mu}}\right]=1$ and $\left[\Delta^{\boldsymbol{\lambda}}: L^{\boldsymbol{\mu}}\right]=0$ unless $\boldsymbol{\mu} \triangleq \boldsymbol{\lambda}$.
- $\left[\Delta^{\boldsymbol{\lambda}}: L^{\mu}\right]=0$ unless $\boldsymbol{\lambda} \sim \boldsymbol{\mu}$.

The next result is an application of a theorem of Bowman and Speyer.
Proposition 3.15 ( 4, Corollary 3.15]). Suppose that $r \geqslant 2$, that $\boldsymbol{\lambda}, \boldsymbol{\mu} \in \Lambda_{n}^{r}$ and that $\left|\lambda^{(0)}\right|=\left|\mu^{(0)}\right|$. Let $\hat{\boldsymbol{\mu}}=\left(\mu^{(1)}, \ldots, \mu^{(r-1)}\right), \hat{\boldsymbol{\lambda}}=\left(\lambda^{(1)}, \ldots, \lambda^{(r-1)}\right)$ and $\hat{\boldsymbol{a}}=\left(a_{1}, \ldots, a_{r-1}\right)$. Consider the decomposition numbers $\left[\Delta^{\left(\lambda^{(0)}\right)}: L^{\left(\mu^{(0)}\right)}\right]$ and $\left[\Delta^{\hat{\boldsymbol{\lambda}}}: L^{\hat{\mu}}\right]$ where the first is for a cyclotomic $q$-Schur algebra with e-multicharge ( $a_{0}$ ) and the second for a cyclotomic $q$-Schur algebra with e-multicharge $\hat{\boldsymbol{a}}$. We have

$$
\left[\Delta^{\lambda}: L^{\mu}\right]=\left[\Delta^{\left(\lambda^{(0)}\right)}: L^{\left(\mu^{(0)}\right)}\right]\left[\Delta^{\hat{\lambda}}: L^{\hat{\mu}}\right]
$$

Let $\mathscr{G}$ denote the Grothendieck group of $\mathcal{S}$ with $\llbracket M \rrbracket$ denoting the element of $\mathscr{G}$ corresponding to the $\mathcal{S}$-module $M$, so that $\llbracket M \rrbracket=\llbracket N \rrbracket$ whenever the multiset of composition factors of $M$ is equal to the multiset of composition factors of $N$. By Proposition $3.14\left\{\llbracket \Delta^{\boldsymbol{\lambda}} \rrbracket \mid \boldsymbol{\lambda} \in \Lambda_{n}^{r}\right\}$ is a basis of $\mathscr{G}$. Set $h_{\boldsymbol{\lambda} \mu}=\left[\Delta^{\boldsymbol{\lambda}}: L^{\boldsymbol{\mu}}\right]$. For $\boldsymbol{\mu} \in \Lambda_{n}^{r}$, let $P^{\boldsymbol{\mu}}$ denote the projective cover of the simple module $L^{\mu}$. Then, by the properties of a cellular algebra,

$$
\llbracket P^{\boldsymbol{\mu}} \rrbracket=\sum_{\boldsymbol{\lambda} \in \Lambda_{n}^{r}} h_{\boldsymbol{\lambda} \mu} \llbracket \Delta^{\boldsymbol{\lambda}} \rrbracket .
$$

Now let $\mathcal{S}^{0}$ denote a cyclotomic $q$-Schur algebra with the same parameters $r, n, e$ and $\boldsymbol{a}$ as $\mathcal{S}$, but defined over a field of characteristic 0 . Let $h_{\lambda \mu}^{0}$ denote the multiplicity of the simple $\mathcal{S}^{0}$-module $L^{\mu}$ as a composition factor of the $\mathcal{S}^{0}$-module $\Delta^{\boldsymbol{\lambda}}$. Let $D$ (resp. $D_{0}$ ) denote the decomposition matrix of $\mathcal{S}$ (resp. $\mathcal{S}^{0}$ ), that is the matrix whose rows and columns are indexed by the elements of $\Lambda_{n}^{r}$ and where the $(\boldsymbol{\lambda}, \boldsymbol{\mu})$-entry is $h_{\boldsymbol{\lambda} \boldsymbol{\mu}}$ (resp. $h_{\lambda \mu}^{0}$ ). We assume that the ordering on $D$ and $D_{0}$ is identical and is compatible with $\triangleq$ so that by Proposition 3.14 the decomposition matrices are lower unitriangular.

The reference we give below is actually for the $q$-Schur algebra, but the proof for the cyclotomic $q$-Schur algebra is identical. The matrix $A$ is known as an adjustment matrix.

Theorem 3.16 ( [34, Theorem 6.35]). There exists a square lower unitriangular matrix $A$ whose rows and columns are indexed by the elements of $\Lambda_{n}^{r}$ and whose entries are non-negative integers such that

$$
D=D_{0} A
$$

Hence if $A=\left(a_{\boldsymbol{\tau} \boldsymbol{\mu}}\right)$ and $\boldsymbol{\lambda}, \boldsymbol{\mu} \in \Lambda_{n}^{r}$, we have

$$
h_{\boldsymbol{\lambda} \mu}=\sum_{\boldsymbol{\tau} \in \Lambda_{n}^{r}} h_{\boldsymbol{\lambda} \boldsymbol{\tau}}^{0} a_{\boldsymbol{\tau} \mu} .
$$

Let $i \in I$ and $m \geqslant 1$. As in 40, we define an induction functor $\uparrow_{i}^{(m)}: \mathcal{S}_{r, n}-\bmod \rightarrow \mathcal{S}_{r, n+m}$ - $\bmod$ with the property that if $\boldsymbol{\nu} \in \Lambda_{n}^{r}$,

$$
\llbracket \Delta^{\nu} \rrbracket \uparrow_{i}^{(m)}=\sum_{\nu \xrightarrow{m: i} \boldsymbol{\lambda}} \llbracket \Delta^{\boldsymbol{\lambda}} \rrbracket .
$$

The reader should compare with the action of $f_{i}^{(m)}$ on $s_{\nu}$ in Section 2.5. The functor $\uparrow_{i}^{(m)}$ is exact and so

$$
\llbracket P^{\nu} \rrbracket \uparrow_{i}^{(m)}=\sum_{\lambda \in \Lambda_{n+m}^{r}} b_{\boldsymbol{\lambda}} \llbracket P^{\boldsymbol{\lambda}} \rrbracket,
$$

for some $b_{\boldsymbol{\lambda}} \in \mathbb{N}$. Suppose that $1 \leqslant j \leqslant e-1$ and $s \geqslant 1$. Define

$$
\uparrow^{(s, j)}=\uparrow_{j}^{(s)} \circ \uparrow_{2}^{(s)} \circ \uparrow_{1}^{(s)} \circ \uparrow_{j+1}^{(s)} \circ \ldots \circ \uparrow_{e-1}^{(s)} \circ \uparrow_{0}^{(s)}
$$

and compare the definition with that of $f^{(s, j)} \in \mathcal{U}$. Mirroring our notation in the previous section, if $\boldsymbol{\mu} \in \mathcal{R}_{\text {reg }}$, we set $Q(\boldsymbol{\mu})=\sum_{\boldsymbol{\lambda} \approx \mu} g_{\boldsymbol{\lambda} \boldsymbol{\mu}} \llbracket \Delta^{\boldsymbol{\lambda}} \rrbracket$, where $g_{\boldsymbol{\lambda} \boldsymbol{\mu}}=g_{\boldsymbol{\lambda} \mu}(1)$. Our set-up is then identical to that of Proposition 3.8 and so we obtain the following result.
Lemma 3.17. Suppose $s>0$ and that $\boldsymbol{\nu} \in \overline{\mathcal{R}}_{\text {reg }}^{s}$. Let $1 \leqslant j \leqslant e-1$. Then

$$
Q(\boldsymbol{\nu}) \uparrow_{j}^{(s)}=\sum_{\eta \in \Lambda} c_{\nu_{j}^{0}\left(1^{s}\right)}^{\eta} Q\left(\left(\nu_{0}^{0}, \ldots, \nu_{j-1}^{0}, \eta, \nu_{j+1}^{0}, \ldots, \nu_{e-1}^{0}\right),\left(\nu_{0}^{1}, \nu_{1}^{1}, \ldots, \nu_{e-1}^{1}\right), \ldots,\left(\nu_{0}^{r-1}, \nu_{1}^{r-1}, \ldots, \nu_{e-1}^{r-1}\right)\right) .
$$

Lemma 3.18. Suppose $s>0$ and that $\boldsymbol{\nu} \in \overline{\mathcal{R}}^{s}$. Suppose that $\boldsymbol{\sigma} \sim \boldsymbol{\nu}, \boldsymbol{\sigma} \not \approx \boldsymbol{\nu}$ and $\boldsymbol{\nu} \triangleright \boldsymbol{\sigma}$. Suppose that $\boldsymbol{\epsilon} \in \mathcal{R}$ is formed by adding s e-rim hooks to the first component of $\boldsymbol{\nu}$. Suppose that for some $1 \leqslant j \leqslant e-1$, $\llbracket \Delta^{\tau} \rrbracket$ appears in the sum $\llbracket \Delta^{\sigma} \rrbracket \uparrow_{j}^{(s)}$ with non-zero coefficient. Then $\boldsymbol{\tau}$ 中 $\boldsymbol{\epsilon}$.
Proof. Take all multipartitions as above and suppose that $\boldsymbol{\tau} \triangleq \epsilon$. Then

$$
\left|\tau^{(0)}\right| \geqslant\left|\epsilon^{(0)}\right|=\left|\nu^{(0)}\right|+s e \geqslant\left|\sigma^{(0)}\right|+s e \geqslant\left|\tau^{(0)}\right|
$$

so we must have equalities throughout the equation. Thus $\tau^{(k)}=\sigma^{(k)}$ and $\epsilon^{(k)}=\nu^{(k)}$ for all $k \geqslant 1$. However, thanks to the equality of the sizes of the first component and the dominance conditions, we have

$$
\begin{aligned}
& \sum_{k=1}^{l-1}\left|\nu^{(k)}\right|+\sum_{i=1}^{t} \nu_{i}^{(l)} \geqslant \sum_{k=1}^{l-1}\left|\sigma^{(k)}\right|+\sum_{i=1}^{t} \sigma_{i}^{(l)}, \\
& \sum_{k=1}^{l-1}\left|\tau^{(k)}\right|+\sum_{i=1}^{t} \tau_{i}^{(l)} \geqslant \sum_{k=1}^{l-1}\left|\epsilon^{(k)}\right|+\sum_{i=1}^{t} \epsilon_{i}^{(l)}
\end{aligned}
$$

for all $1 \leqslant l \leqslant r-1$ and $t \geqslant 0$, so that in fact $\sigma^{(k)}=\nu^{(k)}$ for all $k \geqslant 1$. But $\boldsymbol{\sigma} \sim \boldsymbol{\nu}$, so by Proposition 2.2, we have $\left(\sigma^{(0)}\right) \approx\left(\nu^{(0)}\right)$ so that $\boldsymbol{\sigma} \approx \boldsymbol{\nu}$, giving the required contradiction.

Lemma 3.19. Suppose that $\boldsymbol{\mu}, \boldsymbol{\lambda} \in \mathcal{R}$ with $\boldsymbol{\mu} \approx \boldsymbol{\lambda}$ and $\left|\mu_{i}^{0}\right|=\left|\lambda_{i}^{0}\right|$ for all $0 \leqslant i \leqslant e-1$. Suppose that $\mathrm{h}\left(\mu^{(0)}\right)=\mathrm{h}\left(\lambda^{(0)}\right)<p$. Then $h_{\lambda \mu}=0$.
Proof. Given the conditions on $\boldsymbol{\mu}$ and $\boldsymbol{\lambda}$, we have $\left|\mu^{(0)}\right|=\left|\lambda^{(0)}\right|$. By 25, Proposition 3.3] we have that $\left[\Delta^{\left(\lambda^{(0)}\right)}: L^{\left(\mu^{(0)}\right)}\right]=0$. The lemma then follows from Proposition 3.15 .

We are now ready to prove the main result of this section. Set $g_{\boldsymbol{\lambda} \boldsymbol{\mu}}=g_{\boldsymbol{\lambda} \boldsymbol{\mu}}(1)$.

Theorem 3.20. Suppose that $\boldsymbol{\lambda} \approx \boldsymbol{\mu}$ where $\boldsymbol{\lambda} \in \mathcal{R}$ and $\boldsymbol{\mu} \in \mathcal{R}_{\text {reg }}$. Suppose further that $p=0$ or $\mathrm{h}\left(\mu^{(k)}\right)<p$ for all $0 \leqslant k \leqslant r-1$. Then

$$
h_{\boldsymbol{\lambda} \boldsymbol{\mu}}=g_{\boldsymbol{\lambda} \boldsymbol{\mu}}
$$

Proof. If $p=0$ then the result follows from Theorem 3.12 and Theorem 3.10, so assume that $p>0$. As in the proof of Theorem 3.10, we use multiple induction arguments. The case $r=1$ appears as 25, Theorem 4.1]. So suppose that $r>1$, that Theorem 3.20 holds for $r-1$ and that $\boldsymbol{\mu} \in \mathcal{R}_{\text {reg }}$ with $\mathrm{h}\left(\mu^{(k)}\right)<p$ for $0 \leqslant k \leqslant r-1$. Suppose first that $\mathrm{h}\left(\mu^{(0)}\right)=0$. For any $\boldsymbol{\lambda}=\left(\lambda^{(0)}, \lambda^{(1)}, \ldots, \lambda^{(r-1)}\right) \in \Lambda^{r}$, set $\left.\hat{\boldsymbol{\lambda}}=\left(\lambda^{(1)}, \ldots, \lambda^{(r-1}\right)\right)$ and set $\hat{\boldsymbol{a}}=\left(a_{1}, \ldots, a_{r-1}\right)$. Then $\hat{\boldsymbol{\mu}},\left(\mu^{(0)}\right) \in \mathcal{R}_{\text {reg }}$. Suppose that $\boldsymbol{\lambda} \approx \boldsymbol{\mu}$. If $\mathrm{h}\left(\lambda^{(0)}\right)>0$ then $\boldsymbol{\mu}$ 中 $\boldsymbol{\lambda}$ and $h_{\boldsymbol{\lambda} \mu}=g_{\boldsymbol{\lambda} \boldsymbol{\mu}}=0$ so assume $\mathrm{h}\left(\lambda^{(0)}\right)=0$, that is, $\lambda^{(0)}=\mu^{(0)}$. Now, applying Proposition 3.15 we have

$$
h_{\boldsymbol{\lambda} \boldsymbol{\mu}}=h_{\left(\lambda^{(0)}\right)\left(\mu^{(0)}\right)} h_{\hat{\boldsymbol{\lambda}} \hat{\boldsymbol{\mu}}}=g_{\hat{\boldsymbol{\lambda}} \hat{\boldsymbol{\mu}}}=g_{\boldsymbol{\lambda} \boldsymbol{\mu}}
$$

where the middle step follows from the inductive hypothesis and Proposition 3.14 and the last step follows from Lemma 3.4 Hence Theorem 3.20 holds when $\mathrm{h}\left(\mu^{(0)}\right)=0$.

Now suppose that $p>\mathrm{h}\left(\mu^{(0)}\right)>0$ and that Theorem 3.20 holds for all $\boldsymbol{\nu} \in \mathcal{R}_{\text {reg }}$ with $\mathrm{h}\left(\nu^{(0)}\right)<\mathrm{h}\left(\mu^{(0)}\right)$ and $\mathrm{h}\left(\nu^{(k)}\right)<p$ for $1 \leqslant k \leqslant r-1$. Choose $1 \leqslant j \leqslant e-1$ such that $\mu_{j}^{0} \neq \varnothing$. Let $\nu$ be the partition whose Young diagram is obtained by removing the first column from $\left[\mu_{j}^{0}\right]$, where we suppose that we remove $s \geqslant 1$ nodes. Let $\boldsymbol{\nu}$ be the multipartition with the same multicore as $\boldsymbol{\mu}$ and

$$
\nu_{i}^{k}= \begin{cases}\nu, & k=0 \text { and } i=j \\ \mu_{i}^{k}, & \text { otherwise }\end{cases}
$$

By the inductive hypothesis,

$$
\llbracket P^{\nu} \rrbracket=\sum_{\boldsymbol{\sigma} \approx \boldsymbol{\nu}} g_{\boldsymbol{\sigma} \nu} \llbracket \Delta^{\boldsymbol{\sigma}} \rrbracket+\sum_{\substack{\boldsymbol{\sigma} \nsim \boldsymbol{\nu}}} h_{\boldsymbol{\sigma} \nu} \llbracket \Delta^{\boldsymbol{\sigma}} \rrbracket=Q(\boldsymbol{\nu})+\sum_{\boldsymbol{\sigma} \not \boldsymbol{\sigma} \nsim \boldsymbol{\nu}} h_{\boldsymbol{\sigma} \nu} \llbracket \Delta^{\boldsymbol{\sigma}} \rrbracket .
$$

Now by Lemma 3.17.

$$
\llbracket P^{\boldsymbol{\nu}} \rrbracket \uparrow_{j}^{(s)}=Q(\boldsymbol{\nu}) \uparrow_{j}^{(s)}+\sum_{\boldsymbol{\sigma} \not \approx \nsim \boldsymbol{\nu}} h_{\boldsymbol{\sigma} \boldsymbol{\nu}} \llbracket \Delta^{\boldsymbol{\sigma}} \rrbracket \uparrow_{j}^{(s)}=\sum_{\eta} c_{\nu\left(1^{s}\right)}^{\eta} Q(\eta)+\sum_{\boldsymbol{\sigma} \widetilde{\boldsymbol{\sigma}} \boldsymbol{\nu}} h_{\boldsymbol{\sigma} \boldsymbol{\nu}} \llbracket \Delta^{\boldsymbol{\sigma}} \rrbracket \uparrow_{j}^{(s)} ;
$$

we also have

$$
\llbracket P^{\nu} \rrbracket \uparrow_{j}^{(s)}=\sum_{\epsilon \approx \mu} b_{\epsilon} \llbracket \Delta^{\epsilon} \rrbracket+\sum_{\substack{\epsilon \sim \mu \\ \epsilon \nsim \mu}} b_{\epsilon} \llbracket \Delta^{\epsilon} \rrbracket
$$

for some $b_{\epsilon} \in \mathbb{N}$. Take $\eta \neq \mu_{j}^{0}$ such that $c_{\nu\left(1^{s}\right)}^{\eta} \neq 0$ and define $\boldsymbol{\eta}$ as in the proof of Proposition 3.9. By Lemma 3.19 we have $h_{\boldsymbol{\eta} \boldsymbol{\mu}}=0$. Take $\boldsymbol{\epsilon} \sim \boldsymbol{\mu}$ such that $b_{\boldsymbol{\epsilon}} \neq 0$.

- If $\boldsymbol{\epsilon} \not \approx \boldsymbol{\mu}$ then by Lemma 3.18, $\boldsymbol{\epsilon}$ 中 $\boldsymbol{\eta}$ and so $h_{\boldsymbol{\eta} \boldsymbol{\epsilon}}=0$.
- If $\boldsymbol{\epsilon} \approx \boldsymbol{\mu}$ and $\boldsymbol{\epsilon} \triangleright \boldsymbol{\eta}$ then $\epsilon_{i}^{k}=\mu_{i}^{k}$ unless $k=0$ and $i=j$. Hence by Lemma 3.19, $h_{\boldsymbol{\eta} \boldsymbol{\epsilon}}=0$.

Thus the only way that we have $h_{\boldsymbol{\eta} \boldsymbol{\mu}}=0$ is if

$$
\llbracket P^{\nu} \rrbracket \uparrow_{j}^{(s)}=\sum_{\eta} c_{\nu\left(1^{s}\right)}^{\eta} \llbracket P^{\eta} \rrbracket+\sum_{\epsilon} r_{\epsilon} \llbracket P^{\epsilon} \rrbracket
$$

for some $r_{\epsilon} \in \mathbb{N}$. Consider $\boldsymbol{\lambda} \approx \boldsymbol{\mu}$. Then the coefficient of $\llbracket \Delta^{\boldsymbol{\lambda}} \rrbracket$ in $\llbracket P^{\nu} \rrbracket \uparrow_{j}^{(s)}$ is

$$
\sum_{\eta} c_{\nu\left(1^{s}\right)}^{\eta} g_{\boldsymbol{\lambda} \boldsymbol{\eta}}=\sum_{\eta} c_{\nu\left(1^{s}\right)}^{\eta} h_{\boldsymbol{\lambda} \boldsymbol{\eta}}+\sum_{\boldsymbol{\epsilon}} r_{\boldsymbol{\epsilon}} h_{\boldsymbol{\lambda} \boldsymbol{\epsilon}}
$$

But by Theorem 3.16, each $\boldsymbol{\eta}$ that appears in the sum above is such that $g_{\boldsymbol{\lambda} \boldsymbol{\eta}}=h_{\boldsymbol{\lambda} \boldsymbol{\eta}}^{0} \leqslant h_{\boldsymbol{\lambda} \boldsymbol{\eta}}$, and so we must have $g_{\boldsymbol{\lambda} \boldsymbol{\eta}}=h_{\boldsymbol{\lambda} \boldsymbol{\eta}}$. Taking $\boldsymbol{\eta}=\boldsymbol{\mu}$, we complete the proof of the theorem.
Theorem 3.21. Suppose that $\boldsymbol{\lambda} \approx \boldsymbol{\mu}$ where $\boldsymbol{\lambda}, \boldsymbol{\mu} \in \mathcal{R}$ and $\boldsymbol{\mu} \in \Lambda^{a}$. Suppose further that $\mathrm{h}\left(\mu^{(k)}\right)<p$ for all $0 \leqslant k<r$. Then

$$
\left[S^{\boldsymbol{\lambda}}: D^{\mu}\right]_{v}=g_{\boldsymbol{\lambda} \mu}(v)
$$

Proof. The ungraded version of Theorem 3.21 follows from Theorem 3.20 and Theorem 3.12 . The graded version follows from Theorem 3.11 because there is a graded adjustment matrix that relates the graded decomposition numbers in characteristic 0 and characteristic $p$ [28, Section 10.3].
3.5. Scopes equivalences. A celebrated paper of Scopes 38 proves certain equivalences between blocks of the symmetric group algebra. Scopes' paper, which was generalized by Jost 27] to the Hecke algebras of type $A$, shows that the blocks are Morita equivalent and that there is a corresponding bijection between the partitions in the respective blocks which preserves the decomposition matrices. As we explain below, an generalization of the decomposition number result to the Ariki-Koike algebras was recently given by Dell'Arciprete [12] and a generalization of the Morita equivalence is a special case of even more recent work by Webster 41.

Fix an $e$-multicharge $\boldsymbol{a} \in I^{r}$. For $0 \leqslant i \leqslant e-1$, define $\phi_{i}: \mathbb{Z} \rightarrow \mathbb{Z}$ by setting

$$
\phi_{i}(b)= \begin{cases}b+1, & b \equiv i-1 \quad \bmod e \\ b-1, & b \equiv i \bmod e \\ 0, & \text { otherwise }\end{cases}
$$

Suppose $\boldsymbol{\lambda} \in \Lambda^{r}$. Define $\Phi_{i}(\boldsymbol{\lambda})$ to be the multipartition where the $\beta$-set of component $k$ is equal to $\Phi_{i}\left(\mathfrak{B}_{a_{k}}^{k}(\boldsymbol{\lambda})\right)$, that is we obtain the abacus configuration of $\Phi_{i}(\boldsymbol{\lambda})$ from that of $\boldsymbol{\lambda}$ by swapping runners $i$ and $i+1$ on all components (with a vertical shift if $i=0$ ).

The map $\Phi_{i}$ preserves $\sim_{a}$-equivalence classes.
Lemma 3.22 ( 16 , Proposition 4.6]). Let $\boldsymbol{\lambda}, \boldsymbol{\mu} \in \Lambda^{r}$. Then $\boldsymbol{\lambda} \sim_{a} \boldsymbol{\mu}$ if and only if $\Phi_{i}(\boldsymbol{\lambda}) \sim_{a} \Phi_{i}(\boldsymbol{\mu})$.
Let $B$ be a $\sim_{a}$-equivalence class of $\Lambda^{r}$. Say that the $\sim_{a}$-equivalence class $\tilde{B}$ is formed from $B$ by making a Scopes move if $\tilde{B}=\Phi_{i}(B)$ for some $0 \leqslant i \leqslant e-1$ and no multipartition $\boldsymbol{\lambda} \in B$ has any addable $i$-nodes. Let $\equiv_{\mathrm{Sc}}$ be the equivalence relation on the $\sim_{a}$-equivalence classes of $\Lambda^{r}$ generated by making Scopes moves; we call this Scopes equivalence. If $B \equiv_{\mathrm{Sc}} \tilde{B}$ then by composing the bijections $\Phi_{i}, \Phi_{i}^{-1}$ which give the Scopes moves between $B$ and $\tilde{B}$, we have a bijection $\Phi: B \rightarrow \tilde{B}$.
 Suppose $\boldsymbol{\lambda}, \boldsymbol{\mu} \in B$ with $\boldsymbol{\mu}$ a Kleshchev multipartition. Then $\Phi(\boldsymbol{\mu})$ is a Kleshchev multipartition and we have $\left[S^{\boldsymbol{\lambda}}: D^{\boldsymbol{\mu}}\right]=\left[S^{\Phi(\boldsymbol{\lambda})}: D^{\Phi(\boldsymbol{\mu})}\right]$.
Proposition 3.24 ( 41, Lemma 3.2]). Suppose that $B$ and $\tilde{B}$ are $\sim_{\tilde{B}}^{\sim}$-equivalence classes with $B \equiv_{S c} \tilde{B}$. Then the blocks of the Ariki-Koike algebras corresponding to $B$ and $\tilde{B}$ are Morita equivalent.

Using Webster's work and the results of [32, Section 3.3], we can describe when a block is Scopes equivalent to a Rouquier block. Let $\boldsymbol{\lambda} \in \Lambda^{r}$ and recall the definition of $\mathfrak{b}_{i}^{k}(\boldsymbol{\lambda})$ from Subsection 2.4 For $0 \leqslant i \leqslant e-1$, define $\mathfrak{b}_{i}^{*}(\boldsymbol{\lambda})=\sum_{k=0}^{r-1} \mathfrak{b}_{i}^{k}(\boldsymbol{\lambda})$. By 16, Lemma 3.2], the function $\mathfrak{b}_{i}^{*}$ is constant on $\sim_{\boldsymbol{a}}$-equivalence classes, so if $B$ is such a class, we can define $\mathfrak{b}_{i}^{*}(B)$. Define a total order $\lessdot$ on $\{0,1, \ldots, e-1\}$ by saying that

$$
i \lessdot j \text { if } \mathfrak{b}_{i}^{*}(B)<\mathfrak{b}_{j}^{*}(B) \text { or if } \mathfrak{b}_{i}^{*}(B)=\mathfrak{b}_{j}^{*}(B) \text { and } i<j
$$

and define $\pi=\pi(B)$ to be the permutation such that

$$
\mathfrak{b}_{\pi(0)}^{*}(B) \lessdot \mathfrak{b}_{\pi(1)}^{*}(B) \lessdot \ldots \lessdot \mathfrak{b}_{\pi(e-1)}^{*}(B) .
$$

We say that a $\sim_{\boldsymbol{a}}$-equivalence class $B$ is a RoCK block if every $\boldsymbol{\lambda} \in B$ satifies

$$
\mathrm{h}(\boldsymbol{\lambda}) \leqslant \mathfrak{b}_{\pi(i)}^{k}(\boldsymbol{\lambda})-\mathfrak{b}_{\pi(i-1)}^{k}(\boldsymbol{\lambda})+1
$$

for all $1 \leqslant i \leqslant e-1$ and $0 \leqslant k \leqslant r-1$.
Proposition 3.25 ( [41, Proposition 4.3] \& [32, Section 3.3], Section 3.3). $A \sim_{a}$-equivalence class $B$ is $a$ RoCK block if and only if it is Scopes equivalent to a Rouquier block.

We could equally have defined a RoCK block to be a block which is Scopes equivalent to a Rouquier block and then given the equivalent combinatorial definition. Our terminology follows that of [41], although Webster's RoCK blocks are defined more generally; when applied to the Ariki-Koike algebras, the notations
coincide. Applying Proposition 3.23 we are now in a position to give some decomposition numbers for RoCK blocks.

Theorem 3.26. Suppose that $\mathcal{H}_{r, n}(q, \mathbf{Q})$ is defined over a field of characteristic $p \geqslant 0$. Take $\boldsymbol{\lambda} \in \Lambda_{n}^{r}$ and $\boldsymbol{\mu} \in \Lambda_{n}^{a}$ such that $\boldsymbol{\lambda}$ and $\boldsymbol{\mu}$ lie in a RoCK block $\mathcal{R}$ and $\boldsymbol{\lambda} \approx a \boldsymbol{\mu}$. Let $\pi=\pi(\mathcal{R})$ be the permutation defined above. Suppose that $p=0$ or $\mathrm{h}\left(\mu^{(k)}\right)<p$ for all $0 \leqslant k \leqslant r-1$. Then

$$
\left[S^{\boldsymbol{\lambda}}: D^{\boldsymbol{\mu}}\right]=\sum_{\boldsymbol{\alpha} \in \Gamma_{e+1}^{r}} \sum_{\boldsymbol{\beta} \in \Gamma_{e}^{r}} \sum_{\boldsymbol{\gamma} \in \Gamma_{e}^{r+1}} \sum_{\delta \in \Gamma_{e}^{r}}\left(\prod_{k=0}^{r-1} \prod_{i=0}^{e-1} c_{\mu_{\pi(i)}^{k} \gamma_{i}^{k}}^{\delta_{i}^{k}} c_{\alpha_{i}^{k} \beta_{i}^{k} \gamma_{i}^{k+1}}^{\delta_{i}^{k}} c_{\beta_{i}^{k}\left(\alpha_{i+1}^{k}\right)^{\prime}}^{\lambda_{k(i)}^{k}}\right) c_{\gamma_{0}^{0} \gamma_{1}^{0} \ldots \gamma_{e-1}^{0}}^{\varnothing} c_{\gamma_{0}^{r} \gamma_{1}^{r} \ldots \gamma_{e-1}^{r}}^{\varnothing} .
$$

3.6. Open questions. In Theorem 3.10, we show that $d_{\boldsymbol{\lambda} \mu}(v)=g_{\boldsymbol{\lambda} \mu}(v)$ for any $(\boldsymbol{\lambda}, \boldsymbol{\mu}) \in \mathcal{R}^{\diamond}$, and in order to obtain Theorem 3.11 we just ignore any $\boldsymbol{\mu} \in \mathcal{R}_{\text {reg }}$ not indexed by a Kleshchev multipartition. The definition of $g_{\boldsymbol{\lambda} \boldsymbol{\mu}}(v)$ does not depend on the common multicore of $\boldsymbol{\lambda}$ and $\boldsymbol{\mu}$. However, the set $\Lambda^{\boldsymbol{a}} \cap \mathcal{R}_{\text {reg }}$ does. Unfortunately we do not have a non-recursive way of testing whether a multipartition in a Rouquier block is a Kleshchev multipartition; that is, we would like an analogue of Lemma 2.3 for $r>1$.

Example. Let $e=2$ and $r=2$ and let


The 2-regular multipartitions are $\boldsymbol{\nu}(2), \boldsymbol{\nu}(4), \boldsymbol{\mu}(2)$ and $\boldsymbol{\mu}(4)$, and $d_{\boldsymbol{\nu}(x) \boldsymbol{\nu}(y)}(v)=d_{\boldsymbol{\mu}(x) \boldsymbol{\mu}(y)}(v)$ for all $1 \leqslant x \leqslant 4$ and $y=2,4$. However $\boldsymbol{\nu}(2)$ and $\boldsymbol{\nu}(4)$ are Kleshchev multipartitions whereas $\boldsymbol{\mu}(2)$ and $\boldsymbol{\mu}(4)$ are not.

If $r=1$, we are able to express the decomposition numbers $\left[S^{\boldsymbol{\lambda}}: D^{\mu}\right]_{v}$ in terms of other (unknown) decomposition numbers.

Proposition 3.27 ( 25 , Proposition 4.3]). Let $r=1$. Suppose that $\boldsymbol{\mu} \in \mathcal{R}_{\text {reg }}$ and $\boldsymbol{\lambda} \approx \boldsymbol{\mu}$. Set

$$
T(\boldsymbol{\mu})=\left\{\boldsymbol{\tau} \approx \boldsymbol{\mu}:\left|\tau_{i}^{0}\right|=\left|\mu_{i}^{0}\right| \text { for all } 0 \leqslant i \leqslant e-1\right\} .
$$

Then

$$
h_{\boldsymbol{\lambda} \mu}=\sum_{\tau \in T(\boldsymbol{\mu})} g_{\boldsymbol{\lambda} \tau} h_{\boldsymbol{\tau} \mu} .
$$

We were initially hopeful that an analogue of this result held for $r \geqslant 2$. We do not have any examples that contradict it, however we do not think it is likely to hold. When $\boldsymbol{\nu} \not \approx \boldsymbol{\mu}$, we have no control over the entries $a_{\nu \mu}$ of the adjustment matrix.

In Conjecture D , we conjectured that we have a formula for the decomposition numbers $[\Delta(\boldsymbol{\lambda}): L(\boldsymbol{\mu})]$ for the cyclotomic $q$-Schur algebras where $\boldsymbol{\lambda} \approx \boldsymbol{\mu}$ lie in a Rouquier block that holds for arbitrary $\boldsymbol{\mu}$, rather than $\boldsymbol{\mu} e$-regular as in Theorem 3.20 . The formula differs from $g_{\boldsymbol{\lambda} \boldsymbol{\mu}}(1)$ only by the addition of a term $c_{\alpha_{0}^{0} \alpha_{0}^{1} \ldots \alpha_{0}^{r-1}}^{\varnothing}$. In 25, Corollary 3.12], we proved Conjecture Din the case that $r=1$ using a runner-removal result of James and Mathas 26]. Unfortunately we do not have an analogue of the runner removal theorem for $r>1$.
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