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ABSTRACT

The Biocomplexity Project. (April 2001)

Christopher Meyer Sewell
Department of Compurter Science
Texas A&M University

Fellows Advisor: Dr. Paul Lindahl
Department of Chemistry

The ultimate goal of the Texas A&M ity Project is to ically and visually simulate a

plete chemical for a simplified cell. It will incorporate the rapidly growing knowledge
about cellular components, and will highlight some of the emergent properties arising from the
interactions among these cormponents, providing a greater understanding of certain cellular processes.
This thesis describes the completed work with which I have been involved in this project, including
several related subproblems. A complete set of chemical reactions was written to model selected

metabolic and cell-cycle processes in the simplest prokaryotes. A computer program was written to read,

analyze, and hi lly simulate such . and a 3D computer animation was produced to

visualize the cell-cycle reactions. In order to better understand the properties of regulation in a cell, six

mechanisms were written and analyzed ic

. The models ined the effects of negative

feedback, cooperativity, oligomerization, transcription, and transcription feedback on the sensitivity of the
binding of a protein to its gene and on the range of synthesis and degradation "perturbments” the system
could tolerate. A data-fitting program was developed using a searching algorithm known as simulated
annealing in order to find values of rate constants that best fit data for the desired realistic behavior of the
mechanical cell. This algorithm was used to fit experimental data involving the enzyme acetyl CoA
synthase (which is present in simple chemoautotrophic prokaryotes) to mechanistic models. Therefore,
the groundwork has been laid for the project. An initial mechanism has been written, a program is
available to simulate it, regulatory mechanisms are better understood, and a method to fit concentration
data has been established. The next step is to divide the system into modules, incorporating the best
tegulatory mechanisms, and to fit each model to realistic data and link the solved, regulated modules into a

complete system.
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CHAPTER 1

INTRODUCTION

Over the last decade, the structure and function of dozens of complex biochemical molecules in the cell
have been determined. Some research, such as the Human Genome Project, has made headlines, but
significant progress has been made in many aspects of the fields of genomics, proteomics (the study of the
function of proteins), transcriptomics (the study of RNA), and metabolomics (the study of cellular
nutrients). The Texas A&M Biocomplexity Group was formed in 1998 by Professor Paul Lindahl of the
Texas A&M Department of Chemistry, with the goal of using this information to develop a complete
chemical mechanism for a simplified but functional simulated cell. The process involves writing a
sequence of chemical reactions to model the metabolic, regulatory, and cell-cycle reactions in the cell,
finding kinematic rate constants for these equations which produce an autocatalytic (self-reproducing)
system with components whose concentrations vary with time in a manner consistent with those of a real

cell, and producing animations based on data from the numerical simulations.

SUMMARY OF THE THESIS

Due to the ongoing nature of this long-term project, many results are not yet available for this thesis.
However, I have completed work on several sub-problems within the context of the biocomplexity project,
and these form the basis for this thesis. Chapter I describes the development of Mechanical Cell Three,
the group's first comprehensive cellular chemical mechanism. In addition to a full set of step-by-step
reactions, this phasc of the project included the coding of a mechanical cell simulating computer program
and the creation of a three-dimensional computer animation. Dr. Lindahl was responsible for writing most
of the mechanism, with some help from graduate student Erik McKee and myself. Mr. McKee and I wrote
the computer programs. Dr. Lindahl, Mr. McKee, undergraduate student Charles Johnson, and I created

the animation. A vital component of a cellular hanism is good lati A thorough

analysis was made of several characteristic regulatory mechanisms, and these results are presented in
Chapter ITI. Dr. Lindahl, Professor Jeff Morgan of the Texas A&M Department of Mathematics, and I
performed this analysis. A paper based on this study, "Quantitative Analysis of Protein Homeostatic
Mechanisms Used in Living Systems,” may soon be submitted to The Journal of Theoretical Biology. In

order 1o find best-fit rate constants for the desired "choreography” of our mechanical cells, a data-fitting

This thesis follows the style and format of The Journal of the American Chemical Society.



program was developed. However, this program was found to also be very useful for fitting data from two
experiments performed by other members of Dr. Lindahl's group. An overview of these experiments,
which are related to the biocomplexity project in that they involve the study of an enzyme important in the
simple methanogens on which our mechanical cells are based, and an analysis of the fitting procedure are
presented in Chapter IV. The experiments were performed by graduate student Ernie Maynard and post-
doctorate researcher Dr. Xiangshi Tan. I wrote the program to fit the data, using the Adaptive Simulated
Annealing algorithm of Les Ingber. Mr. Maynard's experiment is reported in a paper submitted to the
Journal of the American Chemical Society, "Kinetic Mechamism of Acetyl-CoA : Steady-State
Synthesis at Variable CO/CO2 Pressures,” and Dr. Tan's paper, "Kinetics of the Methyl Group Transfer

between Acetyl-Coenzyme A Synthase and the Corrinoid-Iron-Sulfur Protein from Clostridium

thermoaceticum,”" may also soon be submitted to the same journal
REVIEW OF LITERATURE

A review of the literature is particularly important in several areas of this project. A basic knowledge
about others’ attempts to create a mechanical cell is necessary. The analytical study of regulatory
mechanisms is vital for obtaining a working cell, and is a major part of this thesis, and therefore a review
of known cellular regulatory mechanisms and of previous studies of such systems is valuable. Finally, a
brief review of the development, abilities, and uses of the simulated annealing searching algorithm is

important to use it efficiently in fitting data.

Mechanical Cells. A few other research groups have begun the development of "virtual” cells. Tomita
and coworkers at Keio University in Japan have written a computer program called "E-cell" which
simulates enzyme activity and genetic processes in simple living systems (Normile 1999). E-cell allows
users to control the genes and enzymes in the cell, and numerically simulates the systemn using differential
equations. The consequences of nutrient deficiencies or gene deletions may be explored. E-cell is
modeled on Micoplasma genitalium. However, a number of important aspects of cellular mechanisms
have vet to be simulated. E-cell, for example, is not autocatalytic, does not replicate or partition its

genome, and does not change in volume or synthesize most of its metabolites.

Regulatory Mechanisms. Cellular proteins are synthesized by first producing a 1 y mRNA
strand from a gene on the DNA (transcription), and then binding chains of amino acids with
complementary tRNA anticodons to the mRNA at ribosomes (translation) (Wagner 2000). The rate at

which the genes are expressed can be controlled in a number of ways.



Transcription in prokaryotes is initiated when RNA polymerase binds to the promoter region of the operon
containing the gene. Thus, transcription may be prevented by the binding of repressor proteins to the
operator region of the operon, blocking RNA polymerase from binding and traversing the gene (Lewin

1997). The repressors may be proteins synthesized from separate regulatory genes, or they may be the

same protein for which the gene encodes. In the second case, ion is lled by the

of a product of the process being regulated, and is therefore an example of feedback inhibition (Voet &
Voet 1995). In negative feedback control regulation, as the concentration of a protein increases, its rate of
binding the operon of its own gene increases, shutting down further synthesis of itself and therefore

lowering its concentration.

If the first binding of a protein to its gene induces a conformational change which increases the ligand
binding affinity, then the protein may bind cooperatively (Voet & Voet, 1995) . This mechanism is

described by the induced-fit hypothesis. Cooperative negative feedback control regulation may increase

the sensitivity of gene expression to protein ions because each e binding is more rapid
than the previous. Multiple proteins may bind together to form oligomers, called dimers or tetramers in
the common cases of two proteins or four proteins (Voet & Voet, 1995). Oligomers may be formed and
then bind to the gene, rather than multiple proteins binding the gene one at a time. Experiments have

shown that this may sharpen feedback sensitivity, esp as associated with

such

as multistability and oscillations (Smolen et. al. 2000). Multiple, non-cooperative bindings can decrease

transcription rates without entirely shutting down synthesis (Almagor & Paigen 1987).

Transcription and translation may be viewed as two steps in a cascade, in which the product of one
reaction serves as a catalyst in the next reaction. Cascades exhibit more flexibility of control and can
provide enormous amplification of changes in reactant concentrations (Voet & Voet 1995). Cyclic
cascades, in which an enzyme is converted between more and less active forms by phosphorylation, are
common in cells. For example, the allosteric control of glycogen phosphorylase through ATP, G6P, and
glucose inhibition and AMP activation is accomplished with a bicyclic cascade. Cascades can provide
large response amplification in signal transduction. For example, if the binding of one hormone causes a
change in a membrane receptor which activates it to catalyze ten G proteins, each of which catalyzes the
production of ten of some other protein, there has been a response of one hundred molecules of a product
due to one signal molecule using a two-step cascade. The bleaching of one rhodopsin molecule ina
photoreceptor membrane can cause the hyrolysis of one hundred thousand cyclic guanosine
monophosphate molecules (Bray 1995). In general, the more levels in the cascade, the greater the

amplification. It can be proven that for an idealized simple cascade, the total response is the product of the



response caetficients for each level (Kholodenka et. al. 1997). Shacter-Noiman and colleagues established
expenmental evidence for cascade amplification in a cyclic-AMP-dependent phosphorylation-

dephosphorylation system (Shacter-Noiman. Chock, and Stadman 1983). In addition to providing

amplfication, cascades may also be able to convert ly varying signal mnto
discrete on/off outputs (Ferrell 1996). James Ferrell smdied this switch-like response in a three-level
MAP kinase cascade, and hypothesized that the behavior may be due to stoichiometric inhibitors, partial

enzyme saturation, or multistep phosphorylations.

Gene expression may also be affected by the stability of the mRNA molecules, which controls whether the

praduct of transcription survives long enough to be translated (Lewin 1997)

Cellular regulation is complicated by the face that random stanistical variation can be a significant factor
when regulatory circuits operate al very low concenfrations (McAdams & Arkin 1999). Regulatcd
proteins may be present in small copy numbers, and there may be only one gene for that protein per cell.

Multiple gene copies or parallel or i cted control pathways can i y, which may

provide a more reliable regulatory network under these conditions. Feedback loops may also be used to

provide stability despite the random variations.

A number of people have noted the properties of different types of regulatory mechanisms involved in
their research. Douglas Axe and James Bailcy developed a method to mathematically compare regulatory
mechanisms (Axe & Bailey 1993). Each mechanism is divided into the subsystem, including those
reactions directly involved in the synthesis of the protein, and the surrounding system, including all other
cellular actvities, which is treated as static and independent of the subsystem, according to the
Independent Surrounding System approxumation. Their Recovery from Intrinsic Displacerments procedure
is then used to determine a displacement state for the subsysiems so that the states for each model

correspond 1o equally probable stochastic deviations. The perurbments are transient departures of small

de. All p2 are displaced bascd on their interd d Since the per are

mechamsm-dependent and are all equally probable, fair comparisons may be made. Using experimental
rate constants, the differential equations for the mechanisms may be solved, and the time required for fifty
percent recovery from the perturbation may be calculated. They used this method to test the cooperative

binding hypothesis for rpoB.

Several groups have modeled gene regulatory networks with Boolean circuits. Denis Thieffry and David
Romera determined logical parameters which would allow a feedback circuit to generate multistativnary

or ascillatory behavior (Thieftry & Romero 1998). Since the percent of possible parameter values that



praduce a functional circuit decreases geometrically with circuit lengrh, biochemical regulatory systems

might be able to be d posed into bly indk dent feedback: lled repulatory modules.
Harley McAdams and Lucy Shapiro used electrical cirews 1o model a lysis — lysogeny decision circuit for
bacteniophage lambda, using signal time delays 1o account for protein synthesis and decay rates

(McAdams & Shapiro 1995).

Simulated Annealing Search Algorithm. N. Metropolis developed the first Monte Carlo importance-

sampling algorithm in order to solve large-dimensional path integrals in statistical physics problems

(Metropolis et. al. 1953). S. Kirkpatrick generalized this method to minimize any non-convex cost
function (Kirkpatrick 1983). Simulated annealing uses random importance sampling of parameter space

instead of using deterministic methods. L. [ngber developed Adaptive Simulated Annealing, which has a

temperature schedule that di \ly in time, making it faster than Cauchy

annealing algorithms and much faster than Boltzmant annealing techniques (Ingber 1989). It is used to

solve a wide variety of large nonlinear multi-d 1 problems in Gaussian-Markovian

space (Ingber 1995).



CHAPTER I

THE MECHANICAL CELL

The recent rapid advances in fields such as ics and ics have vastly 1 d our knowledge
about the function of many individual cellular components. However, the emergent properties arising
from the complex interactions among these many components remain largely unknown. The most
effective way to gain a thorough understanding of a complicated natural system is to model it. An
accurate model may be used to test hypotheses about the consequences of any number of changes or
perturbments to the system. Unfortunately, there is not yet enough data available to model any complete
living cell. However, it is the goal of the Biocomplexity Group to establish the methodology for the
creation of such a model using a somewhat simplified "mechanical” cell, using as much real data as
possible but filling in gaps with hypothetical mechanisms. While real cells may be too complex to fully
model in the near future, various important properties, such as regulation, specific cell cycle events, and
metabolism, may be simulated and studied. The ability to simulate a wide variety of cellular processes
numerically and visually (with three-dimensional animation) with high-powered computers is a valuable

to0l for theory formulation and testing and for educational purposes.

Mechanical Cell Three (MC3) is the Biocomlexity Group's most recent simulated cell. [t is based on the

simplest known living system, Micoplas: i This 0.2 -long bacterium has a genome
consisting of 580,000 base pairs encoding 480 genes. The complete metabolism of this organism, as well
as several others, has been determined, and is available from places such as Pangea Systems. MC3 isa
simplification even of this, consisting of twenty-nine genes, but nevertheless maintains the key

components of the Micoplasma cell-cycle, regulatory, and metabolic pathways.

There were three major aspects to the development of the MC3 model. First, a series of chemical
reactions was written to describe all of the cellular processes we wanted to model. Secondly, computer
programs had to be created to process, simulate, and animate the model. Finally, the system must be

analyzed mathematically and fit to rate constants and initial concentrations that provide the desired

behavior and "ch " of the time-d: dent chor ies of the The only phase of

this aspect for which complete results have been obtained is for the study of regulatory mechanisms
(described in Chapter III).



THE CHEMISTRY OF MC3

Molecul

Reaction

15 are step-by-step descriptions of how molecules react.
Each step is indicated by an elementary chemical reaction of the form A~B <> C+D, and may be
unimolecular and/or reversible, but trimolecular reactions are highly unlikely. Such chemical reactions

may be easily converted into a system ODEs. For example, the simple set of reactions
G+A—“5G+P (2-1)
P+Q—45 PO (2-2)

describes a system in which a gene G is a catalyst for the synthesis of a protein P from an amino acid A,
and the protein binds another protein Q to form PQ. The change in the concentration of each component
per unit time is a function of the rate constants and the reactant concentrations in each reaction in which it
is involved. If it is a product of the reaction, its concentration increases (positive term; if it is a reactant,

its concentration decreases (negative term). For example, the equation for the protein P is

& k(G141 kPO @3

These equations can then be solved for a set of rate constants by fitting to experimental data, as is often

done in kinematic studies of enzymes (see Chapter IV). Living systems consist of a set of molecular

components which react in d: with a complex hanism to catalyze the synthesis of another

copy of themselves (and waste) from raw materials,
(R, Ry ) b5 C Ly + W, (2-4)

Thus, living systems can be viewed as complicated enzymes that catalyze reactions, the products of which

are copies of themselves, and MC3 attempts to model them as such.

MC3 consists of 17,131 individual chemical reactions of the form A+B <> C+D, involving 11,725
components. Reactions were divided into "k-groups", by which the number of parameters ta fit was
reduced by considering similar reactions to have similar rate constants. In addition, most metabolites were

assumed to be present in time-indep constant ions, allowing them to be "absorbed”




into modified rate constants. For example, a second-order rate expression k[A](B] simplifies to k'[A]
where k' = k[B] if B is unchanging with time. Each reaction was also associated with a "V-group",
depending upon the volume (cytoplasm, membrane, inner surface, outer surface, or genome) in which it
occurs. Some reactions, referred to as counter reactions, involved the binding of potymers. In this case,
the number of components in the polymer was irrelevant to the rate, but was relevant to the mass balance
of the system. Counter reactions share the same rate constant (they are in the same k-group), and give the
reaction form and range of n, allowing them to be expanded into individual reactions by the simulation
program (see below). Logically, the reactions can be classified into metabolic, cell-cycle, and regulatory

reactions according to their function.

Metabolism in MC3. MC3 is a methanogen that grows ch hically in an environment with
carbon dioxide, hydrogen, hydrogen sulfide, phosphate ion, nitrogen, and nickel. A general overview of
MC'’s metabolism is illustrated in Figure 1. Methane, ATP, acetyl-CoA, ribose, three types of amino
acids, and phospholipids are produced from raw materials in reactions catalyzed by synthases. Four types
of nucleotides are produced from the amino acids, ribose, and ATP in a reaction also catalyzed by a
synthase. The genome has 174 bases, and twenty-seven of its five-base genes code for proteins. It also
includes oriC, the origin of replication, and terM, the terminus of replication. Proteins are tripeptides and

are synthesized using a ribosome and ATP.

Cell-Cycle Reactions in MC3. The cell-cycle reactions are responsible for genomic replication and
partitioning and for cell division. Due to the complexity and size of the cell-cycle reaction system,
attempts have been made to combine reactions into several levels of abstraction. For example, in the
highest abstraction level, illustrated in Figure 2, hundreds of reactions are combined in a single step. This
reduces the number of rate constants for which to solve. Solutions ar a high level may aid in determining

the rates of each reaction for which it is an abstraction, since it is the net rate for the pathway.

According to Figure 2, a newborn cell has a MINE protein bound to a genome (indicated by an O) and to a
chain of MUKB proteins. This chain is degraded by a MINE from the other side of the cell, which moves
across the cell, and then a MUKY protein is inserted between the two MINEs. A ring of FTSZ proteins
then begins to form around the circumference of the cell, starting at the left and right faces of the MUKY.
When the osmotic pressure inside the cell is high, phospholipids are inserted into the membrane, releasing
ADP. The ADP activates DNAA, which causes two POLA molecules to bind the genome. The POLAs
then traverse the genome in opposite directions, synthesizing a second copy of the genome. When they

come back together at the other end of the circular genome, they cause a WIRC:TRGD:WIRC trimer



PLPINT

Figure 1. Sch Metabolism of Mechanical Cell Three
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@ dissociate. TRGD then binds MUKY, and a MUKB chain then begins to form from the top and bottom
sides of MUKY:TRGD. The two copies of the genome are bound to the two original MUKBSs, so as the
chain lengthens the copies are partitioned into the two halves of the cell. When the FTSZ ring has formed,
the two WIRC molecules can bind the terminal FTSZs, and begin degrading the ring. As the ring gets
smaller, the cell consiricts from a single sphere evenmally into two spheres, connected by a minimum-
diameter ring. Two MINE molecules displace the minimum diameter ring, which is released as waste, and

the cell is divided into two newborn cells.

Regulation in MC3. Regulatory systems are important in MC3 for several reasons. Overall, hundreds of

types of proteins are created and consumed throughout the cell-cycle, but their concentrations must vary

minimally. Even unused proteins will decrease in ion as the volume i , and must
therefore be synthesized. In addition, the most promising method for determining rate constants involves
partitioning the reactions into small functional modules which can be solved independently. However,
each module will either generate or consume components involved in the reactions of other modules. The

main difficulty with linking these separately solved modules will be that the rate constants obtained by

lly different from those required once the modules

simulating two modules may be
are linked. The key to linking is for each module to be independently regulated, because they should then
be able to respond to changes in the rates by which shared inputs and outputs are consumed or generated.
The first step in the analysis phase of the MC3 model was therefore to examine the properties of

regulatory mechanisms. (See Chapter II1.)
COMPUTER SIMULATION AND ANIMATION
The second aspect of developing a mechanical cell was to create the computer programs necessary to read

in the reactions, rate constants, initial concentrations, and other pertinent information describing the

model, and then to perform useful analysis of the system and carry out numerical simulations. Of course

the puter programs are independent of the actual description of MC3; changes in the description, or
even entirely new mechanisms can be simulated by simply changing the descriptions in the input fiics
The development of these programs was an important part in the establishment of a methodology to deal

with the simulation of cells.

Inputting the Description of a Mechanism. A set of reactions and their associated data may be loaded
into the program through input text files which adhere to a precisely defined format. The name,
categories, rate constant group, volume group, reactants, products, stoichiometric coefficients, and

(optionally) counter parameters of each reaction are read line-by-line and passed to functions which



construct the data structures necessary for efficient i ion of the data. Reactions with up to two
counters are expanded to individual reactions by iteratively replacing occurrences of the counter
variable(s) with all numbers in the counters’ range(s), performing arithmetic as necessary (i.e., replacing
n+1 with 2 when n=1). Space for a reaction struct is dynamically allocated on the memory heap for each
reaction as it is parsed. Structs for each new component, category, k-group, and V-group are also created
as they are read. All instances of each type of struct are connected to each other by forming linked lists.
This abstract data type provides constant-time tail-insertion and allows run-time control of memory
allocation and deallocation for variable reaction sct sizes. The lists are also highly interconnected. Each
reaction struct contains pointers to an entry in the k-group list and an entry in the V-group list, as well as
lists of pointers into the category and component lists for all of its categories, reactants, and products.
Each component struct contains lists of pointers to all reactions in which it appears as a reactant and to all
reactions in which it appears as a product. Another text file containing initial copy-numbers and k-group
values is parsed. Read values are passed to functions which update the corresponding components for the
appropriate list entries. Initial structural parameters (such as cell volume, membrane thickness, surface
area, and the sizeof MUKB, FTSZ, and PLPs) are either specified or calculated from other specifications
From these values, the total number of particles in the cytoplasm is calculated, as an indicator of osmotic
pressure. Then, the amount of waste needed in the environment to match that osmotic pressure is

calculated and included in the environment.

Stachastic Simulation. The main simulation loop calculates the time at which a reaction will occur as
well as which reaction will occur at that time. The method used is essentially the Next Reaction method
developed by Gillespie. First, the stochastic “a” value for each reaction is calculated. This equals the
product of the k for that reaction multiplied by the current copy number of each reactant, and divided by
the current volume raised to the power one less than the number of reactants. The sum of all a-values is
called asum. The time at which the next reaction occurs, called tau, equals the cutrent time +
{Vasum}In(1/r,), where r) is a random number between 0 and 1. Let V = asum*rs, where r; is another
random number between 0 and 1, and let W be a running total of a-values from an arbitrarily ordered list
of the reactions. The reaction executed at time tau is that which first causes W 1o exceed V. After each
reaction is executed, the copy numbers of each component involved are updated accordingly. The osmotic
pressure inside the cell is determined and cell volumes are adjusted until the pressure matches that of the

environment. This volume is used to calculate the new size and shape of the membranc.

Monitoring Cellular Conditions. An important aspect of the model is to provide not only the reactions
required for the cell to grow and replicate, but also those that could indicate cell death. After each reaction,

the program compares the values of numerous parameters to a list of specified conditions which, if



obtained. would indicatc that the cell has died. One candition measutes the percentage of the membrane
volume occupied by PLP. If the percent occupancy 1s greater than 100%, the cell dies because this is
physieally impossible. If it is less than 50%. the cell dies because of a "leaky" membrane. If certain
counter reactions reach their maximum or minimum values, this is also cause for cell death as it indicates
unregulated growth. If any such condition is met. the program terminates and provides an “autopsy”

report stating the cause of death and the condition of the cell at that time. If the cell remains viable, the

program di whether the d in the last step of the cell cycle have been

duced. If so, the ion is 3 if not, the main loop repeats until these components are

gencrated. After each iteration of the main loop, the current time and the copy numbers of each
campanent are printed to a tab-delimited text file. Thus file can be opened in a spreadsheet application so

that copy numbers may be graphed as a function of time.

Completeness Checks. The large aumber of reactions invelved makes the probability of errors very high
One means by which the set of reactions 15 analyzed 15 by determining which components are either made
or used, but not both. If the detected "dead-end” components are anything besides starting materials or
waste products, the reaction set must contain an ertor.  Another means by which the reaction set is
analyzed is by determining whether every reaction could be executed. In this analysis program, raw
materials and the bare minimum of newborn cell components are assumed present. Every reaction that
could occur under these conditions (i.e., where all components are present at non-zero copy numbers) is
executed. Then the products of these reactions are given non-zero copy numbers and any additional
reactions that could occur are executed. This process continues until no additional reactions can be
executed, thereby revealing any unexecuted reactions in the set. The reaction set can also be organized by
functional category as well as by name, allowing easy locaton of reactions and a means for visual

inspection and individual analysis

Pathway Searches. Another means by which the reaction sets can be analyzed is by identifving pathways
{rom ene component to another. When a component reacts to generate products, it may be viewed as the
parent and the products can be considered its children. The children may also react, generating its children

and the grandchildren of the original component. A pathway is defined as the series of reactions

connecting a parent to a particular d ! These p may be traced by first following all of the
‘pointers in the reactants list of the initial component’s struct (i.e., the list of pointers to the reactions in
which the component is a reactant). Then all of the component pointers in the products list of these

reactions must be followed. This identifies all of the p which can be d from the initial

companent through a one-step pathway. This pracess is repeated until the goal component is encountered.

Sorne pathways are quite indirect and lengthy, suggesting that they are kinetically unimportant. Reactions



or components already encountercd are not repeated in the pathway; a second encounter is a "dead-end,”
as is an encounter with any compoenent specified in an input file as unimportant to pathway
determinations. Due to the large number of reactions and components in the full system, searching for
pathways of more than a few dozen steps becomes intractable. Breadth-first search exhibits exponential
growth in memory usage (because the previously visited nodes must be stored in order to print the
pathway once the goal component is found), while depth-first search experiences exponential growth in
run time. However, this algorithm has been used successfully in some cases, such as determining the

pathway by which the “assembly” used for cell cycle processes converts from its beginning to final form.

Generation of ODEs. The kinetics of complex chemical systems are typically solved using numerical
methods and by assuming large numbers of species reacting deterministically. Since MC3 involves small
numbers of species reacting stochastically, the strategy is to solve our system as though it was
deterministic, and then use the resulting deterministic k-values to calculate stochastic a-values. This
procedure should be legitimate when the results of a large number of simulations are averaged. Thus, with

the reaction set loaded into the simulator, the ODEs corresponding to the time derivatives of each

component can be generated. This is done by the p list and foll g several levels of
pointers to obtain the k-groups and components involved in all the reactions in which the current
component is a reactant. These equations are outputted to a file. For the 17,131 reactions describing

MC3, this corresponded to 11,725 ODE's and 659 k-groups.

Computer Animations. In addition to numeric si p
important to the development of a cellular model because the complex three-dimensional interactions
among components over time can be very difficult to understand without visualization. A qualitative
description of the most important cell-cycle reactions of MC3 was generated using the LightWave
graphics program, producing a three-minute animation video. Processes such as genomic replication,
MUKB chain formation, the constriction of the FTSZ ring, and cell growth and division were represented.
Figure 3 includes several "screen shots" from the animation. In the future, we hope to use the numeric
simulation to drive the animation. By modifying the format of the output file from the numerical

simulator, this file may be used as input for LightWave, allowing the animation to accurately represent the

changes in copy numbers for all as by the stochasti lati Additional

spatial information may also be tracked by the component structs and similarly outputted to this file.
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ANALYSIS OF MC3

Much work remains in the analysis of MC3. A proposal for a two-year grant for this purpose has been
submitted to the National Institute of Health. Rate constants that provide a realistic "choreography” of
concentrations as a function of time for each component have not yet been determined, and therefore there
are no results from successful simulation runs to report yet. Results have however been obtained in some
subproblems within the analysis of MC3. Chapter III describes the comparative features of various
regulatory mechanisms, while Chapter IV discusses the data-fitting algorithm used to find best it rate

constants and how this has been applied to related experimental data.



CHAPTER IIT

THE REGULATORY MECHANISMS

Protein concentrations in living systems are affected by numerous processes, including transcription,
translation, proteclysis, and cell volume changes. Depending on the physiological role of the protein,
other processes may also perturb levels. Proteins involved in cell-cycle processes tend to change
concentration when they are active (such as when a structure for which they are a corponent is being

builit) and then change again in the opposite direction when the activity is complete (such as when the

structure disassembles). Proteins involved in or gene ion change ion as they
bind or unbind substrates, products, or effector molecules, or as they are covalently modified or

unmodified.
METHODS OF CELLULAR REGULATION
Negative Feedback Control. Despite these varied and opposing influences, concentrations of most

cellular proteins presumably deviate only slightly around a specific value, at least at equivalent stages of

the cell cycle. In prokaryotes, the predomi ) hanism involves negative feedback

control of transcription. Autoregulated proteins (P) bind to regions of DNA (G) that control the
expression of the genes which encode them, thereby inhibiting transcription at high protein concentratians
and stimulating it at low concentrations (where “high™ and “low" are defined relative to the value of the
binding constant Ky associated with the reaction P + G = P:G). Other P’s are regulated indirectly
through the binding of transcription factor (TF) proteins to the regions of the DNA that control
transcription. The binding of TF to G s influenced by effector molecules (£) whose concentrations are
influenced, in turn, by P. For example, € may be the product of a P-catalyzed reaction. In homeostatic
mechanisms, either the binding of € TF to G will repress transcription of P, or the binding of TF to G will
stimulate it. Alternatively, if € is a substrate, either the binding of eTF to G will stimulate transcription or
the binding of TF to G will inhibit it,

Cooperativity. Transcription factors tend to exist in a monomer - oligomer equilibrium, with dimers and
tetramers being the most common oligomeric forms. Transcription factors bind DNA in their oligomeric
forms, an arrangement that affords cooperativity. In some cases, multiple copies of the oligomeric TFs

bind Gs, so as to add a second level of cooperativity. The binding serves to either stimulate or inhibit



transcription according to whether it promotes or inhibits the binding of RNA polymerase to the DNA.
This mechanism of associative binding with the polymerase adds a third level of cooperativity. Using the
A Repressor TF as an example, Ptashne has shown that cooperative binding increases the sensitivity of the
transcriptional “switch™ to changes within a particular repressor concentration region (as set by the
equilibrium constant associated with the binding of TF 1o G), and it decreases this sensitivity outside of
that region. Cooperativity resulting from the binding of multiple TF copies also increases the specificity

of binding to particular genetic loci.

Cascades. Transcription and translation may be viewed as a two-enzyme cascade, in which allosteric
binding of an effector molecule to one enzyme activates it to catalyze the activation of a second enzyme.
The advantage of this arrangement is that sensitivity of the rate of the reaction catalyzed by the second
enzyme to changes in effector concentration is amplified relative to what it would be if the effector bound
directly to the second enzyme. The number of levels and the rates of catalysis of each enzyme determine
the level of amplification. Transcription factors correspond to the effectors to be amplified. DNA, RNA
polymerase, and any other factors required for transcription together constitute the first enzyme in the
cascade (serving to catalyze the synthesis of mRNA from nucleotides). The resulting mRNA transcript,
tibosomes, and any other factors required for translation together constitute the second enzyme in the
cascade (serving to catalyze the synthesis of proteins from amino acids). Assuming that the concentrations

of the poly , it and the other ified factors required for transcription and translation

remain constant, this cascade may be described by the reaction in Figure 4.

N—>» M

A P

Figure 4. A Simple Cascade Mechanism.



The presence of a two-level reaction cascade in iption/ isms should affect the

regulatory/homeostatic properties of these systems.

Regulation in Cells. Naively, proteolysis might be expected to play an important role in the homeostasis
of proteins, because the effects of perturbing processes that would tend to increase or decrease levels of
proteins could be minimized by having rapid rates of both protein degradation and biosynthesis. Although
some proteins, especially those involved in cell cycle processes or metabolic control points, do have short
lifetimes (approximately ten minutes), the majority of proteins have long lifetimes (approximately 8000
minutes) relative to the cellular reproduction rate (about forty minutes). This suggests that for the majority
of proteins, the predominant process leading 1o declining concentrations is dilution due 1o the increasing
cell volume that accompanies cell growth. This situation must diminish the ability of these stable-protein
systems to maintain homeostasis in the presence of positive perturbations (those tending to increase levels
of P).

It appears that the for lating protein levels are implemented at the level of

transcription. The biosynthesis rate of mRNA is relatively fast (a typical transcript is made in about two
minutes), and the lifetime of a typical mRNA in prokaryotes is quite short (also about two minutes)
relative to the cell cycle period. Moreover, for a given transcript, the steady-state copy numbers per cell
are very low (two to three per cell), allowing small changes in absolute numbers to be a large percentage
change. These rapid rates and low copy numbers bode well for effective regulation. In fact, within
homeostatic mechanisms, this step appears to be most highly regulated. It is controlled by the negative
feedback mechanisms mentioned above, as well as by other reactions that serve to either stabilize or
destabilize the transcript for degradation. Given the cascade relationship mentioned above, the regulation

of transcription will be able to indirectly control the rate of translation.

THE SIX REGULATORY MECHANISM MODELS

Methods of Analysis. In order to study and compare the properties of regulatory mechanisms, simplce
systems of chemical reactions were written for six basic models, each regulating a single protein. These
models are illustrated in Figure 5. Each system consists of a regulatory "core” and a perturbation. This
perturbation is the same for each model, consisting of the synthesis of the protein P at a rate k; and the
degradation of P at a rate k,. These reactions represent the sum of all processes involving P other than
those which attempt to regulate it. Thus it would include reactions in which P is bound or unbound into

structural polymers or consumed or made in any way, m ion due to
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volume increases (since concentration is number per unit volume). The goal of the regulatory "core" is to
maintain the concentration of P regardless of these external rates k; and k. Of course, perfect regulation
is not possible; if k; and k, are much greater than the rates involved in the core reactions, P cannot be
regulated (unless k; and k; exactly balance each other out, degrading at exactly the same rate as
synthesizing, but this is highly improbable in any real system). The mechanisms can be compared,
however, based on how large these external rates can be without perturbing the concentration of P outside

of an acceptable range.

Description of the Models. The first of the six models, RM1, is completely unregulated. The gene G
simply catatyzes the synthesis of the protein P at some rate k;, and P degrades at rate k,. This mechanism

serves as a "control group." RM2 uses basic negative feedback to regulate P. The protein can bind the

gene which encodes it at a rate on ks and the ion of P, and can unbind it at a rate k.
Thus, when the concentration of P high, it binds G at a rapid rate, preventing further synthesis of P (since
unbound G is a catalyst for the synthesis of P). When the concentration of P decreases, less G is bound, so
it can catalyze the synthesis of more P, bringing its concentration back up. RM3 employs cooperativity, as
a second protein molecule can bind the singly-bound gene. Intuitively, this should increase the sensitivity
of the system to changes in the concentration of P because the binding effect is amplified. RM4
incorporates dimerization, and is similar to RM3, except that the two copies of the protein bind to each
other first and then bind together to the gene, rather than each binding the gene sequentially. RMS is the
first to distinguish between the processes of transcription and translation. The gene is a catalyst in the
synthesis of an mRNA molecule M which is itself a catalyst for the synthesis of P, rather than G catalyzing
the synthesis of P directly. This two-step cascade should also amplify the effect of changes in P. For
example, if the gene synthesizes ten mRNAs, each of which can then synthesize ten proteins, then a total
of one hundred proteins have been created as a result of the unbinding of one gene. RM6 adds negative
feedback control to the degradation of mRNA in addition to the gene itself. P can bind and unbind M, so
if the concentration of P increases, P can bind both G and M, quickly shutting down further synthesis of P.

ANALYSIS OF THE SENSITIVITY OF GENE BINDING

G/Goai ¥s. log(P) Plots. The ability of a regulatory system to regulate a protein depends on the sensitivity
of changes in the percent of genes that are unbound to changes in the concentration of the protein. This

* can be examined by plotting the percent of G that is bound (G divided by the sum of all components
including G, such as the unbound G and the bound GP) against P, as is shown in Figure 6 with P plotted
on a logarithmic scale to highlight the sensitivity of changes in G/Gq to large changes in P. A function

of G/Gyy in terms of P can be found from the steady-state and conservation equations of the system.
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Using the steady state equations means that we are examining the system in its “final" state (e.g., when all

of the concentrations have stopped changing).

0.6

G

0.44

0.29

0 162 163

Figure 6. Plot of 10g([P]) vs. G/Gegsl for RM2 (K = 1/1000).

RM2. The reaction mechanisms neglect raw materials and waste, which are assumed to be present in
quantities large enough that they are virtually unaffected by RM2 processes, allowing them to be
considered constant and therefore "absorbed” into the rate constants. The core of RM2 contains the

reactions

G—25G+P (3-1)
Pt (3-2)

G+P—t5GpP (3-3)



GP—tsG+P (3-4)
Ore of the differential equations of the system 1s then

A9y 1P1G)+ kGP) )

Since at steady state the concentrations are no longer changing, all derivatives are zero, so

0= —k;[P][G]+ k[GP] (3-6)
L_I6A 37
ko [PIGT T

Since matter can be neither created nor destroyed, the sum of the concentrations of all components

including G must be constant, so at all times

[Gow] = [GP] +[G] (3-8)

For convenience, Gy can be assumed to be one, yielding

1=[GP] +(G] (3-9)
Therefore,
[GP]=1-[G] (3-10)
may be substituted into (3-7),
1-[G]
w = Tora (3-11)
* PG

and solved for [G]
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1
Gl=— 3-12
[G) KPle1 (3-12)

Since Gy is taken to be one, G/Gyw = G. The steeper the slope of the G/Gygg) vs. log(P) curve, the more
sensitive the concentration of G is to this concentration of P. The steepest slope will always occur when
half of the genes are bound and half unbound (G = 1/2), providing the greatest flexibility in both

directions. Thus P can be best regulated when G = 1/2. Solving (3-12) for this case,

1 1
. S 3-13
2 K, [P+l e
[P]= L (3-14)
e 3
v
The slope at this point can be determined by taking the derivative of (3-12)
d 1 -K,
—— | (3-15)
dlPI\ K, [P1+1) (K, [P]+D)
and substituting in (3-14)
-K, -K, -
= N (3-16)
(K, —+1 4 47

RMI. A similar analysis may be performed with the other mechanisms. In RM1, G is never bound or
unbound, 50 G/Gqy always remains constant. Therefore its graph would be a horizontal line, as it would

be completely unresponsive to changes in P

RM3. Two steady-state equations and one conservation equation,



=K, 3-17)
k,  [GP)
—=——"-c=K, (3-18)
ks [PIGP)
[Guow] = 1=[G] + [GP] + [GP,] (3-19)

are needed in RM3 to obtain the G vs. P curve

[G] (3-20)

1
1+ K, [P1+ KK [PT

A relationship between K, and K, can be determined at the point of maximum slope by solving (3-20) for

K, when G = 172 and P = Pyia, the value (not yet known) of P when G = 1/2, yielding

1
K= (3-21)
[P )0+ KL[P,0 ]

which can be substituted back into (3-20). The maximal slope, the derivative of (3-20) when P,y =P, is

A 2K
[PIA+K,[P]) 1+ K,[P]

( 1 K, [P) ]
I+ — -t —
1+ K,[P] 1+K,[P]

(3-22)

This value depends on K. The larger K, , the steeper the slope. The limit as K, approaches infinity is

1] (3-23)

exactly twice that for RM2 (3-16). Therefore, the mechanism with cooperativity can be up to twice as

sensitive to changes in protein concentrations when regulating in the optimal region. The requirement that



K, be large makes sense because a K. approaching zero would be the same as RM2, since GP; would

never exist, leaving the same structure as RM2. The stronger the coop ity, the better. approaching the

limit of twice as good (for one extra level of cooperativaty).

level

As more levels of cooperativity are added, this maximal steep term also increases. A tv
cooperative system would be the same as RM3, with an extra reaction in which GP; reversibly binds
another P to form GP; . Any number of levels can be created by continuing to add such reactions. By
performing analyses similar to that presented above far RM3, it was determined that each successive level
of cooperativity added a term of -(1/4)(1/p) to the maximum slope. In other words, the maximum slope of

the G/Gyy vs. log(P) curve for a system in which n protein molecules can bind the gene (an n-/ level

)

Therefore, there is a linear relationship between the number of levels of cooperativity and the maximal

cooperative system) is

sensitivity of the system, and this sensitivity approaches infinity as the number of levels of cooperativity

approaches infinity.

RM4. A similar analysis may also be performed with RM4. The steady-state and conservation equations

£ 2
=2 = [i =K, (3-25)
ko [£]
LI [{"LJ =K, (3-26)
ke [GNR]
{Guou] = 1 =[G] + [GP} (3-27»
are used to find the G vs. P curve
K
G) : (3-28)

TK, K, [PT
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A relationship between K; and K, can be determined at the point of maximum slope by solving (3-28) for

K; when G = 1/2 and P =P,y , the value (not yet known) of P when G = 1/2, yiclding
K, =K,[P,T (3-29)
‘which can be substituted back into (3-28). The maximal slope, the derivative of (3-28) when Pyg = P, is

-1
ﬁ (3-30)
This is the same result as obtained for RM3 (3-23). This makes sense because the behavior of the system
should be similar regardless of whether the proteins bind to each other and then to the gene or both bind
directly 1o the gene individually; either way, there is in effect cooperativity and increased sensitivity to the
concentration of P. However, there is one notable difference between RM4 and RM3 in this analysis.
Equation (3-30) was obtained without taking any limits for values of equilibrium constants; this result is
independent of the equilibrium constants for the binding of P. Thus, while RM3 required large (limit to
infinity) values of the second equilibrium constant in order to approach its best behavior, RM4 obtains this

maximal slope without the need for any large equilibrium constants.

RMS and RM6. The G vs. log(P) plots for RM5 and RM6 are both identical to that for RM2. Although
these mechanisms include a cascade involving messenger RNA, equations (3-7) and (3-8) still hold, so the
G-binding analysis remains the same. Differences caused by the mRNA cascade only become apparent in

the regulatory region analysis, described in the next section.
ANALYSIS OF THE REGION OF REGULATION

Deseription of the Procedure. A good regulatory mechanism will allow the widest possible variation in
the rates of degradation and synthesis of a protein while maintaining the protein's concentration within
some tolerance of its initial value. For the purposes of comparison, for each mechanism this initial value
will be at the level at which G is most sensitive to changes in P, which was found to be when half of the
gene is bound (G/Gyoa = 1/2), the point of greatest slope for the G vs. log(P) graph (see previous section).
The value of P when G = 1/2 is called P,;4, and we choose Py = P,y The protein may be considered to be
effectively regulated as long as its concentration is within some range of its initial value, (1-£)Py < P<
(1+€)P,. The concentrations of both P and G at the edges of tolerance can be calculated. As indicated by

the negative slope of the graph, the maxunum percent of G bound will be at the minimum value of P, and
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the minimum percent of G bound will be at the maximum value of P. This is consistent with the fact that
G is a catalyst in the production of P, so there will be the most P when there is the most unbound G

available.

For mechanisms RM1 through RM4, the equation

k,( G J+kl
P Ga

k, +k,

(3-31)

will always hold (at steady-state), because P is synthesized at rates ks and k;[Gumpound], and is degraded at
rates k; and k;. Similarly, for mechanisms RM5 and RM6,

ShM ks (3-32)
ky + kg
will always hold (at steady-state) for the same reasons. By solving the other steady-state and conservation
equations specific to the individual mechanisms, and then substituting in the Py, / Gy and Prax / Gyin
values for P and G, P and G or M can be expressed as a function of only rate constants, equilibrium
constants, and &. When substituting this into (3-31) or (3-32), an equation relating k; and ky in terms of the
other rate constants can be obtained and solved for cither of these terms. Given values of the core
mechanism's rate constants, a graph of k; vs. ky can be plotted for both Py, / Gy and P, / Gigin
conditions for given values of the other rate constants and for €. The region between thesc two lines can
be considered the “regulated region", because for these combinations of k; and k, perturbment rates, P is
maintained within the tolerable range. Moreover, both functions will be linear, since k; and ky are not
multiplied by any non-constant terms in (3-31) or (3-32). Therefore a graph very similar to Figure 7 can

be plotted for each regulatory mechanism.
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Figure 7. Plot of Py, and Py, Lines for RM1 (k, =20 min™', G = % nM, £ = 0.1 and [Plinia = 1000 nM

i.e.k, =0.01 nM™" min™"). Units of k; and k; are nM'min" and min™, respectively).
P y

The Method as Applied to RM2. Consider for example RM2. In the G/Giyy vs. log(P) plot analysis, the

value of P when G = 1/2, referred to as Py , was calculated to be

== (3-33)

by solving the steady-state and conservation equations for G in terms of P and the equilibrium constant,

1
Gl= 5
[G] K [P+ 1 (3-34)

and then solving for P when G = 1/2 (see Equations 1 through 14).

When attempting to regulate at this value of P, the minimum tolerable value of P is
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1-¢
=(-¢)p,, = (3-35)

2

P

min

X

)

By substituting Py, into (3-34) for P, the maximum tolerable value of G is obtained. The equilibrium

constant cancels out, and Gy, is

G = 3-36
s = (3-36)
Similarly, the values of Py and Gp,in can be calculated.
l+e
P =(4e)P,, =—— (3-37)
K.,
G, = L (3-38)
"2+
The Pyyin / Gax line is therefore defined by substituting (3-35) and (3-36) into (3-31)
-k
;'2 +k,
1-¢)P,, =E—=2— G-39
(-2, ky +k,
and solving for k; (alternatively it could be solved for ky).
P (2k, + 2k, ~3k,z = 3k,e +kye? +k,2?) )
£-2
The Py / Gia line is defined by substituting (3-37) and (3-38) inte (3-31)
k
L1k,
(1+5)p _e+2 (3-41)

mid
ky +k,
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and solving for k;.

Py {2k, + 2k, +3k,6 +3k,e +h,8 + kg2 )=k,

Pt £y = £+2

(3-42)

Initially, at P = Py , there is no perturbment, so k; =k = 0. By choice, Pg = Pyyg, 30 at P =Py, G/Georss =
1/2. Therefore (3-31) becomes

B=P, = % (343
2

This can be substituted into (3-40) and (3-42) to obtain k; as a function only of rate constants and €.

—kk
k2 2% 2 2%

ke 3kke ke’ ke

Ponin 344
e-2 49

kl,‘:k‘1 SI(T,e+3I;,I:,,s +k,;2 +k]lc/:eZ
Poax: ky =—2 2 2k, (3-45)

£+2

The Uncorrelated Region. These two lines are plotted in Figure 8, using specific values for k;, k, and .
Although for any combination of ks and k, between the lines, P is regulated, the region of greatest interest
is the rectangle, called the uncorrelated region, bounded by the axes and the y-intercept of the Py, line and
the x-intercept of the Py, line. Any system can "regulate” large k; and k; rates if these two values
essentially cancel each other; a system in which extemal synthesis "perturbment” equals external
degradation "perturbment", there is no net perturbment, and regulation is unneeded, regardless of how
large these rates may be. What is more common and more important is to regulate when either kj or ky is
much greater than the other. The system can regulate along the vertical axis (ky = 0) up to the k; value
where Py, intersects the axis, and it can regulate along the horizontal axis (k; = 0) up to the k; value

" where Prin intersects the axis. Therefore the area of this "uncorrelated" region in which an external
degradation perturbment can be regulated without any "assistance" from an external synthesis

perturbment, or vice versa, is an important measure of the effectiveness of a mechanism.
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Figure 8. Plot of Py, and Py, lines for RM2 (values for parameters are as in Figure 7).

This area is easy to calculate because it is a rectangle, and the lengths of its sides are the y-intercept value

of the Py, line and the x-intercept value of the Py, line. To continue the example with RM2, the x (ky)

intercept of (3-44) may be found be setting kj to zero and solving for ky, yielding

k(e -3)

(e-2Ne-1)
Setting k, to zero gives the y (k) intercept of (3-45)
3ke ke’
i Al
2 2

£+2

The product of (3-46) and (3-47) is the area of the rectangle,

(3-46)

(3-47)
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(-321‘15 _k-TSJ(e -3

(3-48)

Results for All Mechanisms. Py, and P, lines and the area of the uncorrelated region of regulation
may be derived in a similar manner for each of the six regulatory systems from Figure 5. The arca

equations are listed in Figure 9, and all of the derivations are in the appendix.

Comparisons of the Areas of the Uncorrelated Rectangle. The & terms make these equations difficult
to understand and analyze. The equations may be simplified by selecting a specific value for g, such as
1/2. In this case, the protein is considered regulated as long as its concentration is between (1-g) = 1/2 and
(1+€) =3/2 times its initial value, allowing it to increase or decrease by fifty percent. Although this choice
is somewhat arbitrary, the relationships thus derived hold for any ¢ between zero and one, although the
exact degree of difference between the mechanisms may depend on &. It highlights the dependence of the
mechanisms on the values of the rate constants. The areas of the uncorrelated region for each mechanism
when & = 1/2 and when ¢ = 1/10 are listed in Figure 10, and may be obtained by substituting € = 1/2 or g =

1/10 into the area formulas from Figure 9.

The areas of RM1 through RM4 are all directly proportional to k and k,. This is consistent with the fact
that core systems are better able to balance large rates of external synthesis or degradation if the core itself
is able to synthesize or degrade P rapidly. In addition, all systems regulate best when Py is greatest. Thus,
the higher the level at which the system is regulating, the more effective all the mechanisms are. This
makes sense because a perturbment of a given size is relatively more significant the smaller the value of’
P; the gain or loss of fifty protein molecules is a much greater strain on a system trying to regulate at one

hundred molecules than one lating at one million

The mechanism that lacks negative feedback (RMI) can still maintain P within useful boundaries if the
concentration of P and the rates of its synthesis and degradation within the core system are large relative to
perturbments. The mechanism that includes basic negative feedback (RM2} yields a larger region of
regulation for uncorrelated k; and k; than does RM1. The mechanism that includes cooperative-binding

- feedback (RM3) yields a region even larger than that with basic feedback. This explains why many
transcription factors bind DNA in multiple copies. The mechanism that includes a pre-gene-binding

dimerization of P (RM4) has the same area as does the two-step cooperative binding mechanism. It does
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RM2 : Simple Negative Feedback
1 52(—3+s)k2}c1 (3+¢g)
2(-2+8)(-1+¢£) (2+¢)
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S
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1
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Figure 9. Area Equations for the Regulatory Mechanisms
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not seem to matter in this analysis whether the two protein molecules bind the gene independently or

dimerize and then bind the gene 10gether.

The hanism that distinguishes between ip and translation (RM5) can have a larger regulated

region than those that do not (RM2), depending on the rate of synthesis and degradation of M. Ifk;s in
RMS5 and k, in RM1 are considered to be the same, since they are both the rate of synthesis of P, RM3 will
be more effective than RM1 if k(3/ki4 > 1; ie., if ki3 > kys. The mRNA molecules must not be degraded
faster than they are synthesized, or else they will not last long enough to amplify the sensitivity of the
system by catalyzing the production of more P. The equations for RM6 are more difficult to directly

compare with the other mechanisms. However, when specific self- values are substituted for the

rate constants, the area for RM6 may be several times larger than that for RM5. Since RM6 adds the rate
constant kg which degrades M (when bound to P) in addition to the M degradation rate k4 from RMS5,

these mechanisms will have the same steady-state concentrations of all when ky; plus kigis a
constant, and all other rate constants are the same, For example, for a system in which G=0.5, P=1000,
M=2, and MP=2, the rate constants are k;=0.01, k5=4.0, k;5=5.0, k;¢=0.002, k;7=1.0, and k4 + ks = 1.0.
If ki = 1 and kg = 0, then the situation is exactly the same as in RMS5 (since RMS5 has no kig), and the area
of the rectangle with €=1/10 is 0.002503. If ks = I and k;4 =0, the area is 0.007015, about 2.8 times as
large. Therefore, regulation is clearly improved when M can be bound by P and then degraded in this
form, Together RMS and RMS6 indicate two important roles of mRNA in regulation. It can amplify
sensitivity by forming a cascade (RM5), and can provide a second source of negative feedback control
(RMBS6), with P binding to its mRNA in addition to its gene.

Mechanism Area withg =172 Area with g = 1/10
RM1 0.25k,k, 0.00556k k,
RM2 0.583k,k, 0.0504k,k,
RM3 0.973k k, 0.0222k,k,
RM4 0.973k,k, 0.0222k k,
RMS 0.s83faskake 0.0504 Fiskakn
" ky
e 5 09 faskishs Uy ke W2 | oo Rk by + Ao V2
\/kzkwklxkvsku (kg + k) \/kzkmklsklsklz (ks + k)

Figure 10. The Arca of the Uncorrelated Rectangle with € = 1/2 and 1/10.
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‘When ¢ = 1/2, the area of the region of regulation with uncorrelated k; and k, for RM2 is about 2.333
((7/12)/(1/4)) times larger than that for RM1, and the area for RM3 and RM4 is 3.892 ((253/260)/(1/4))
times larger than that for RM1. When e = 1/10, these factors are 2.253 and 3.997. These factors may be

plotted as a function of ¢, for € between zero and one, as is shown in Figure 11.

As the system becomes more tightly regulated (i.e., the limit as £ approaches zero), the advantage of RM2
over RM1 (i.e., the factor by which the area of RM2 is greater than that of RM1) decreases towards a
lower limit of 9/4. The advantage of RM3 and RM4 increases as & approaches zero towards an upper limit

no variation in P is allowed,

of 4. Of course all areas are d ing as & app zero; if at

absolutely no perturbations can be tolerated by any system.

As the system becomes less tightly regulated (i.c., the limit as € approaches one), the advantage of RM2
increases towards 8/3, while the advantage of RM3 and RM4 decreases to 16/5. A value of € greater than
one has meaning for the upper bound (protein concentration is more than double the initial value), but it

does not have meaning for the lower bound (yielding a negative concentration).

38 RM3/RMI =
RM4/RMI -
36

3.4
32

3
28

28 RM2/RMI "
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Figure 11. Ratios of the Area of the Region of Regulation with Uncorrelated k; and k, as a Function of €.



CHAPTER IV

DATA FITTING

A number of problems in the Biocomplexity Project involve searching for a large number of values
(usually rate constants) which give the best fit to real or theoretical data, such as constant concentration
functions for regulatory systems or a prescribed reality-based "choreography" for cell cycle reactions. The
more equations, the more unknowns, and the larger search space, the longer and harder such searches are.
Ideally, searches could be conducted with mathematical analysis to yield quick, exact solutions. In some
cases, such as minimizing algebraic equations, this can be done relatively easily with gradients or
LaGrange multipliers. However, most of this fitting involves solving the "inverse problem"; finding rate
constants that minimize the differences between data and the differential equation of a model. Clearly,

this cannot be expresscd in a closed algebraic form.

DESCRIPTION OF SIMULATED ANNEALING

Searching Strategy. In many cases, the easiest or only way to find parameter values to minimize a
complex function is to use computer searching algorithms. One of the most effcctive of these algorithms
for data fitting problems is simulated annealing. This method is similar to "hill-climbing" or "gradient-
descent” search algerithms, which evaluate a cost function with some set of parameter values, re-evaluate
it with changes in different directions for each of the parameters, and "move" in the direction of greatest
decrease in cost function value. The drawback of such methods is that they tend towards local minima.

To avoid this, simul allows to higher cost-function values, jumping around to

find better global minima, with a probability that d with time, anal to allowing hot metal to

cool slowly so it is malleable (hence its name). The Adaptive Simulated Annealing (ASA) algorithm
developed by Lester Ingber has been used for our data fitting. ASA calls a user-defined cost function,
passing it an array of parameters. The cost function then returns some value indicative of the "goodness"
of these parameter values, the lower the value the better. ASA then updates the parameter values based on
this returned cost, and calls the cost function again. This process repeats until no further improvement can

be found, or some maximum number of iterations is reached.

The figures and parameter values included in this chapter have been reprinted with permission from
“Kinetic Mechanism of Acetyl-CoA Synthase: Steady-State Synthesis at Variable CO/CO2 Pressures”, by
Emie Maynard, Christopher Sewell, and Paul A. Lindahl, submitted to the Journal of the American
Chemical Society for publication in 2001.



Cost Functions. The cost function may evaluate a cost in any way that can be programmed. For
regulatory systems, the cost function reads in a series of differential equations and uses the parameters as
rate constants to produce a fourth-order Runge-Kurta solution, and evaluates the constancy of the
generated concentration function for the protein. For fitting experimental or theoretical choreography

data, the cost function the imulated by Runge-Kutta using input ODEs and the

parameters as rate constants to the input data at each time point and returns the sum of the squares of the

residuals between the two.

Limitations of the Algorithm. Simulated annealing is useful for continuous problems, in which an

almost-ideal set of parameters returns an almost-ideal cost. This property holds well for data fitting

problems in most cases, since slightly sub-optimal rate will produce a simulation slightly off
P

from the data. However, certain "illegal” conditions sometimes present a problem. For example, no valid

may allow the concentration of any to ever be less than zero, even if overall the fit
is close to the data. By returning an exceptionally high cost value any time this happens, such simulations
may certainly be excluded from consideration. However, returning exactly the same value each time this
happens may cause ASA to be unable to choose a direction in which to move, and therefore prematurely
terminate, thinking no further improvement is possible. In addition, a high cost value may make ASA
Jjump away, significantly changing its parameter values, even though the previous parameter values may
have actually been very close to a good, valid fit if the error was just caused by one low-concentration
component briefly dipping slightly below zero. Often it has been best to disregard such illegal conditions

and to return the normal cost function, and hope the eventual best fit is legal.
FITTING ACETYL CO-A SYNTHASE EXPERIMENTAL DATA

Simulated annealing has not yet been used extensively to attermnpt to tind rate constants for MC3 (see
Chapter One) because additional analysis is first needed, and the division of reactions into modules must
be completed in order to start searching for solutions for these modules. However, the program has been
used 1o fit data from two sets of experiments involving the enzyme acetyl-CoA synthase, which is used by
certain chemoautotrophic arachae, similar to Micoplasma genitalium (the model for MC3), to convert

inorganic raw materials into acety!-CoA, which serves as the cell's source of energy.

o
ACS Il
CO, t Hy+—> CH;-C-CoA 4-1)
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The {CO| and [CO.] Dependence of Enzyme Activity, One experiment, performed by Ernie Maynard,
studied the dependence of acetyl-CoA synthase's activity on the partial pressures of carbon monoxide and
carbon dioxide. When [CO] was varied from 0 to 100 pM in a balance of argon, rates increased sharply
from 0.3 to 100 min™", At [COJ greater than 100 uM, rates declined sharply and eventually stabilized at 10
min” at 980 uM CO. These results are plotted in Figure 11. However, rates increased as [CO,] increased

for the entire range of {CO,], coalescing towards a final rate of about 150 min™', as shown in Figure 12.
Eleven different mechanisms were attempted to fit all experimental data using the simulated annealing

program. The simplest model which fit the data well was a mechanism called U4AT (for Uncompetitive,
4 CO bindings, Activation, Two Terms), given by

k,
{k—J [C0]+[‘—“’} (€0;]
v Koo Ko Jeo, k,,[CO]

= S + 4-2)
[Epa] T [CO] +T [€O,] + A K. +ICO]
Koco neo,
where
) =| (coy
T=1+) - (4-3)
- K,
k=1
and
A=1+ KMJ)_ (-4)

K, [COT+ £ ,[CO,]

Data sets consisted of v/[Eqal] rates for varying {CO] and [CO,), and all other terms in equations (4-2), (4-

. 3), and (4-4) were p. and simulated ling searched for values of these parameters within

given reasonable ranges which best it all the experimental data. These fits are reflected by the closeness

of the simulation lines to the data points in Figures 11 and 12.
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Figure 12, [CO] Dependence of Acetyl CoA Synthase Activity.
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Figure 13. [CO,] Dependence of Acetyl CoA Synthase Activity.
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The uncertainty ranges for these were also d ined using g. Sep y

for each parameter, all other parameters were fixed at their best-fit values, and the program searched for
the value of the test parameter which would return an error (sum of the squares of the residuals between
the model evaluated with those parameters and the data) as close as possible to one-and-a-half times the
best-fit error. The difference between this value and the best-fit value was taken as the uncertainty in that

parameter.

These best-fit values and their uncertainties for U4AT were Keco = 900 + 300 min™', Kq,co = 300 + 100
UM, (KeaKn)oo = 3.2 4 0.4 uM 'miin™, Kepucor = 200 £ 30 min, Ky con = 380 40 uM, (kea'Kop)coz = 0.52
+0.04 pM'min", Ky = 62 3 M, kyy = 10 8 pM 'min’', kg = 6000 + 3000 pM ' min™, kpey = 10 + 5 min”
!, and K s = 200 + 100 pM. The best-fit inhibition constants were K,; = 900 + 300 BM,K;=50% 10
M, K, =40 + 10 M, and Ky = 50 + 30 uM.

In U4AT, the first term of (4-2) represents the major activity and approaches zero as [CO] app

infinity. The second term of (4-2) represents the residual activity and accounts for the stabilization of the
enzyme activity at large [CO] values in Figure 11. Most previous experiments involving acetyl-CoA
synthase have been unknowingly performed at partial pressures higher than those at which the major
activity is evident. The fact that the last three inhibition constants (K, K3, and K;4) are small relative to

K, indicates a positi binding and inhibition of the enzyme by CO. The value of (key/Kn)

for CO is six times greater than that for CO,, meaning that CO is a better substrate than CO,.

Acetyl CoA synthase is known to have several active sites, as shown in Figure 13. At the site called the
A-cluster, substrate CO binds the enzyme, activating it for the production of acetyl CoA. At the site called
the C-cluster, CO, is reduced to CO n a redox reaction, and this CO can then bind to the A-cluster The
CO produced at the C-cluster migrates 1o the A-cluster through a protein-encapsulated molecular tunnel.
CO also acts an inhibitor as well as substrate, binding cooperatively, probably also at the A-cluster,
However, these experiments have shown that CO; acts only as a substrate, even thougk it is converted to
CO, which can be an inhibitor. It therefore seems that CO which reaches the A-cluster through the
molecular tunnel, which would be all of the CO when only CO, is present in solution and some of the CO
when CO is present, serves as substrate, while CO which reaches the A-cluster directly from solution acts
as an inhibitor. Although molecular tunnels have been discovered in other enzymes, this may be the first
enzyme known to use such a tunnel to discriminate between two identical molecules with diametrically

opposed effects.
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ate) CO —>

S

Al <= Co

inhibition

Figure 14. Diagram of Acetyl CoA Synthase Activity.
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The [CO] Dependence of Aceytl CoA Synthase Methylation. A second set of experiments, being
performed by Dr. Tan. is attempting to determine the strength of the methyl bond to acetyl CoA synthase

by studying the reaction
ACS +CH, - CP+*~%Co" + CH, - ACS (4-5)

in which the enzyme is methylated by a com protein. Data sets at different initial concentrations and
different temperatures have been collected for both the forward and reverse reactions. By determining the
temperature dependence of the equilibrium constant for this reaction, the bond strength may be found by
relating the equations

- RTIn(K, )= AG = AH —TAS @6)

e

In order to also determine the [CO] dependence of the reaction, data sets were collected at different [CO]

partial pressures. CO can bind the reduced ACS
ACS +CO14s 4CS - CO @7

Simulated annealing has been used 1o search for rate constants k,, ks, k3, ky. The cost function employs a
fourth-order Runge-Kutta algorithm to calculate the concentrations at the experimental time points using
the ODEs corresponding to (4-5) and (4-7). However, a number of complications have made it very

difficult to simultaneously fit all data sets to the same set of rate constants.

One problem is that the data sets are for absorbances (using a stopped flow meter), and the ODE solutions
produce concentration valies. These concenirations must therefore be converted 1o equivalent absorbance
values in order to compare to the data. This is made more difficult because the absorbances depend upon
the reductant used (titanium), which is not included in the basic reactions being studied. Extinction
coefficients were experimentally determined for ACS and Co", which could then be used to calculate an

extinction coefficients for CH;-CP and CH;-ACS according to the equation

Abs, =€ 405 [4CS )-8 . [Co™o)
Eem, = : )
g [CH,CP]
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where Abs, is the initial absorbance in the data set and the ¢ terms are the extinction cocfficients.

Simulated concentrations could then be converted to equivalent absorbances by
Lim = €acs{ACS] + £0is[CHICP) + £co[Co’] + £cs[ CHACS] 4-9)

Although data sets for a constant [COJ can all be fit very well, sets at different {CO] cannot be it to the

same p . Additional not d for in the basic model, are apparently taking place.

Several of the ibi that have been idered include the cooperative binding of two (or more)

molecules of CO to ACS, adding the reaction
ACS - CO+CO245 4CS - (CO), (4-10)

to the model; the equilibriation of ACS with ACS-CO and ACS-(COQ); in the syringe before being mixed

with CHy-CP; additional processes involving the titanium reductant, adding the reaction
ACS pieea +T1 bk 4CS 4-11)

to the model; and the further reaction of CH,-ACS with CO,
[0}
i

CHy-ACS + CO +— CH,-C- ACS 4-12)

However, none of these modifications have yet been able to satisfactorily fit all data sets simultaneously.

Additional experiments designed to elimi dditional icating p will be undertaken in the

near future, and the new data will be fit.



46

CHAPTER V

CONCLUSIONS

Work with the Biocomplexity Project has taken a number of new and unexpected directions over the last

year, as may be expected for research in a new area.

Substantial progress has been made towards the goal of simulating 2 mechanical cell. A system of over

17,000 reactions has been written which models the ic and cell-cycl in the

simplest prokaryotes. A versatile computer program has been created to which cellular mechanisms can

be input, analyzed, converted to differential i and simulated ding to the ic model. A

3D p imation has been produced to visualize the basic cell-cycle reactions. However, a

significant amount of analysis must be done in order to find rate constants for the reactions to produce a

numerical simulation with realistic results.

One of the most important aspects of this analysis is to determine the best methods of regulation, since the
reactions may be divided into many small modules which may be solved independently and then linked
together, if each is self-regulating. A study of several common regulatory mechanisms has therefore been
completed. Quantitative analytical results indicate that the most effective regulation can take place with
high protein concentrations, rapid rates of synthesis and degradation, a cascade which incorporates the
separate processes of transcription and translation, negative feedback control of the gene-catalyzed
synthesis of mRNA, oligomerizaion of the protein, cooperative binding of multiple copies of the protein to
its gene, and negative feedback control of the degradation of mRNA. These results may be useful in a

number of contexts because many experiments and theories in biochemistry involve regulated systems.

The development of the mechanical cell also requires solving the “inverse problem"”, determining rate

constants which generate behavior in the time-dep c of cellular p that is

consistent with real cells. The Adaptive Simulated Annealing algorithm has been found to be very
effective in searching for values for a number of wide-ranging parameters in a short amount of time. It
provides the necessary flexibility by allowing the function to be minimized to be programmed in C, and
’ several such cost functions have been deve.luped including fourth-order Runge-Kutta solvers used to fit
data to ODEs. This flexible function-minimization program has also been found to have wide-ranging
applications for data fitting. It has been nsed 1o fit experimental data describing the [CO] and [CO]

dependence of acetyl CoA synthase activity, leading to some interesting conclusions about the ability of



this enzyme to use tts molecular tanel o discrimunate anmong [CO] malecules based on their source. [t
has also been used 1o help identify problems with the mechamisms being used to mode] an experimental

study of the {CO] dependence of aceryl CoA synthase methylation.

In the future, it is hoped that a fully functiona) mechanical cell model will be completed and simulated
numerically and visually. Such a model would be useful in the study of numerous cellular processes, and
to aid in understanding the emergent properties arising from the vast array of genomic, proteomic, and
other data that are rapidly being discovered. Meanwhile, it is hoped that a number of the auxiliary studies
and developments will be useful in other contexts, as have been the regulatory mechanism analysis and

data fitting algorithms.
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APPENDIX B : DERIVATIONS OF

[ G vs. Log P Plots
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rm401

> rm402:=g=solve{rm40l,q);
K3
K3 Kep

rm402

{ Numerical Example
> rmd03:=subs ({g=1/2,p=1000},m402) ;

1 K3
rmd03 ==
2 K3+ 1000000 K4

‘ [ > rm404:=R3=solve (xm403,K3) ;
rmd04 ;= K3 = 1000000 K+

[ > rm405:=subs (rm404,rm402) ;
K4

rmd03 = g = 1000000 —————————
1000000 K4 + K4 p~

> mm406: =subs (K4=1/100, rm405) ;



086

07 1e2 1e3
> rmd407:=dgdp=diff (rhs (m406) ,p) ;

> semilogplot{rhs (xm406) ,p=1..100000) ;
1 -

FarlG = g = 10008

o,
10000 + =

\\.
1e4 1e5
- L
07 1= dgdp = =200 — -
1)
10000 + —— ]
[; 1w00?
{ > rm408:=subs (p=1000.,rm407) ;
" [ Analytical Solution

K3 K4p
A0 = -2
> rm4l0:=subs ((g=1/2,p=p0},rm402) :

(K3 + K4 p'y
rmdl0):
|

> rm411:=K3=solve (zm410,K3) ;
I

rmdll = K3 = K4 piF
! > rm412:=subs(rmdll, rm409);

X3

T K3+ K4 0

rmd03 = dgdp = - 0005000000000
> rmd09:=diff (rhs (rm402) ,p) ;

1e+05



55

s K4 pt p
: 12 -2 e
i (K4 7+ K4 p°y

> rma13:=subs (p0=p, md12) ;

1
rmdi3 ==
2p



| Regulatory Mechanism 1
[ > restart;

Steady State and Conservation Equations

{ > mm101:=p=(kl*g+k3)/ (k2+k4) ;
|

mi0] = S8R
M

> rml02:=subs({k3=0,k4=0,g=1/2},xm101) ;
Lid
242

rml(2 =
> rm103:=pmid=solve (rm102,p);

o LK
rmi03 = pmid =7

|
|

04 = pmin= (1 - ) pmid
m105:=subs (rml03,rm104) ;

Gmax at Pmin
[ rml04:=pmin=(1l-epsilon) *pmid;
F >

1(1-e)k!
105 2= pmin =~
{ > rml06:=subs (p=rhs (rm105) ,rm101);
-0kl g+
rmios = LI Mgk
[ K2+ ke
> ml07:=subs (g=1/2, rm106) ;

-l-kl ©
L(1-)k o

07 = e S
P K2+ ke

£m108 :=pmax=(1+epsilon) *pmid;

rm108 := prmax = (1 ~ £) pmid
[ > rm109:=subs (rm103,rm108) ;

| (1 +5)kl

rorl09 = pmav ==
2 R

_IT min at Pmax

> rm110:=subs (p=rhs (rm109) ,rm101);

rmll) =m =
2 k2 K2+ k4

| +e)kl kig+k3

56



[ > rmlll:=subs (g=1/2,rml10) ;

| el

Line Equations
[ Pmin/Gmax Equation
I'> rml12:=k3=solve (rm107,k3);

Kl (k4 k2 1o kd)
{ rmll2 =gy e — s BT

1

2 w2
[ Pmax/Gmin Equation

[ > rml13:=k3=solve (zml1l,k3) ;

| 1kl (k1 +8k2+ekt)
[ rmil3 =y =
L 2 K2
=] Area of Rectangle
[ > rmll4:=subs({g=1/2,k3=0,k4=0},zm101) ;
TP .4
| il = p =2

[ Find k4 intercept when k3=0

> rmll5:=subs (pmid=rhs (rm114) ,rml12) ;
1 ki(-ki+ek2+ekd)
k2

rmlls =k3=

]

> rml16:=subs (k3=0,rmll5) ;
LAl (<K +ck2 o
16 =0 - LKL CH A CR v e kd)
2 k2

> rmll7:=k4=solve (rmll6,k4) ;

Find k3 intercept when k4=0

> rmll8:=subs (pmid=rhs (rmll4),rmil3);

lkI (kd+sk2+ekd)
2 k2

rmllS =k3 =

> rm115:=subs (k4=0,rm118);

1
rm119:=k3:;k15

e e e ——— e

3

3

i

~

<L

1

[

o«
kS
N

[ Area equation
‘ [ > rml20:=area=(rhs(rml117))* (rhs (rm119));



: 20 area = -~

[ > mm121:=subs (epsilon=1/2,m120) ;

1
~; { rmi2 ] = area =~ ki k2
H 4
' [> rm122 :=subs (epsilon=1/10,rml20) ;

|

i

1
rmi22 = arca="_"kl k2
L 180

58



'Regulatory Mechanism 2

[ > restart;

'=]| Steady State and Conservation Equations
[ > rm201:=p=(kl*g+k3) / (k2+k4) ;

» ki g+ k3
0 = p =
L
> rm202:=Kl=gp/ (p*q) ;
£
Pn202 = K1 ==—
Ly

L 1m203:=g+gp=1;
l m203:=gegp=1
[ > rm204:=gp=solve (zm203,qp) ;
A rm204 = gp =g+ |
{ > rm205:=subs (rm204, rm202) ;

N —g+1
rm205 = Kl =———
pg
> Im206:=subs (g=1/2,rm205) ;
rm206 = Ki=—
1d
> mm207:=pmid=solve (mm206,p) ;
1

rm20)

Gmax at Pmin
[) rm208 : =pmin={1l-epsilon) *pmid;
[ ym208
> rm209:=subs (rm207,m208) ;

pmin={1-¢) pmid

rm209 = pmin = ——
Ki

[ > zm210:=subs (p=rhs (xn209) ,rm205) ;
g+ 1)Kl
rm2l0 =K1 :’——‘)—
L (1-¢)g
> rm211:=gmax=solve(rm210,g) ;
rm211 = gmox = < ———
~2+e

(] Gmin at Pmax



! "> rm212:=pmax=(1l+epsilon) *pmid;
L 212 = = {1 + &) pid
> rm213:=subs (xm207,rm212) ;

im213 = pmax =

i

! "> rm214:=subs (p=rhs (rm213) , xm205) ;

| (—z+ 1) A1
(t+e)g

2t =Kl =
> m215:=gmin=solve (rm214,q) ;

rm213 = gmin =

Line Equations

{ Pmin/Gmax Equation

rm216:= (1 - ¢) pmid =

[) m217:=k3=solve(rm216,k3) ;
rm2{7 =

i
2 pmiid k2 +2 pmid k4~ 3 pmid s k2 = 3 pmid & k4 + pid

> rm216:=subs ({p=rhs (rm208) ,g=rhs (rm211) } ,rm2018 ;

K2+ pimid € 54 = k!

| e
2+e

‘ [ Pmax/Gmin Equation
> rm218:=subs ({p=rhs (rm212) ,g=rhs (rm215) } , rm201.

k!

+k3

2k = . ELL I
PR (14 €Y praid =
[ > rm219:=k3=solve (rm218,k3) ;
j m2l9 =

2 pmid k2 + 2 pmid k4 + 3 pmid € k2 + 3 pmid & d + pmid £

b+ prmid s” k¢ = kI

L s 24y

[=} Area of Rectangle
:
" > rm220:=subs ({g=1/2,k3=0,k4=0},rm201) ;
Lk

! rm220=p=2

[ Find k4 intercept when k3=0
[ > rm221:=subs{pmid=rhs (rm220) ,rm217) ;

60



! ki ks 3 Jklvkd 1 .
= Tkie-T Skl
k22 2 k2 2 A2

rin220 = k3 =—

N 2+5

7> rm222:=subs (k3=0,rm221) ;

L
Kiki 3 3kok 1, 20°
T Thkle-T T Tkl e+
k2 2 2 k2 2 k2
m222 =0=—
2-¢
> m223:=kd=solve (rm222,k4);

g(-3+e)k?

rm223 = hd =

(=2+8)(~1 +5)
[ Find k3 intercept when k4=0
> rm224:=subs (pmid=rhs (xm220) , Tm219) ;

3 )
Sklekt Tkl kA

klki 3

Ed T+
k22 k2 2

rm224 :=k3 =

[ > rm225:=subs (k4=0, m224) ;

' 3 (B

SHetile
2+

[ Area equation
[ > rm226:=area=simplify ((rhs (rm223)) * (rhs (rm225))) ;
[

16 (3+8)k2ki(3+e)
2(-2+8)(~1+€)(2+%)
> rm227:=subs (epsilon=1/2,rm226) ;

rm226 = area=—

7
=area=""k2 ki
12

> rm228:=subs (epsilon=1/10, rm226) ;

! 899
rm228 = urea =

L 7182

61



| Regulatory Mechanism 3

(> restart;

Steady State and Conservation Equations

> rm301:=p=(k1*g+k3)/ (k2+k4) ;

Kl g+ks

rm30f = p=———
k2 + k4

m302:=Kl=gp/ (p*g) ;

o
302 = K1 =2
»

>
> rm303:=K2=gpp/ (gp*p) ;

|
|

v

rm304:=g+gp+gpp=1;

c+ep+gpp =1
rm305: =gpp=solve (rm303,gpp) ;
rm303 =gpp=K2gpp
Im306:=subs (rm305, rm304) ;
306 =g+gp+K2gpp=1
rm307:=gp=solve (rm302,gp) ;

v

B e T
v

v

rm3f7 =gp=Kipg
1m308:=subs (rm307, rm306) ;
rm308:=g+Klpg+K2KIp'g=1
™309:=subs (g=1/2,rm308) ;

v

111 .
m309 =SS Klp e K2KIpP=1

v

v

rm310:=pmid=solve (rm309,p) ;
| KEsA[KP 4 k2K | K1 A[KEcaK2K1 )
2 2Kl "2 2Kl
rm311:=pmid=rhs (m310) [1];

K1 +d/ 4K2K1

1-
2

rm310 = pmid =

v

rm3i1 = pmid =

max at Pmin
> rm312:=Kl=solve (rm311 K1) ;

m3l2=Kl=————————
pmid (porid K2+ 1)

.
T

62



63

33 = pmin =1 = 6 punied

[ > rm313:=pmin=(l-epsilon) *pmid;
[> rm314 :=subs (rm311,rm313) ;

Lt

rm3ld = pmin="
2

| L
: [ > rm315:=subs (p=rhs (rm314) , rm308) ;
} 1 . 3 1 , n 2
‘ { SO KT KFSaKIKD g {0=aF (KT =oK< 4KIKD)
A -
&t X2 K2KI t

7> rm316:=gmax=solve (rm315,g) ;
rm316 = gmax =
K2
K2 e KP AR K v Kl + 40K -0 Kl <€l
> rm317:=subs (rm312,xm316) ;

| 452
Pm317 = gmax = -2 K_u(—.a k2-c . o i
\ pmic (pmid K2+ 1) pmid (pinid K2+ 1)

K+ 4K2K0 26 K2

£ &
‘ + - +4gk2-
pmid (pmic K2+ 1) pmid (pmid K2+ 1)
N | 4K2 s
vE : s - -1 K2
pmick (pmid K2+ 1) pmid (pmid K2+ 1)

> mm318:=limit (rhs (mm317) ,K2=infinity) ;

m3l§ =0
“2e+8 +2

|
=1Gmin at Pmax
[ > rm319:=pmax= (1+epsilon) *pmid;
L rm319 = prax = (1 +¢) pmid
> rm320:=subs (rm311,rm319) ;

rm320 = pimy =~
2 K2KI

> rm321:=subs (p=rhs (rm320) ,rm308) ;

T
i L{1+8)(=K/ ++/KI +4K2 K1)
|
‘ rm32l =

|

1 7 2

(1+6) (-KI+{ KPP +3K2KI) g I(lc—sf(—i{h— KE+4KIKI)
g+ - -+
K2 K2KI

L
2

=1




|

> m322:=gmin=solve (rm321,q) ;

rm322

K2
aK2 s K +ARZKI S oKl AR+ K- K 3 K2 K1 220 K2
() rm323:=subs (rm312,rm322) ;

1 4 K2
rmd23 = gmin =2 K2l[4 K2-¢ S T+ ~ =
prnicd {pmid K2+ 1 pmid {pmidd K2+ 1)

£ 52

+— +4e k2
pmid (pmid K2 + 1)

smin=2

" pmid (pmid K2+ 1)

1 K2 , 0
; ER A ——— +2¢ KJJ

prid (pmid K2+ 1Y pmid (pid K2+ 1)

> rm324:=limit(rhs(rm323) ,K2=infinity):

1

rm3d
2+2e+g

Line Equations

i Pmin/Gmax Equation
> rm325:=sgubs ({p=rhs (rm313) ,g=rm318} ,rm301) ;
kI
e
2e-gied
- = —
(1) pmic P

rm3.

> rm326:=k3=solve (rm325,k3);

= k3 =— (4 pmid e k2 + 4 pmids kd = 3 pmid €® k2 = 3 pmid e’ k4 — 2 pmid k2
=2 pmid ked + pmid & k2 + pmid & kd + k1) [ (<2¢ 4 € +2)

[ Pmax/Gmin Equation

> rm327:=subs ({p=rhs (rm319) ,g=rm324} ,zm301) ;

K

rm32

+ &3

+2e+e
K2+ kd

2
rm327 = (L4 e pid =

> rm328:=k3=solve (rm327,k3);
U 328 = k3 = (2 pmiid k2 + 2 panid k4 + 3 pmic € k2 + 3 pmid & k4 + 3 pmid €° k2
[ 3 pmide’ ki pimid € k2 +pmide k=K1 / (2428 +50)

Area of Rectangle

") m329:=subs {{g=1/2,k3=0,k4=0},rm301) ;

64



32y /;——k—
L 242
{ Find k4 intercept when k3=0
> rm330:=subs (pmid=rhs (rm329) , rm326) ;

2klekd 3 :
2kle+——————kl&

e 2" TR e 2" TTe

330 =ki=- 7
2e+e+2

> rm331:=subs (k3=0,rm330) ;

! J
E —ki ek
dkiekd 3, 3KHEM KK 1, 2"
2hler T S T T g e e
22 B 2 2 K
rm33l=0=- -
desete2
> mm332:=kd=solve (rm331,k4) ;
e(d+e-3e)k2
rm3s2m kg =S AEE IR
(2e+e +2) (-l +¢)
[ Find k3 intercept when k40
7> rm333:=subs (pmid=rhs (rm329) , rn328) ;
l S Leiens
Kkt 2klekd 3, 2o Mo 0 gME
— 4 2kle~ +TklE + +okle +
2 2 2 2 2
rm333 = k3= -
2+2e+¢

> rm334:=subs (k4=0,m333) ;

30,01,
2k[c+;k1€‘+;kls

rn334 =k3=

2+2¢e+¢
[ Area equation
> rm335:=area=simplify ((rhs (xm332)) * (rhs(xm334)));
1 €+e -3k (4+3e+c)

rm33s = area == - >
2(2ere+2)(~1+8)(2+ 28 +6)

253
rm336 = area =—k2 kI
260
> rm337:=subs (epsilon=1/10,m335) ;
159901
7200180

k2 ki

rm337 = area=

L
{ > rm336:=subs (epsilon=1/2,m335) ;
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| Regulatory Mechanism 4

{ > restart;

Steady State and Conservation Equations
> rm401:=p={kl*g+k3)/ (k2+k4) ;
&l g+ k3
M) = p =
K2k
Tmd02:=K3=pp/p"2;
02 = k3 =22
»

rmd03:=Kd=gpp/ (g*pp) ;
ap)
rmd03 = Ko =22
gpp
rm404:=g+gpp=1;
rmd04 =g+ gpp=1
1m405 : =pp=solve (xm402,pp) ;
rm403 = pp = K3 p*
rm406:=gpp=solve (rm403,gpp) ;
rmd06 = gpp = K4 g pp
1m407:=subs (rmd05, rm406) ;
rmdl)7 = gpp = K4 g K3 p*
rm408:=subs ({zn407,rmi05) , rmd04) ;
mi08 =g +Ki g K3p'=1
rmd09:=g=solve (xm408,g) ;

1

rmd09 1= g = ————
1+K4K3p°
> rmd10:=subs(g=1/2,rm409) ;
1
il ==
1+ K4K3p*

F rm4ll:=pmid=solve (xm410,p) ;

R RT
! rmd11 = pmid = ,—,A—}
KiK3 T KIKD
> rm412:=pmid=rhs (rm411) [1];

412 = piid =

Ej Gmax at Pmin



L

67

> rmd13:=pmin=(1l-epsilon) *pmid;

Pndd3 o= prin = (| = &) punid

> rm4l4d:=subs(rm412,rmdl3);
(1 -y JKI K3

rindl4 " pmin =
K4 K3

> rmdl5:=subs (p=rhs (rm414),Im408) ;

— e —

rmdls=gegil ~gi=1
[ > rm416:=gmax=solve (rm415,q) ;

{ il = gima = -
L —2e+e
Q Gmin at Pmax

7> rm417:=pmax=(l+epsilon) *pmid;

i rmd17 = pmax = (1 + &) pmid

> rm418:=subs(rm412,rmd17) ;

(1+6) K4 K3

rad 18 = pmax =
K4K3

"> rm419:=subs (p=rhs (zm418) ,rmd08) ;

| it =g g(1+e)
> rm420:=gmin=solve (rm419,q) ;
1

1420 = ginin = -
+2e+8

[=]Line Equations

[ Pmin/Gmax Equation
[ > rm421:=subs {{p=rhs(zm413) ,g=rhs (rm416) } ,rmd01} ;

rma21 = (1 =) pmid =
> rm422:=k3=solve (rm421,k3);
rmd22 = k3 = = (=2 pmid k2 — 2 pmid k4 + 4 pmid € k2 + & praidl € k4 — 3 pmid €* k2
—3pmid € ke + pmid € K2+ pmid € ké = kD) /(2 =2 +6%)

{ Pmax/Gmin Equation
[ > rm423:=subs ({p=rhs (rm417) ,g=rhs (rm420) } , rm401) ;

l

+43

2e+
K2+ kst

=(1+8)pmid =



: [ > rmd424:=k3=solve (rmd23,k3) ;
P24 = T == (=2 i k2 = 2 proid fd = 4 prid 1 K2 = 4 poicd s kA - 3 pimicd & k2
=3 pid &% ked — pnid € k2 = pmid &' k4 + k1) /(24264 €1
[=] Area of Rectangle

> xm425:=subs ({g=1/2,k3=0,k4=0} ,rmd01) ;

Find k4 intercept when k3=0
> rm426:=subs (pmid=rhs (rm425) , rm422) ;

! s
) Y
Kb o 2kekd 3, JHEK L 2%
e UYPTTTe aMt yTe tTTTe
rmi26 = k3= - T
2-2e+¢
[ > mm427:=subs (k3=0, rm426) ;
! NI
| KLk . Bk 3, ER I L ’
i B R A N R
L 2-2e+5
s(4-3p+e)k2
{ PP L L L
(2-2e+e)(~1+5)

[ Find k3 intercept when kd=0
> rm429:=subs (pmid=rhs (rm425) ,rm424) ;

Kbd . 2Hek 3 SHEK 1, Lkl
A R S N I S
A9 =k3 = - 5
2+2g+€

3 5 1 3
~2k134‘2-k15 Tkl

rm430:=k3 =

2425 +¢
Area equation

> rm431:=area=simplify ((rhs(rmd28))*(rhs(rmd30)));

1€ (4-3e+e) k24l (4+38+¢)

!

rmd3l = area=-= n 7
“(2-2e+€)(-1+E)(2+2¢e+E)

[ > rm430:=subyg (k4=0,rm429)
{
[ > rm432:=subs (epsilon=1/2,rm431) ;

68



rm432 = arca

‘ > rm433:=subs (epsilon=1/10,rm431) ;

[ rmd33 = area =

159901

253
=Tk k]
260

k2 kit
7200180

69



[ Regulatory Mechanism 5

[ > restart;

= Steady State and Conservation Equations
P > mm501:=p=(k15*m+k3) / (k2+k4) ;

. K3m—k3

rm3l =p=—r——"
L k2 + k4
[ > mm502:=Kl=gp/ (g*p) ;

,
l rmsy2 = K1 =2
p

{> m503:=k13*g=klé*m;

rm33 =ki3g=kidm
> rm504:=g+gp=1;

m3d =g+ up=1
rm505:=gp=solve (rm502,gp) ;

v

rms0S=gp=Klgp
> rm506:=subs (rm505, rm504) ;

m306 =g+ Klgp=1
m507:=g=solve (rm506,q) ;

1

m307 =g
1+Kip

v

m508:=subs (g=1/2,™m507) ;

1
308 =T = ———
27 1+Kip

——————— — ——— ——
v

> rm509:=pmid=solve (xm508,p) ;

P30y = pmid = ——

a —

max at Pmin
> rmS510:=pmin=(l-epsilon) *pmid;

rn310 = pmin = (1 - c) poidd
> rm511:=subs (rm509,rm510) ;

|
!

> rm512:=subs (p=rhs (rm511) ,rm506) ;
mSi2=grg(l-g)=1
> rm513:=gmax=solve (rm512,q);

;
{ rmSUL = prin ==

70



71

| 313 = gy = =
ron. g ==~
Gmin at Pmax
> rm514 :=pmax=(l+epsilon) *pmid;
rmS 14 = pmax = (1 +8) pmid

> rm515:=subs (xrm509,rm514) ;

=

51 +E

rm315 = pmax=——""—

s K1

> rm516:=subs (p=rhs (rm515) ,rm506) ;
mmil6=g+g(l+e)=1

> rm517:=gmin=solve (rm516,g) ;

rm3I7 = gmin=

L 2+e
[=]Line Equations
[ Solve rmS01 for p in terms of g
é > rm518:=m=solve (rm503,m) ;
. kg
; 318 = m =t
ki4

> rm519:=subs (rm518,m501) ;

; kl5ki3g
T+ kS

k14

K2+ kd

msio=p=
[ Pmin/Gmax Equation
> rm520:=subs ( {p=rhs (rm510) , g=rhs (xm513) } , rm519) ;
KIS kI3
1320 = (1 = &) prnia = — 22V K
K2 kd
> rm521:=k3=expand (solve (xm520,k3)) ;
pmid k2 2pmidkd  3pmide k2 3pmidekd  pmide’ k2
N 2ve | —2ec | —2+e

rm320 =k3=-2

Tive | 2es
poid €' k4 kIS kI3
| T v (2o

[ Pmax/Gmin Equation
> rm522:=subs ({p=rhs (rm514) ,g=rhs (xm517) } ,zm519) ;




3

‘ [ Find k4 intercept when k3=0.

H

i
[
I
\
|
il
Area of Rectangle

L ERIE)

322 = () v e) pmid =

3:=k3=expand (solve (rm522,k3));

m3d3=ki=

pmid € k4 KIS KIS
240 (2re)kld

> rmS524:=subs({g=1/2,k3=0,k4=0},m519) ;

> m525:=subs (pmid=rhs (rm524) , rm521) ;

rm325=k3=

kI3 ki3 k4

2pmidkd 3pmide k2 3pmidc ki pmid € k2
+ +
24w 2+¢ 24 2-¢
. | kIS kI3
S =p=z
M ke
3 3.
—kiski3e —ki5ki3ekd . B 2
2 2 | RSH3E 1 KSKIE K

T(rorkiak (2eerkld | (2ee)kidkz

> rm526:=subs (k3=0,rm525) ;

rmi26 =

3 3
Tkiskize  TkISki3cks
2 2

2(-2+e)kid

To(-2+e)kid k2

| KSH3E K

KI5 kI3 ke 1 ki5ki3s’
- + - -
(2+e)kl4h2 T (“2+e kI (2=e)kldk2 2 (-2+e)kid
> rm527:=k4=solve (zm526,k4) ;
e(-3+e)k2

rmil7i=kd = -

(=2+e)(-1+e)

Find k3 intercept when k4=0.
> rm528:=subs (pmid=rhs (rm524) ,rm523) ;

rm328 =

3 3
51:/5 e 5/(15 kijekd

T2(-2+6) k4 K2

1 2 L 2
*z*klj LIEES 5}:]5 ki3e k4

__ KIS KI3K

T2+ kidR2
> rm529:=subs (k4=0,rm528) ;

20y 3 HIHISE
Ty Qe ke

Grekld (Zreykik

(2+e)kl4

L 3
;lrl)' ki3e

JEANE
(248) k14

+
(2+e) ki k2

)
i)



[ Area equation
> rm530:=area=simplify( (rhs (rm527))* (chs (xm529))) ;
U (3 e K2KIS R (3 e)
2 (=2+e)(-1+6)kl4(2-x)
7> rm531:=subs (epsilon=1/2,rm530) ;

I 7 k2KIS kI3
mS31 = areq = — ——————
12 kid
\ r

L rm332 = area =
L

rm330 = greu = =

> rm532:=subs (epsilon=1/10,rm530) ;
899 A2kI5 kI3
71820 ki4
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[ Regulatory Mechanism 6

[ > restart;

~; Steady State and Conservation Equations
[ > rm601:=p=(k15*m+k3) / (k2+k4) ;

KISm+kS

rm60l = p= p

> rm602:=R1l=gp/ (g*p) ;
2

rm6)2 = Kl ===
7

> rm603:=K2=mp/ (m*p) ;
mp
603 = K2=—"~—
mp
> rm604:=k13*g+kl7*mp=k1l4*m+k16*p*m;
rm604 = ki3 g+ kI7mp=kidm+kl6pm

v

w605 :=g+gp=1;
mb05 =g +gp=1
m606:=k16%p¥m= (k18+k17) *mp;
606 = k16 pm = (kI8 + ki7) mp

|
\
L
|
|
L
{
[ > rm607:=gp=solve (xm602,gp) ;
|
L
!
|

v

rm607 = gp =Kl gp

> rm608:=subs (xm607, rm605) ;
rmb08 = g+ Kl g p=1
> rm609:=g=solve (rm608,q) ;
|
rm609
1+KIp
[ > rm610:=subs(g=1/2,rm609) ;
L
10 === —
Tk,

> rmé1l:=pmid=solve (xmé610,p) ;

1
611 o= pmid = ——
o pmid =

[zl Gmax at Pmin
> rm612:=pmin=(l-epsilon) *pmid;
612 = prming = (1 - &) pmaicd



' [ > rm6é13:=subs (rm611,rm612) ;

rmi13 = poin =

! -
il K1
| [ > me14:=subs (p=rhs (rm613) ,m608) ;
i L 614 =g+ il =)= 1
! [ > m615:=gmax=solve (rm614,9) ;
' [ Gl = gmoax = - ——
e
[= Gmin at Pmax
? [ rm616 : =pmax= (1+epsilon) *pmid;
616 = prax = (1 + &) pmid
[ > m617:=subs (xm611, Tm616) ;
e
617 = pma = ——
Ki
‘, > rm618:=subs (p=rhs (rm617) , Tm608) ;
L m6l8 =g +g(l+e)=1
[ > rm619;:=gmin=solve (rm618,g) ;

rma19 = gmin=
& 2+

L

Solve rm601 for p in terms of g
> rm620:=mp=solve (rm606,mp) ;
kl6pm
g0 1= mp = ————
kIS + k17
kI kiSpm

m621 = k13
me AT

=kl4m+kl6pm

> rm622:=m=solve (rm621,m) ;
kI3 g (kI8 +kIT)

KIS KIS+ kI RI7+ kI6p kIS

{

L

{ > rm621:=subs (m620,m604) ;
L

I m622:=m =
f

> rm623:=subs (xrm622, rm601) ;
i kL5 kI3 g (kIS + ki)

m623=p

| T ————— 43
{ KA KIS + k14 KIT + k16 p KIX

K2+ k4
[ Pmin/Gmax Equation
{ > rm624:=gubs ((p=rhs (rm612) ,g=rhs (xm615) } , rm623) ;
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KIS K3 (RIS + 407y
. - - N + k3
' (=2 40) (kI kIN + kIR + 506 (1 = i) prid k18)
H 624 = (=) porid = =
HES K2+ k4
! [ > rm625:=k3=solve (rm624 ,k3) ;
|

623 = k3 = — (=2 pmid k4 18 k2 = 2 prmid k14 k18 k9 =2 pmid k14 k17 k2
2 piid k14 k7 kit =2 k16 pmicl kI8 k2 - 2 k16 pmic? kI8 k4 + 5 k16 pmicd® k18 € k2
+5kl6 pmf{f ki skd +3 pmid e k14 kI8 k2 + 3 pmid € ki4 kiR k4 ¢ 3 pmid e k4 ki 7 k2
+3 pmicd ¢ k14 kD7 kd — 4 k16 pmicd KIS € k2 = 3 k16 preicd k18 &° k4 — pmic € k14 kI8 K2
— poiid € k14 kIS kd = pmid 68 ki4 kI7 K2 = puiicd €2 k14 ki7 Jed + & k16 pmic® k18 k2
+ & kL6 pmid® kI8 ok + kIS KIS KIS + kIS kI3 KIT) 7 (

(=24 8) (ki kI8 — k14 k17~ kI6 pmid k1S - kI6 pmid k18 &)

~ PmaxiGmin Equation

> rm626:=subs ({p=rhs (rm616) ,g=rhs (rm619) } ,rm623) ;
kiS5 ki3 (klx+kiT)
(2+) (A4 KIS + kI4 K17 = k16 () + &) pmid ki&) e
k2 + k4

rm626 = (1 +¢€) pmid=

> rm627:=k3=solve(rm626,k3) ;
627 = k3 = — (=2 pmtic k14 kIS8 k2 = 2 pmicd k14 k1S k4 = 2 praid §14 k17 k2

— 2 pmid k14 k17 kd =2 k16 pmiic’ k18 k2 — 2 k16 pmic® k18 kd ~ 5 ki6 pmic® k18 € k2

~ 5 ki6 pmicf KIS & ki = 3 pmid v k14 kI8 k2 = 3 pmids k14 k18 k4 =3 pmid ¢ k14 k17 k2

— 3 pmid s kI 4 k17 ki — 4 k16 pmict k18 €8 k2 — 4 k16 pmid® k18 & ke — pmid & kid kIS k2

— pmid € k14 k18 k4 - pmid € k14 k17 k2 - pmiid € k14 k17 kd - € k16 pmid® kI8 k2

— &' ki6 pmic® kIS K4 + kIS ki3 kIR + kIS kIZRIT)/(

(246) (kT4 KIS + k14 K17 + K16 pmid k18 + k16 pmid kI8 &)

(=] Area of Rectangle

> rm628:=subs ({g=1/2,k3=0,k4=0} ,rm623) ;
1 kIS ki3 (k18 +ki7)
2 (kT4 KIS + k14 KIT+ ki6 pkIS) k2

rm628:=p=
> rm629:=solve (rm628,p) ;

! > 2,2 2
rm629 ‘:1(—2 K14 k17 k2 =2 k14 KIS k2 +2 sqr ki k17 k2" 5 2 k14 k17K kIS

2 2192 N 1
FhIF RIS R ¥ 2kI6 kIS K2 KIS KIS + 2 kIS KIS K2 KI5 kI3 kI7)) ( (kI6 kIS k2),~(

2 kIS KIT k2 =2 ki4 RIS k2 = 2 squiCkl £ kT kD L RIS kDT K2 KIS + kI KIS
2 hIGRIS K2 KIS kI3 + 2 KIGKIB K2 KIS hIGRI7TY) 7 (K16 KIS K2)
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T Find k4 intercept when k3=0.

| rm630:= k3 =

> rm630:=subs (pnid=rm629[1],xmé625) ;

| . 2
(=2 K1 RIT R =2 K1 KIR K2 + 2 sqrkl 4 kI A2

S 2RIF RITRS KIS+ KIS KIX k2 + 2 k16 kI8 K2 KI5 KI5 + 2 k16 kIS K2 KIS KI3 kI7))

KI4YIRIG =~ ((=2 ki 4 hITk2 = 2RI KIR K2 + 2 squt(hkl 4 ki 2 k2% ¢ 2 ki k17

1
2

2 2 : !
kIF RN R LRI KIS K2 KIS KIS+ K16 KIS K2 kIS KIS kITY) KIS kdy 1 (ki6 K2y~

(2 kL4 kI7h2 =2 ki4 RIS k2 + 2 squi ki k1T k2% + 2 k142 k17 k2 KIS + k14 K18 k2

1
2 k16 kIS K2 KIS KI3 + 2RIGKIS K2 kIS kIS KITYY kI kIT)/ (kI kM’)—;((

2k KITR2 = 2 k14 KIS K2 = 2 SQri{ k147 k17T KD+ 2 kIS RDT KD RIS + k)4 kIS KD
A2 k16 RIS K2 KIS kI3 + 2 k10 KIS K2 k1S ki3 KIT)Y K14 kI7kd )/ (k16 k/.)’k.’)—é(
DRI RITRD - 2 k14 AIS B2 - 2 squOkl S KIT K+ 2 RIF RIT R KIS + k14 RIS A2
F2HIGRIS K2 KIS KIZ + 2 kIGKIS K2 KI5 kI3 k]?))zl‘(klé kls k})—é(—z kid k17 k2

— 2 k14 kIS K2 + 2 sqrtCkIH k17 k2 0 2 RIS KIT K KIS + KIE KIS £

2 RIG KIS K2 KIS KIS + 2 KIS kIS K2 RIS KIS kiT))' ki / (ki6 kl4?k21)+%(

2RI RITR2 = 2hIS KIS K2+ 2 squiCk I kT2 4 2 ki KIT K2 K8 kI RIS K2
2 K16 KIS K2 KIS RIS +2 k16 kIS k2 KI5 kI3 l([?))2 e/ (k16 kIS k2) +%(—2 ki4ki7 k2
~2 kIS KIS k2 + 2 sqril kI # KIT K2+ 2 k1L KIT KD KIS + kI kIS k2

+2RIGIE K2 RIS KIS +2 K16 KIS K2 KISKISKIT)) € 4/ (kIS mka%(
DRI RITRZ = 2 k14 KIS K2+ 2 sqri(kIST KIT k2D 4 2 kI KIT 2D KIS 4 K14 KIS 2
F2KI6 KIS k2 KIS KIS + 2 K16 kIR K2 KIS KIS KITY) € k147 kIS +§(—z kM KITR2
2k KIS k2 + 2 sqri k14T KITT K2+ 2 K1 KIT k2 KIS + k14 KIS K2

+2k16 kIS8 k2 kIS KI5 + 2 K16 KIRK2 KIS kI3 KIT)) e kI4 kJ/(klr:'k.’HS(—Z K RITE2

2kl kIS R2 + 2 sqri kIS KIT R 4 2 KIS KT R RIS + k14 RIS RS
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F2hIGKIKT K2 KIS &L +1Al(>kl.\‘k]kljkisk/"))x:kHkl?"/(»‘(/ﬁk/&’))ri(

2R RITRP RIS S kI kS R

kI KITh2 = 2 k{4 I K2 + 2 sqr (ki S k1T
) 1

FLAIGRIC R2RITKIS + 2 kIS KIS K2 KIS KIS KITY) v kldkIT 1) (RIS KIS 2) =

2RI T K2 =2 KA KIS K2+ 2 sqrtCRIE KT RD 4 2 K1 KIT P RIS 4 kLA RIS K2

N 1 [}
2 k16 kI K2 KIS KIS + 2 k1B KIS K2 KIS KIS KITYY € 7 (k16 RIS K2 == (=2 kI kIT k.

— 2 kI RIS K2 + 2 sqri k14 k1T 2D 4 2 KIS kDT KD RIS + kI F KIS
216 KIS K2 KIS KIS+ 2 k16 kIS K2 KI5 kI3 kmf & kit / (kI kIS KZ) —%((

2 k14 kD7 K2~ k14 KIS K2 + 2 squ kT4 k1 T KD 4 2 kIS kLT KD kIS + k14 KIS KD

2 KI6 KIS K2 KIS KIS+ 2 k16 KIS K2 KI5 kI3 ki7)) € kI4) / k16 *i((*? ki kT2
kI KIS K2 + 2 sqri kI KIT R 4 2RI RITRD KIS + kIE KN K2

+2K16 k1S K2 RIS RIZ+2KI6 KIS K2 KIS KIZKIT)) S kI ke ) (KI6 R2) —i((

2kl k1T R2 = 2RI kIS K2 + 2 sqrt( k14" k1T k2® + 2 kIS k17 K2 KIS + K14 KIS k2

4 2UI6 KIS K2 kIS K13+ 2 k16 KIS KI KIS k1T KIT)) € kid ki7) (K16 kIB) —%((

~2 kA4 kD7 K2 = 2 k14 KIS k2 + 2 sqrt(hT4 kiT K2+ 2 kIS k17 KD KIS + kIF RIS k2
+2KIG KIS k2 KIS KI3+2KI6 KIS K2 KIS kI3 KITYYE k14 kIT ki) ! (Ki6 ueekz)*l'—oz‘(
214 RIT K2 =2 kI KIS k2 + 2 sqri k14 kI7 k2 + 2 k14 k17 K2 KIS + kI kIS k2

S 2KI6 KIS K2 KIS KI5+ 2 K16 KIS K2 KIS KI3 KITY) 1 (KI6 uakm»fée’ (-2k14 K72
2kl 4 RI8 k2 + 2 squ kA k17 K2 + 2 k14 KIT k2 KIS + kI4 KIS K2

LKL RIS K2 K15 KIS + 2 K16 kIR K2 KIS kI3 KIT)) KA / (k16 KIS k2P + KIS KIS RIS

+ kIS kI3 uf] / ((72 +L)(—k14 kI - k14 m-ﬁm KI4KITh2=2hI4 kIS K2 +2
SQUUUkT £ k17 k2 +2 K14 KT K2 KIS + k14 RIS KD # 2 k16 KIS A2 KIS ki3

F2kIG KIS K2 KIS KIS KIT))/ k2 +§(7z k14 k17 K2 =2 k14 k18 k2 + 2 squ k14 ki 7° k2

2k RIT RS KIS kIS RIS K - 2kIG KIS K2 KIS KIS+ 2 kIG RIS K2 KIS KIGKIT)) 6



;
st

i

/k}]]

"> rm631:=subs (k3=0,m630) ;

1 2,2
=7(7;\(72 K kIT R = 2 RIS RIS K2 + 2 squiki 4 k172 521

S XRIFRIT R RIS + kI RIK kP 2 k16 RIS k2 KIS KIS+ 2 ki 6 KIS k2 KI5 kI3 KITY)
1 a1 > 2
KIAY 16~ (=2 KITKIT K2 =2 RIS kIR k2 + 2 sqri( k14 k1T K2+ 2K14 K17 K2 ki

22 gl 2 1
kKIS R+ 2RI RIS K2 KIS hI3 + 2hI6 RIS K2 kIS KIS KITY) k!4 kd) I (kIGK2) -5

((-2RIHRITR2 =2 kl4 RIS K2+ 2 sqriQhl 42 kI 7 k22 + 2RIL RIT 2T RIS + kI kIS k2
+2kIG KIS K2 kIS kI3 + 2 K16 KIS K2 KIS ki3 k17)) ki4 kI7)] (k16 kM)—%((

“2 kI KITR2 =2 kI kI8 K2+ 2 sqri(kI 4 RI7 KD + 2 K142 1T K2 kI8 + kT4 k18 K2
21618 K2 KIS kI3 + 2 KIG KIS K2 kIS KISKIT)) ki4 kiTK4) ] (K16 kIS k2) - 81(
2RI KIT K2~ 2 k1 KIS K2+ 2 sqri(R1 S kDT A2 4 2 KIS RIT K2 008 + k14T KIS A2
+2RIG KIS K2 RIS RIS+ 2 IGKISK2 KIS KISKITY) /(K16 kIS kD) —%pz kit ki7 k2
—2kI4 kIS KD 2 sqriCkIF KIT K2+ RIS KIT KD KIS+ k19 kiST K2

S 216 KIS K2 RIS I3 + 2 kI KIS K2 kIS KI5 KITY) ki /(K16 KIS kf\+%(

2 kI k1T k2 =2 k14 KIS K2+ 2 sqr(ki4 k1T K24 2 k14 KIT K2 IS+ KIE KIS K2

S RIG RIS K2 KIS K13 42 KIG KIS K2 KIS KIS KITY) 67 (K16 KIS K2) +%(72 KkiTh

— 2kl KIS K2 + 2 squikI4 kIT KD + 2 KIF KIT KD KIS + kIE KIS

L2 RIG KIS K2 KIS RIS+ 2 RIG KIS K2 RISKISKIT)) § &/ (k16 KIS RZ) +%(

2 kI4RIT k2 =2 k14 kI8 k2 + 2 sqr kL4 kIT KD + 2 k147 ki 7 k2 kI8 + kIS KIS h2°

+2 k16 kIS R2 KIS RIZ+2 K16 KIS K2 kIS kI3 k17)yeki4/ kl6 —34—2 kidkl7 k2
—2kI4 KIS K2 + 2 sqrkIF k1T R+ 2RI kDT K2 KIS + K1 kI8 RS

+2KIG KIS K2RIS KIS+ 2 K16 KIS K2 KIS KI3 KiTY) 6 k4 ks [ (K16 k.’)+'§(—2 Kl kiTh2

Dk KIS K2 + 2 sqr kI KT A2+ 2hIE RITRE KIS + kIF kIR
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S XRIGKIN K2 KIS KIS +2 k16 KIN K2 KIS KI5 kI yys KI4 kDT F (K16 kIS) +j—'(
2RI TR2 = 2RI KIS K2 = 2 squCkl S R TR ¢ 2k RIT D RIS+ k1 RIS K2
+2KI6 kIS K2 KISKIS + 2 kIGKIN K2 KIS kI3 KITV) e kid kITHA 1 (KIG mm-%(
DRI K172 - 2 KIS KIS k2 + 2 sqri(ki4 ki T A2 4 2 KIS RIT K2 k18 + kIS KIS 2

2 2, 1
2k hIS k2 kIS KIS+ 2516 kIS K2 KISKISKkITY) € /(A6 RIS K2) —— (-2 k{4 kiT k2

~ RIS KIS K2 + 2 sqri(kI# KIT K2+ KIS kIR RIS + k1A kIST A

PG KIS K2 KIS RIS 42 KIG KIS K2 RIS KIS RI™Y) € k4 / (KIG KIS k:l)-i((
SRk TR = 2 kI RIS KD~ 2 SquOkL T KT 2 2R TR RS kL R D
216 KIE K2 KIS KIS + 2 KIGKIR K2 KIS KIS KITY) r:‘m)/ur,—ﬁ((—z kKT
— 2 k14 RIS K2+ 2 sqriCk A k17 k2 4 2 KIS KIT K2 KIS + kIS kIS K2

2 3 1
F2RIGKIS K2 KISKIZ+2ki6 kIS k2 kIS kI3 KITYY e kI kw’)/(kl/)k])—;((

2

2 k{4 KIT k2~ 2 k14 KIS K2 + 2 sqri(k14> k1T k2 + 2 ki k17 k22 KIS + k142 KIS k2

R 1
2 kd6 kI8 K2 KIS KIS+ 2 K16 kIR K2 KI5 k13 KIT)) 6 k14 Ic[?)/(klf)k[r?)fz((

+ 2 k1L RIT KD RIS+ kIF KIS KD

~2 kI kIT k2 -2 k14 KIS k2 +2 sqri( k19 ki k2
- . 1
# LRIG KIS K2 KIS RIS+ 2 KIG KIR K2 KIS kLI KIT)) € KILKIT )] (KIG KIS A2)+7 08 (

DRI K172 = 2 k14 KIS K2+ 2 sqruki 4 kT K2+ 2 k14 kDT K2 KIS + k1A kLS k2

, 2 1
FURIGKIG K2KIS KIS + 2kIGKINK2 kIT ki3 kIT)) "U(Mkldk.‘]+E83(—1kﬂkl7k.’

=2k kI R2 + 2 sqrekIL KT TR 2 2 KIS RIT RS RIS+ k1 N R2

K16 RIS K2 KIS KIS + 2 KIG RIS K2 KIS KIS KITY) k4 /(K16 kI8 K2y + KIS kI3 KIS
+ kIS kI3 kl?) / [(—2 +€) (-mm —kld I:l7—“:(—2 K4 ki7h2 =2 kI4 KIS k2 +2
Sqri(kT 4> k172 k2% + 2 K14 KIT K22 KIS + ki4 IS K2 + 2 K16 kIS K2 k1S ki3

+2kI6 kIB K2 KIS KIS KIT))/ K2 +£(-z KIS KIT K2 =2 k14 k18 &2 + 2 sqr( kI 4 k172 k2

2SR R KIS+ KL KIS K2+ 2hI6 RIS k2 KIS KIS+ 2 k16 kIRK2 KIS KIS KIT)) e



P
. /k}))

[ > rm632:=kd4=solve{rm631,k4);

= (kT PR = 2RI R KIT 3R T kI k
2SR KIS - S KIS KIZ KL KIS~ 6 K16 KIS KIS k15 — 62 k14 k2 K18 + 2 i d sqri(
KL RIT K2+ 2RI KITR2E KIS + RIG KIS K + 2 k16 kIS k2 k15 ki3

FOKIGRIR K2 RIS KIZKIT) =3 & kid sqriki S k1T K22 42 ki k1T KD KIS

kIS RIS K 2 RIG RIS K KIS KIS+ 2RI6 KIS K2 KIS KIS KIT) + 45 kIG KIS kIS kI3
< kI SIS kI TR + 2 RIS RIT R RIS + kIS RIS K2 4 2 hI6 KIST 2 k1S5 K13
2RI RIS K2 KIS KIS RIT)) £ k2) / (k17 & kIH kD =2 kI7 e k14 K2 +3 k17 & kIF k2
36" kA squlkid kIT K2 + 2RI RIT KD kIS + k14 RIS K2E + 2 K16 I8 k2 KIS kI3
2 KIGRIS k2 KIS kI3 KIT)+ & k14 sqrekla k17 K2 + 2 k14 k17 K2 KIS + k14 kIS &2
F2KI6 KIS K2 KIS KIS+ 2RIG KIS K2 k15 KIZKITY+2 kIS ki3 KI6 kIS

— & KI6 kI8 KIS kI3 + 2 ¢ k14 sqr(klS K17 kP + 2hIA K17 K2 RIS + ki 4P kIS k2
+2kI6 KIS k2 KIS ki3 + 2 kI6 kIS K2 kIS RIS KIT) =€ k14 k2 kIS +3 6" RIS K2 KIS

U —Scki6KISKISKI3 +4c  KIGKIS KIS kIS ~2 ¢ kIF k2 KIS)

{ Find k3 intercept when k4=0.
[ > rm633:=subs (pmid=rm629[1], rm627) ;

rm632: KL KIR

rm633 :=k3 =

| . N
( S K14 KITR2 =2 K14 KIS K2 + 2 sqrk) o k171 R
F2RIA KT k2 RIS + kI # kI K2 + 2 K16 kIS k2 kIS kI3 +2 k16 KIS k2 KI5 kI3 k7))

I N > 2 s
kI4) 7 k16 = (=2 k14 k17 k2 = 2 K14 k18 k2 + 2 squi(k14 K17+ 2 ki RIT K2 RIS

i PP 2 1
' + RIS KIB K 4 2 kTG KIS k2515 K13+ 2KIG KIS k2 K15 ki3 KITY) kI ki) / (KIGK2) ==
(2 kI RI7K2 =2kl kIS k2 + 2 sar( kI K17 k2 + 2 k14 k17 k2 KIS + k14 kIR k2
2 1
+2KI6 KIS K2 KIS KI3 + 2 K16 KIS k2 k1S kI3 KITY) kI4 KIT) ] (ki6kIS) =7 ((

' 2 kIS KIT K2 =2 k14 KIS K2+ 2 sQuUkl 4 kI 7 k2P + 2 kI KT K2 k18 + k142 kIST k2

2 1
+2klG RIS K2 KIS KI3+2 k16 kIS K2 KIS KIS KITY) k14 kIT kd)I(AIGKISK2) -~

‘ 2 k14 KIT K2 = 2 k14 RIS K2 + 2 SqUkL S kI7 kP + 2 k1 £ RIT KD KIS+ k1 F kIS k2

2 L
’ ‘ C2hIB KIS K2 KIS KIS+ 2 K16 KISK2 KIS kI3 RITY) /(K16 kIR kD) 75(72 k14 kIT k2



2RI RIS K2+ 2 sqri KIS kDT R ¢ 2RI RIT R RIS I RISk
3.
16
2kl KIT RS = 2RI RIS K24 2squi k14 kDT 201 KT R RIS+ k1 RS R

S 2RIG KIS K2 RIS KIS+ 2 k16 KIS K2KISKIZKITY) ki / (RIG RIS K2) =

i s 5
{ 2 RIG KIS K2 kIS KIS +2 k16 KIS k2 k15 ki3 kI7)) &/ (k16 ATS k.’)—%(—z KI4kITR2
O

2 kIS kIS K2+ 2 sqrt( IS KT R < 2RI kIR RIS + kI KIS &

S RI6 I K2 KIS KIS + 216 KIS K2 KIS KI5 K1) okt / (kIGKIBKY) —%((
kA k1T R =2 kA KIS K2+ 2 sqri(k19S kT A + 2 k14 RIT KD KIS + kA KIS KD
F2KIG RIS K2 KIS KIS + 2 k16 KIZ K2 KIS KIS KI7)) e kid)/ k16 ,,%(H k4 ki7k2
—2kI4 k1B K2 + 2 sqr{ k4 KITI R £ 2 kI KIT K2 KIS + k18 KIS k2

216 KIR K2 KIS KI5 =2 k16 kI8 K2 KIS KIZ kI7)Y 6 kid k4)/ (k16 k2) 731(
2RI T2 = kI KIS K2 - 2 sqn kIS KL KDY 2 k14 KIT K2 KIS + k1T RIS R
+2kI6 kIS K2 KIS KIS +2KI6 kIS K2 kIS kI3 KITNekl4k17)! (k16 )c[X)—%[(

<2 kI kDT K2 =2 kI KIS k2 + 2 squi(k14 KIT K2 42 k14 KIT K2} KIS + kIS RIS K2
2 KIG KIS K2 k15 kI3 + 2 k16 kI8 K2 kIS KI3 kI7)) 6 kid k17 ke )/ (K16 KIS R2) -i(

2kl KIT R =24 kIS K2+ 2 sqni(ki St k1T RS+ 2 kIS KIT K2 kIS + k1 KIS K2

N ), i
+2RIGRIS K2 KIS k15 + 216 RIS K2 KIS KISKIT)) 6/ (KIG KIS K2) = (<2 k14 K17 &2

~ 2 ki4 RIS K2+ 2 SqUUKI " KITS K2 + 214 kiT k2 KIS + k14 kIS &2
, . : 5o 1

S KIGKIS KD KIS kI3 + 2 kI6 kIS K2 k15 kI3 ki7yy € k-l/(klﬁ kI8 k2 )<;((
RIS KITE2 =2 kI KIS K2 + 2 sqri(ki# k17 25+ 2 k14 k1T k2D RIS + ki4 k187 k2

5 s 1
+2RIGKIS K2 RIS 3+ 2 RIG KIS K2 RIS K3 RIT)) € ki) /26— (-2 K14 KITR2
2K KIB K2 + 2 sqri I KT KB LRI KIT R kIS + k14 kIS k2

2 ) t
2RI KIS R2EIS KIS + 2 KIG KIS K2KLS K13 HIT)) 62 k14 ) /(KIS R2) = ((

214 k1T k2 - 2 ki KIS K2+ 2 sqri(kl 4 k172 k2 + 2 k1S k17 KD RIS+ ki4 kIS k2

82
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) > |
F2EIGKIR K2 KIS K3+ 2RIGKIS K2 KIS kIS hI7)) e K4 KIT) (K16 KIS) -:((

2 KIKIT K2 =2 kI KIS 2+ 2 sqri( ki 4 kT 7R« 2 k14D KT RDT RI& + K14 kLS

2 : 1,
RIS RIR K2 KIS KIS+ 2RIGKIS kKIS kIS KIT)) 6™ ki4 k1T hd) ! (kIO KIS k_«")—?n‘ (
6

kIS + k14 k1S 2

2T LT k2 = LRI RIS K2 + 2 sqri(ki 4 kI T k14 kT
RIS K2 RIS KIS + 2RIG RIS K2 KIS kI3 KIT)) /(K16 RIXKD) 711—65‘ (-2kl4 k17 k2
2 RI4 KIS K2+ 2 squO kL £ k1T k2 + 2 k14 k1T k2 RIS + RIS KIS A2

2 RIG KIS K2 RIS kI3 + 2 K16 kIS k2 k15 kI3 KITY)' k3 /[ (k16 KIS R )+ KIS KI3 KIS

‘ 1
+ISKI3 kl?) / [(2 +p,)(ku KIS + kL4174 (2 RIARITAZ =2 K14 K18 K242

SqrUklS? k17 K2+ 2 KIP KIT R RIS + k1L RIS K2+ 2 KIG RIS K2 KIS I3
1 :

+2RIG RIS K2 KIS KIS KTV K2 =7 (<2 RIS K17 K2 =2 K14 KIX K2+ 2 sq(kl £ K7k
4 2RI KIT 2 KIS+ kI IR KD+ 2 k16 k18 K2 K15 kI3 v 2 k16 kI8 K2 k15 KIS KI7)) &
e))

)
7> rm634:=subs (k4=0,rm633) ;

1 2

634 = k3=~ [——((—z K4 kI7 k2= 2 k14 KIS k2 + 2 squu(k!4 kI 7 k2*

S 2 RIS RITR KIS + k14 kIS R+ 2kI6 KIS® K2 KI5 k13 + 2 RI6 KIS K2 kIS ki3 kIT))

1 N
kLAY k16— (=2 k14 KITR2 =2 k14 KIS K2 +2 sqr( ki RIT2 k2° + 2 ki KI7 K2 kIS
FRIP RIS K+ 2EIG RIS K2 KIS K13+ 2 KI6 KIS K2 kIS K13 kIT)) kId kI7)1 (k16 KI§)

! \ .
-—g(-l Ki4kl17h2 =2ki4 kIS K2+2 sqn(l{N2 K7 R 42 kI kI7 R KIR

2 2,52 2 . 2 5
+RLF IS R2 ¥ 2RI KIS K2 KIS KIS+ 2 KIG KIS K2 RIS KIS RIT)) / (KI6 RIS k2) =7
2 KIARITE2 =2 k14 RIS k2 + 2 sqr(kI 4 kI KD 4 2 i K17 K2P KIS + k14 kI8 02
5 2 3
F2KIG KIS K2 KIS KIS+ 2RI6 KIS K2 KISKIZKIT)) &7 (K16 KIS 2) =7 ((-2 kI k17 k2

~2 kI KIS K2+ 2 sqr(ki 4 k17 K2+ 2 kIR kIR KIS + k14 KIS KDY

2 3
+2kIG kIS kI KISKIZ+2kI6 KIS kD RIS KIS kl'))sklﬂ/klé—:((—-z Kl k17 R2




— 2RI KIS RO+ 2 st A KT RS 2R kTR RIS + kI RIS K2
- 1
D RRIGKIN RIS KIS Y 2RO KIS K2 KIS KIS KITY) G RITY LRI RIS =0

2K KIT R = 2 k14 RIS k2 2 sqri ki F RIT KD = 2RI RIT R K1 4 kLA KIS AT

[ T2KGKISR2KITRLS + 2RIGKIS k2RI KIS KN (kU6 kIS R2) Aiu—z kl4kiTh2
- — 2 kI KIS K2 + 2 sqrii k14 kD TR < 2RI kDT K2 DS kU k1R A

’ F2KI6 KIS K2 KIS KIS+ 2 RI6 KIS K2 KIS KIS KIT)) 68 /;/4)/&/6;%((72 KI4kIT7 k2
l 2k RIS k2 + 2 sqri{ki4 kI TR & 2 kI KIT RS KIS - k1A K8 A2

‘ 216 KR K2 RIS KIS - 2 RIG KIS k2 ki3 KIS kITY) €' ki £ITYI (K16 klﬁ{)—in](

C RRMEITR2 < 2RI KIS K2+ 2 squekLE kU D 42 k1 KIT K2 RIS+ kLA KIS KT
2
I S 216 KIS K2 KIS kIS +2 K16 KIS K2 KI5 kI3 KIT)) /(K16 kIS K2)+ k15 kI3 k8

3 1 1
+KISKITKIT | / ((2+E)Lkl4/r/x+k1JkI7+;[72kl¢kl7k2—2k/4kl8k2+2

3

SN RITR KIS < kI RIS K 2 K16 KIS K2 KIS kI3

\ sqr(ki £ k1T
1 2
\ F2RIGRIAD RIS RITKIT)) (K2 42 (2RI KI7 K2~ 2KIH KIS K2+ 2 sqri( ki 117 42

2 K1 RIT KT KIS + kIS KIS KD 4 2 KIS KIS k2 kIS KIS + 2 k16 kI8 k2 KI5 kI3 KIT)) e

L //(.?J)

( Area equation
! > rm635:=area=rhs (rm632) *rhs (rm634) ;

rm63s :=ur'm:((<ld7 RIS R =2 kIS K2 RIT 3K e kIS K2 + 3 e k1A K2 RIS

21 P K2 KIR =5 KIS KIT KIS KIS — € k16 kIS KIS K13 - & k14 K2 KIS + 2 ki sqa(
J KL KI7 K2 4 2R k1T k2 KIS + kI KIS k2 + 2 k16 kI8 K2 K15 kI3

+ 2KI6 KIS K2 RIS KI3 KITY - 3¢ ki squ(ki4 ki7°k2® + 2 k14 K17 K22 KIS

SRS RIS K v 2KIG KIS R2 KIS kI3 + 2 KI6 kIBK2 KI5 kI3 kI7)+ 4e ki6 hiS kIS kIS
l et ki sqr(ki kIT k2 2 kIS kDT

P RIS+ kIS RIS K2+ 2 k16 k18" K2 kIS kI3

L
+ 2kl KIS R2 KIS KITKITY) e k2 (—;((72 k14 k17 k2~ 2 k14 kI3 K2+ 2 sqri(

l KIS R + 2 K0P kI 7R S + k1 KIS K2 +2 k16 kI K2 kiS5 KIS
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1
FQRIGKIX K2 KIS KIS KIT)) k14 AI()»:(l~2kIJLI’AJ—-ZI(Hkld'k]{»lsqu(

P kI KIT RS KIS R KIS RIS 2 RIG KIS K2 KIS kI3

el k1
|
F2AIGRISRIAIS RIS RIT)) K K17 (KIS K1S) = 2 (-2 K1 KITA2 =2 K14 k18 K2 +2

$ 2RI KIT R KIS + kIS KIS KD + 2 k16 KIS K2 KIS k13

sqri(k14> kI 7

2 3
+2EIGRISRZEIS KIS KITY) T (k16 RISK2) =1
KIE RI7 K2+ 2RI KT K2 KIS + ki 4 kIS &2 + 2 k16 kI8 k2 kiS5 K13

2k KITh2 = 2RI RIS K2+ 2 sqri(

2 3
+2kI6KISK2 KIS KIZKITY) e/ (ki6 kigk2) 7;((72 K14 kI7 k2 =2 k14 kIS k2 + 2 squy

K TR 2RI kTR IR R RIS KD w2 RI6 RIS k2 k1S kI3

+ 2 k16 kIS K2 KIS kI3 kIFY R hI4)(KIG —3((—2 RIS EIT k2 = 2 k14 KIS K2 + 2 squti

RIP K17 R+ 2 RIS RIT R kI ¢ kA KIS K2+ 2R10 KIS k2 KIS KIS
+2KI6 kI8 K2 KIS K13 KITY) e kid k17)! (ki km—f(q K14 kT k2~ 2k kIS k242
SQU(AL 2 k17 RZ 4 2RI kLT R KIS + kI KIR KD +2 k16 KIS k2 KIS kI3

+ RIS RIS K2 KIS K3 RITYY € 1 (KIG KIS A2) -i((-z K14 K17 2= 2 k14 KL K2 + 2 sqri(
KI£ k7 k2 + 2 k1L RIT 62 kI8 + kI 4 KIS k2 + 2 k16 kIS k2 KIS k13

> |
f2k16kl8k3k15k1jk17))a'kl-'J)/klﬁ—;((%/r/!kl?’kZ—Zk14k18k3+25qn(

R REP R+ 2RI RIT R RIN + kI8 RIST KD ¢ 2R16 kIS K2 KI5 kI3

: i
2 RIG KIS K2 KI5 kI3 k7)1 6" KIAKIT) 7 (kLG RIS) —Er.‘(ﬂ K14 KITR2 = 2 ki% kIR &2

28I KIF R 2RI KD TR KIS + kI KIS KD + 2 k16 KIS k2 KI5 kI3

+2 k16 kIS k2 KI5 kI3 kIT) ): F(kI6 KIS K2Y+ kIS KIZ KIS + k15 ki3 kI‘/'J} / [(

KITE KIS R =2 k17 e kIF K2+ 3 KIT € kIF k2~ 3 & k1 sqri(kI# kI 7 k2

+ 2kl kI KIS + kL4 KIS k2 + 2 k16 kIS k2 KI5 ki3 +2 K16 kI8 k2 KI5 ki3 kI7)+
& k14 sqr(k14 k17 k2 + 2 k1L RI7 I kI8 + k14 kIS k2 + 2 k16 kI8 k2 KI5 k13
+2kI6KIS K2 KIS KIS KITY + 2 KIS KIS k16 KIS — ¢ k16 KIS k15 K13 +2 6 ki squ(

KIF k17 2+ 2k k1T EZ KIS + kI8 kIS k2 + 2 k16 RIS k2 kIS kI3




S 2RIG KIS K2 KIS KIS KIT) =& hI4 K2 RIS+ 307 S K2 RIS = S e kIGKIN KI5 k13
A KO KIS KIS KIZ =20 k14 k2KISH2 = )| k14 KIS =kl k1”+:]‘(—l Kl4kiTh2
=2 kI RIR K2 + 2 sqr(kl 4 k1T 2D 4 2RI kDT KD KIS kI RIS RS
TG KIS K2 KIS KIZ+ 2 RIG KIS K2 KIS KIS RITY) K2 +£(-z kI KITR2 =2 k14 KIS k2
+2sqrt(kI A AT K2+ 2RI KIT KPP RIS » k1A KIS 2+ 2 k16 KI8T K2 KIS kI3
+2kI6KISK2 KIS KIS KITY 6/ k})]

> rm636:=subs (k14=0, rmé35) :

634 = area {(-5 KISKISKIGKIS - € KIAKISKIS KIZ + 32 kIGKIRKISKIS) s kz[

V2kI6 RIS K2 KIS K13+ 2KIB KIS K2 KIS kI3 kT
T2 K16 kis 52

S (2KIG KIS R2KIS kIS +2 RI6 KIS K2 KIS kI3 KI?) e
T4 kI kIS k2

(2KI6 KIS K2kl S I3 +2 k16 kIS K2 k15 KI3KIT)E
- K16 kI8 k2

U e® (216 KIS K2 KIS kI3 +2kI6 KIS K2 KIS kI3 KIT)
T4 KI6 kI8 k2

/

: (2kISKIZHICKIS = KIG KIS KIS K13 - 5 kIGAIS kIS ki3 +de kI6 KIS KIS KI3)

2o}

)

+hISKISKIS+ kIS kI3 kII’]}r

J} K16 KIS K2 KiS kil s 2h16 kIS R2KIS kI3 k1T
k2

| 2
;r\/Z KIGKIZ k2 kIS KIS +2 k16 kIS k2 KI5 ki3 ki €

+

k2
[ > rm637:=3implify (rm636) ;
1 KISKIS(5+ei—4e) e k2 (KIS + kIT) (S +4e+e)) 2

2(<2+6 +56-48)(2+e) kIO KIS k2 kI3 ki3 (KIS +kI7) (1 +5)
> rm638:=subs (epsilon=1/2,rmé37) ;

{ rm637 = urea=—
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377 KISKIZ A (RIS k7Y A2
38 = arey = —— e f O L N
. 180 k16 k18 &2 £15 K13 (kI8 + K17
> tm§39:=subs (epsilon=1/10,rm637) ;
249401 KIS KIIAZ (KIS +KITY YT

639 = arey = ——
TUIONS0 o/ k16 kI8 k2 k15 kI3 (kIS +k17)

" > rm640:=evalf (eval (rm635,{k14=0.0,k2=0.01,k13=4.0,k18=1.0,k15=5_

0,k16=0.002,k17=1.0,epsilon=0,1})) ;
640 = area = 007015321695
limit (evalf (eval (rm635, {k14=1.0,k2=0.01,k13=4.0,k15=5.0,
.002,k17=1.0,epsilon=0.1})) ,k18=0) ;
l il = area = 002503480925
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r
| Multi-Level Cooperativity
[> restart;

[=I Two-Level Cooperativity

> ml0l:=Kl=gp/(g*p) ;

! [ rmifl =Kl =
|
> rml02:=K2=gpp/ (gp*P)} /
! rmin2 = K2 =22
L wr
> rm103:=R3=gppp/ (gpP*P) ;
o105 = K3 =22
&rp

> rml04:=g+gp+gpp+gppp=1/
rmi04 =g+ gp+gpp+ gppp = |
> rm105:=gppp=solve (rm103,gppp) ;

rml03 = gppp = K3 epp p
rml06:=gpp=solve (rm102,gpp) ;

v

rmi06 = gpp= K2 gp p
m107:=gp=solve (xm101,gp) ;

v

rml07 =gp=Kigp

> mm108:=subs (zm107,rm106) ;
rml08

m109:=subs (rm108,xm105) ;

app=K2KI g p*

rmi09:=gppp=K3 K2 Kl g p*
rml110:=subs ({rm107,zm108,rml109},zm104) ;
rml10:=g+Klgp+K2Kigp*+K3K2 Kl gp’=1
> rmlll:=g=solve(rm110,g);

v

1
T KIp+K2KIP +K3K2KIp 1
> rm112:=subs({g=1/2,p=q},xmlll);

rmll] =

1 1
rmll2 = ————————
2 Kig+K2KIQ@+KIK2Ki ¢ +1
1=solve (rml112, K1) ;

——— A —— ——— —— e — —— ¢
v

> rm1l13:

1

rmlis = Kl = —————————
q(l+K2g+K3R2q4%)



7> rmll4:=subs (m1l3, mmlll);

(

L

rmf 4=

i

8=

p K2p K3K2

gl

miiy =

(1 +K2q+Kik2q) g1 +K2g+KIK24})

VR K2q+KIK2G) qUL+ K24+ KIK2q)  q(1+RK2q+ K3 K24

[ > rm115:=diff (rhs (rm114) ,p) ¢

! , K2p K3 K2y

+3 S
qUL+R2g+K3K2¢7)

.

» K2p K3 K2p'

N + )
l“n/\’:qua/\'zq') (1 +K2q+KIK2qY) q(1+A2q+K3K2g%)

> rmll6:

rmll6:

> rmll7:

=subs (g=p, rmil5) ;
1 K2 K3K2p

!"

1 K2p K3K2p*
T+ - T+l
\1+K3p+K3K2p' 1-K2prK3K2p" 1+K2p+K3K2p°
=limit (rml16, {(K2=infinity, K3=infinity});

o7

[=] Three-Level Cooperativity

[

|
i
li

> rml0l:

> ml02:

> rm103:

> rml04:

> rml05:

> rml06:

=Kl=gp/ (g*p) ;

0l = K1 =EE-
gr

=R2=gpp/ {gp*P) /

=K3=gppp/ (gPP*P) ;

rmi03 = K3 =L
o p
=K4=gpppp/ (gPPP*P) ;
rmigd = K4 =L
gopp
=g+gp+gpPpP+gpPPP+aPPPP=1/

rm103 =g + gp + 4pp + gppp + gpppp = 1
=gpppp=solve (rml104,gpppp) :

T2 T+3
P +K2p+K3R2p') 14K2p+K3K2p"  14K2p+K3K2p

j’
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rm 06 = gpppp = K4 gppp p
{ > rml07:=gppp=solve (rml03,gppp) ;
L it = wppp = K3 app p
"> rm108:=gpp=solve (rml02,gpp

08 = gpp=K2app
> mml09:=gp=solve (rml0l,gp);
rmlGy = gp=Kigp
> rmll0:=subs (xm109,xm108) ;

> rmlll:=subs (rm110,zm107) ;
rmiil=gppp=K3IK2Ki g p'
[ > rm112:=subg (rml111,rm106) ;
rml12 = gpppp = K4 K3 K2 Kl g p'

i
L
r
[ rml 10 :=gpp=K2 Kl g p*
:

7> mml13:=subs ((rm109,rml10,rm111,rm112}, rm105) ;
[ omll3 =g+ Klgp+K2KI gp' +K3K2Kl gp’ + K4 K3 K2 Kl wp*=1
g=solve (rm113,q) ;
i
rmlld=g= S S "
1+K2KIp + KIK2KI p*+ K4 K3 K2Ki p* + KI p
> subs ({g=1/2,p=q} rmll4) ;

L L
i rmlls === T 5 .
| 2 K2R KIK2KI P+ KAK3R2KI ¢* + Kl g
> rml16:=Kl=solve (rmllS K1) ;
1
GR2q+R3 K2+ KIRI K29 +1)
F ml17:=subs (zml16,rmlld) ;

rmil16:=Kl =

~ K2p
7=/ L= S T
i Y(K2q+K3IK2q + Kt K3 K24 + 1)

K3K2p' KIK3RK2p
+ N + "
G(R2¢+K3K24 +K4K3R2¢" 1) q(K2q+K3K2q' + K4 K3K24" + 1)

|

|

b, e

L G(K2q+K3 K24 +K4K3K24° + 1)
[ > rml118:=diff (rhs(rmll7) ,p);
i
|
|

| K2
milS = —(: =L n
U q(K2g+KSK24 +K4K3K2¢4* +1)
K3 K2p° K4 K3 K20

. +3 N +4 2
| GUK2q+KIK2@+K4K3K2¢ + 1) q(K2g+ K3 K2+ KAKS K24+ 1)
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i 1 )
+ N R B J 1
i G(K2q+K3K24 + KIK3 K247 + 1))
K20

+ 2 5 + N 3
| ! GK2g+K3K2 QP+ KAIRIKI G +1) g K2q+KIK2¢ +KIKIK24' + 1)

KiKIK2p' P ]
)

+ N + 2
giK2q+K3IK2¢ K4 KIK24° +1) q(K2q+K3K2 +KIK3 K24 +1

f> rm119:=subs (g=p, rm118) ;
e

i

|

K2 K3 K2p
Kp+ KK peKik3K2p +1 K.‘;H-K}K’p +K1K3K2p + 1

Ki K3 K2p° | ] [
K’{H-I\jKZp KKK 1 p(KIp+ K3KZP A RAKIK2P 1)

K2p K3K2p

+ T 3
K2p+K3IKIp +K4KIK2p' + 1 K2p+KIK2p + KIKIK2p' +1

2

KiKiK27' | ]

+ N + S
K2p+K3K2p + KAKIK2p + 1 K2p+ K3K2p° + KAKSK2p* + 1

> ml20

> rml01:=]

> rml02:

> rml03:

> rml04:

> rmlQS5:

|
|
|
|
|
|
i
|
L
ﬂ Four-Level Cooperativity
|
|
|
|
l
i
|
i

:=limit (xml19, {K2=infinity, K3=infinity,K4=infinity});
1
rmi20 = -—
P
1=gp/ (g*p) i
rmi0f =Kl ===
P
=K2=gpp/ (gP*P) ;
o2 = K2 =22
wp
=K3=gppp/ (gPP*P) /
)
rm103 = K3 = SEP2
gop p
=K4=gpppp/ (JPPP*P) i
anppp
04 = Kt = L2
sopp
=K5=gppppp/ (GPPPP*P) |
goppop

rmi0s = K35 =
epppp p
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> rm106:=g+gp+gpp+gPPP+IPPPP+YPPPPP=1/
06 = 1 g+ gpp & 2ppp o+ spppp Y ppppp = |
> rm107:=qppppp=solve (rm105, gppppp) :
rml 07 = gppppp = K3 spppp p
> rm108:=gpppp=solve (rm104,gpppp) ;
rml08 == gpppp = K4 gppp p
> rml09:=gppp=solve (rm103,gppp) ;
rm 109 = gppp = K3 gpp p
> rm110:=gpp=solve (rm102,gpp)
rmli0=gpp=K2gpp
> rmlll:=gp=solve (rml01,gp)
rmlll =gp=Kigp
> rmll2:=subs(rmlll,ml1l0);
rnli2=gpp=K2Ki gp’
> rmll3:=subs(rml12,rm109) ;
rmii3=gppp=K3IK2Klgp'
> rm114:=subs (rml13,rm108) ;
rm114:= gpppp = K4 K3 K2 Kl g p*
> rml1S:=subs(rm114,rm107);
rml13 = gppppp = K5 K4 K3 K2 KI g p°
> rmll5:=subs{{rm115,rm11l,rml12,rnll3,rm114},ml06) ;
rmlls =
g+Klgp+K2KIgp* +K3IK2Kigp* + K4 K3K2KI gp* + K3 K4 KIK2 Kl gp*=1
> rm116:=g=solve(rmllS5,qg);
1

mll6=g=

V+KIp+K3IK2KIp' + K4 K3IK2KI p* + K5 K4 K3 K2 KI p° + K2 Ki p*
> rmll7:=subs ({g=1/2,p=q},mll6};
1 1

rmil7 =

2 | +KIg+K3K2KI g + K4 K3K2KI ¢ + KS K4 K3 K2 K1 ° + K2KI
> rm1ll8:=Kl=solve (rml1l7,K1) ;
1
GUL+KIK2q + K4 K3K2q + KS K4 K3 K2 g* + K2 ¢)
> rmll9:=subs (rm118,rmll6) ;

rmli8 = Kl=

P
+ :
qUI+KIK2g" +K4K3K2 '+ K5 K4 K3 K24" + K2 q)
K3K2p
+ 2
GU+KIK2 @ +K4KIK2 g + K5 K4 K3 K2 ¢ + K2 ¢)

rmIIO'=g=l/[l
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+

+

+

G+ KIR2 G+ KIKIR2 g v KSK4RS K2 ¢ + K2 )
K3 K4 K3 K2p"

qU+KIK G+ KIKIK2+ RS K K3 R2 g + K2 y)

K2 )

G+ K3K2 S+ RIKIK2 4 + K5 K4 K3 K2 " + K2 )

> m120:=diff (rhs (xm119) ,p);

1
-(q(l+K3K_7q1+KJI\’JK2q"fK.)'KJI\'JKJ‘I'WA’Zq)
K3 K29

+3 3
G+ K3K2F+ KIK3K2q°+ K5 K4 K3 K2¢* + K2 )

K4 K3 K2

+4 3 n N - 3
GO+ KK+ KiK3K2 G+ KS KA K3 K2 + K2 ¢)

K5 K4 K3K2p'

+5 < ”
I+ KIK2 G+ KA KIK2 4 + K5 KIK3IK2 " + K2 ¢q)

N K2p ) {|
+2 3
G+ K3 K2+ K4 K3 K24~ RS K KT K24 + K2 )/

+

+

+

+

+

> rml21

P
g1+ 3K+ KIKIK2¢' + K3 K4 K3 K2¢" + K2 ¢)
K3K2p'

G +R3K2 @+ KIK3K2 4 +KS K4 K3K24' + K2 )
KeK3K2p'

G+ K3K2 S+ KRS K2+ KS K4 K3 K2 ' + K2 )
K3 K4 K3 K2p®
g(1+K3 K2 +KIK3K2 ' + K5 K4 K3 K2 ' + K2 q)

Kp }
G +K3K2¢° + K4 K3 K29 + K5 RIKIK24' + K2 )/
ubs (g=p, rm120) ;

H

1
'u[pn SKIKIP KA KI K2 + K3 KL K K2 p*+ K2 p)
K3K2p

+3 B’
V+K3K2p + K4 K3K2p + KSK4K3K2p* + K2 p
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B Ki &3 K27

Ve K3K2p H KA KIK2p + RS K KIR2pt « K2 pr
R K5 K4 K3R2p'
’ L+ K3K2p + KRS K2p" + K5 K4 K3 K2p  + K2 p

I 0 \
i +2 N = [l
i VR K3R2p KA K3 R2p + K5 K9 K3 K2p v K2p)
V |
+ B
I L+ K3K2p + K4 K3 K2p" + K5 K4 K3 K2p* + K2p
N K3ik2p
Vv K3IR2P A KIKIK2p° 4 KSK4 K3 K2p* + K2p
KeK3K2p°
+ 3
VR K3R2P + KIKIK2p + KS K K3 K2 p* + K2 p
K5 K4 K3 K2p*
+ 7 3 -
L+ K3K2p - K K3 K2p 4 Ki K4 K3 K2 7%+ K2p

| K2p
+ o ) - -
[ L+ K3K2p + KA KSK2p + RS K4 K3 K2 p' + K2 pp
> rm122:=limit(rml121, {K2=infinity, K3=infinity,KK4=infinity,K K5=infi
nity});

51
mi22m~r—

4p

RS
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Uncorrelated Rectangles

{ > restart;

=l Comparison of Areas

| [> mil := -1/2%epsilon*2*k2*k1/ (~l+epsilon) ;
[ VERK

i = -
i 2 e
> rm2 =
-epsilon* (-3+epsilon) *k2* (3/2*kl*epsilon+1/2%kl*epsilon*2)/((-2
+epsilon) *(~1l+epsilon) *(2+epsilon)) ;

(-2+e)(-l+€)(2+¢8)

> m3 :=
-8*apsilon*2*kZ*kl/((2-2%epsilon+epsilon’2) * (~l+epsilon) * (2+2+%e
psilon+epsilon®2))+1/2%epsilon®4*k2+k1/ ( (2~2*epsilontepsilon®2)
*(-1l+epsilon) * (2+2*epsilon+epsilon”2)) -1/2*epsilon”6*k2+k1/ ( (2~
2%epsilon+epsilon*2) * (-l+epsilon) * (2+2*epsilontepsilon*2)) ;

]
N —e' k2 ki
& k2 kI 2

rm3=-8 5 Tt B )
(2-2e+e) (-1 +6)(2+2e+€) {2-2v+e)(~-1+e)(2+2¢e+¢")

! & k2 ki

T2 sy (Al ee) (242648
=rm2/rml ;

[> rmcQl:

{ (»34—2){%/{1&'—»%“22}
|

J

|

i

!

f

rmet] =2
e(-2+e)(2+8) k!

> rmc02:=rm3/rml;

£ k2 k!
rme02:=-2|| -8 - 8
(2-2e+6) (-l ve)(2+28+5")

|
|
?
\
?
|
|
'1
(
|
1
1
i
|
|
J
l
ﬁ

Loou
2 1 e k2 kI
+ ST, 7 N
(2-26+8)) (-l+)(2+28+€") 2(2-28+87)(~1+8)(2+2¢c+¢)

YACE:LD)

> plot{{mmcOl, me02},epsilon=0..1);

(-l+e)

|
|
|
|



4
| !
v 38!
;

36

34

32

28

|
|
|
{
{
i
i
|
i
i
f
f
)
|
|
t

> limit(zme01,epsilon=0) ;

—

!
| 2
i 5
> limit(rme02,epsilon=0);

4
[ > limit (rmc0l,epsilon=1);
i 8
L 3
[ > limit (¥mc02,epsilon=1);
[ 16
L 5
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