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A B S T R A C T 

The � CDM paradigm successfully explains the large-scale structure of the Universe, but is less well constrained on subgalactic 
scales. Gravitational lens modelling has been used to measure the imprints of dark substructures on lensed arcs, testing the 
small-scale predictions of � CDM. Ho we ver, the methods required for these tests are subject to degeneracies among the lens 
mass model and the source light profile. We present a case study of the unique compound gravitational lens SDSSJ0946 + 1006, 
wherein a dark, massive substructure has been detected, whose reported high concentration would be unlikely in a � CDM 

univ erse. F or the first time, we model the first two background sources in both I - and U -band HST imaging, as well as VL T - 
MUSE emission line data for the most distant source. We reco v er a lensing perturber at a 5.9 σ confidence level with mass 
log 10 ( M sub / M �) = 9 . 2 

+ 0 . 4 
−0 . 1 and concentration log 10 c = 2 . 4 

+ 0 . 5 
−0 . 3 . The concentration is more consistent with CDM subhaloes than 

previously reported, and the mass is compatible with that of a dwarf satellite galaxy whose flux is undetectable in the data at 
the location of the perturber. A wandering black hole with mass log 10 ( M BH 

/ M �) = 8 . 9 

+ 0 . 2 
−0 . 1 is a viable alternative model. We 

systematically inv estigate alternativ e assumptions about the comple xity of the mass distribution and source reconstruction; in 

all cases the subhalo is detected at around the ≥5 σ le vel. Ho we ver, the detection significance can be altered substantially (up to 

11.3 σ ) by alternative choices for the source regularization scheme. 

Key words: gravitational lensing: strong – dark matter. 
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 I N T RO D U C T I O N  

he standard � CDM model of cosmology describes a dark energy
 � ) dominated universe whose mass comprises ∼85 per cent cold
ark matter (CDM). In contrast to baryons, this is an exotic type of
atter outside of the standard model of particle physics that interacts
ith electromagnetism very weakly if at all. Assuming that dark
atter (DM) is a particle, no candidate has been directly observed

n a laboratory yet (e.g. Roszkowski, Sessolo & Trojanowski 2018 ;
chumann 2019 ; Billard et al. 2022 ). 
None the less, CDM theory successfully describes observations

f the Universe on ∼Mpc scales and abo v e (see e.g Bullock &
oylan-Kolchin 2017 ), such as the hierarchical formation of large-

cale structure (Anderson et al. 2014 ; Hildebrandt et al. 2017 )
nd the cosmic microwave background (Planck Collaboration et al.
020 ). While DM is needed on galactic scales to explain rotation
urves (Rubin & Ford 1970 ; Rubin, Ford & Thonnard 1978 ; Rubin
t al. 1985 ), it is entirely possible that the DM is not precisely
hat of the CDM paradigm; alternative models may be required to
 xplain observ ed phenomena on smaller, subgalactic scales (Die-
and, Kuhlen & Madau 2007 ; Diemand et al. 2008 ). In this lower-
 E-mail: daniel.ballard@port.ac.uk 
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ass re gime, alternativ es to CDM hav e been proposed to resolve
pparent discrepancies between observations and simulations (e.g.
el Popolo & Le Delliou 2017 ), though many of these can also be

xplained by other means than the DM model (see e.g. Fairbairn
022 ). 
Alternative DM models make different predictions about the

roperties of individual haloes as well as their populations. For
 xample, higher thermal v elocities in warm dark matter (WDM;
.g. Schneider et al. 2012 ; Lo v ell et al. 2014 ) models lead to less
oncentrated halo mass profiles (e.g. Ludlow et al. 2016 ; Bose et al.
017 ) and a suppression of small-mass haloes (Lo v ell et al. 2014 ,
021 ). Deviations from CDM on subgalactic scales or in dwarf
alaxies can, ho we ver, be obscured by their tidal interactions with
ore massive luminous haloes (e.g. Moreno et al. 2022 ; Despali et al.

022b ). 
While classical ‘hot’ DM models are ruled out by observations

f the large-scale Universe (see e.g. Primack & Gross 2001 ), the
mall scale effects of WDM models are much harder to constrain.
he formation of luminous galaxies typically requires a halo mass
f around � 5 × 10 9 M � (Benitez-Llambay & Frenk 2020 ), thereby
imiting the sample of directly observable satellite galaxies (Kim,
eter & Hargis 2018 ; Nadler et al. 2021 ; Newton et al. 2021 ).
nstead, we must rely on observations that are directly sensitive to
he gravitational effects of the DM itself, such as strong gravitational
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ensing. This provides a direct probe of small-mass haloes, since the 
ensing effects of galaxies and haloes depend only on their mass,
rrespective of their luminosity. 

DM subhaloes introduce perturbations on top of the lensing by the 
ain galaxy and its halo. Subhaloes, as well as other small haloes

rojected along the same line-of-sight, have been revealed primarily 
y observations of (i) anomalous flux ratios of multiply lensed 
uasars (Mao & Schneider 1998 ; Brada ̌c et al. 2002 ; Metcalf &
hao 2002 ; Kochanek & Dalal 2004 ; Mao et al. 2004 ; McKean
t al. 2007 ; Xu et al. 2015 ; Gilman et al. 2019 , 2020 ; Hsueh
t al. 2020 ; Nadler et al. 2021 ); (ii) perturbations on the arcs of
ensed extended source galaxies (Dalal & Kochanek 2002 ; Vegetti, 
zoske & Koopmans. 2010a ; Vegetti et al. 2010b , 2012 , 2014 ;
ezaveh et al. 2016 ). The latter approach, known as gravitational 

maging, led to a few detections of DM subhaloes in previous studies
Vegetti et al. 2010b , 2012 ; Nierenberg et al. 2014 ; Hezaveh et al.
016 ; Nightingale et al. 2022 ), including one notable case in the lens
ystem SDSSJ0946 + 1006 (henceforth J0946), which is the focus of
his work. 

J0946 is worthy of further study for two reasons. First, its
erturbing subhalo has both an unexpectedly high mass if it is truly
 dark matter substructure and not a dwarf satellite assembly of stars
Vegetti et al. 2010b , hereafter V10 ) as well as an unexpectedly
igh concentration given its mass, making it a substantial outlier 
ith respect to CDM simulations (Nelson et al. ( 2015 ); Minor et al.

 2021 ), hereafter M21 ). Second, J0946 is a compound lens system,
ith a lens at z l = 0.222 and three sources at z s 1 = 0.609, z s 2 = 2.035,

nd z s 3 = 5.975 (Collett & Smith 2020 , hereafter CS20 ). These four
alaxies are henceforth referred to as the main deflector, s 1, s 2, and
 3 respectively. 

Previous gravitational imaging studies of J0946 have only con- 
idered the lensing of s 1 as observed in the F 814 W band by the
ubble Space Telescope ( HST ). In this paper, we extend on previous
ork in two ways, modelling all three sources in both the near-

nfrared F 814 W and the ultraviolet F 336 W bands simultaneously.
odelling the compound lensing should impro v e the macro-model 

f the main deflector, since compound lens modelling is much less
ffected by degeneracies than the modelling of a single source plane 
ystem (see e.g. Schneider & Sluse 2014 ). Furthermore, one of the
ensed images of s 3 happens to fall close to the projected location
f the reported dark subhalo, providing additional constraints on its 
roperties. Modelling both HST bands simultaneously will allow us 
o disentangle source light complexity from mass model complexity, 
ince lensing is achromatic whereas star-forming galaxies typically 
ook very different in the ultraviolet and infrared. 

This paper is structured as follows. In Section 2 , we describe
he data, the geometry of the compound lensing in J0946 and our

odelling methodology, and include a test of our sensitivity to a 
M substructure. In Section 3 , we present and discuss our results

or a single source plane, and compare them to similar literature 
odel setups. In Section 4 , we present and discuss the results of

ur full triple source plane lens modelling. In Section 5 , we then
erform systematics tests on various model assumptions. Finally, we 
onclude our findings in Section 6 . 

 M E T H O D O L O G Y  

.1 Data 

e model two HST observations: the 2096 s ACS image in F 814 W
 I -band) from Gavazzi et al. ( 2008 ) and the 5772 s WFC3/UVIS
bservation in F 336 W ( U -band) from Sonnenfeld et al. ( 2012 ). The
 -band image allows us to compare with previous results in the litera-
ure, while adding the U -band probes clumpier emission in the source
alaxies and gives excellent angular resolution. Though available in 
he HST archive, we neglect intermediate optical wavelength bands 
s these are unlikely to capture any qualitati vely dif ferent structures;
he same is true for the longest available wavelength band, WFC3/IR
 160 W , whose resolution is moreo v er poorer than the I -band image.
ata in both of our modelled bands are shown in Fig. 1 , with the

eported location of the substructure from V10 o v erlaid. 
The I -band image as analysed has been drizzled to 

.05 arcsec pixel −1 ; the U- band image covers the same area but
rizzled to 0.04 arcsec pixels. We use the same lens light-subtracted
 -band image as Collett & Auger ( 2014 , hereafter CA14 ), but we do
ot subtract the lens light from the U- band image since it is negligible
t this wavelength, at the location of the arcs. Prior to the lensing
nalysis, the physical coordinates of the U -band data were aligned
o those of the I -band data, to correct for a small relative offset
etween the pipeline-processed images. With the optimized shifts 
 δx = 0.027 arcsec, δy = −0.023 arcsec), this correction is smaller
han a single pixel. 

Fig. 1 also shows the VL T -MUSE narrow-band image extracted in
 5 Å window around 8475 Å, capturing Lyman- α emission from the
ost distant lensed source. This image is not used explicitly in our

ens modelling; we instead delens the centroid positions of the two
 3 image features and their astrometric uncertainties, derived from 

tting a Gaussian to each image. Since the MUSE data have lower
ngular resolution, the image registration relative to HST is more 
ncertain than for the HST U- band versus I -band image alignment. To
ccount for this, we artificially blur the I -band image with the MUSE
oint Spread Function (PSF) and align this with a simulated HST I-
and image of the arcs constructed out of the appropriate wavelength 
lices of the MUSE data cube. The resultant alignment uncertainty 
s propagated into the uncertainty of the s 3 image centroids. 

We model image pixels within one of four manually masked 
egions in the HST imaging of J0946, shown in Fig. 2 . We a v oid the
omputational challenge of modelling both sources simultaneously 
 CA14 ) by reconstructing the two sources and two bands as separate
arts of the likelihood, which are simultaneously fit with the same
ass model. This is a reasonable approach since the two rings do not
 v erlap on the sky. 

.2 Ray tracing 

or strong gravitational lensing, the source plane position, β, of a
hoton is displaced from its observed, lensed, image plane position, 
, by the reduced deflection angle, α, according to the lens equation: 

= θ − α( θ ) . (1) 

he deflection angle, α, of a lens is related to the lensing potential
n its lens plane, ψ , such that 

( θ ) = ∇ ψ ( θ ) , (2) 

here ψ depends on the 2D projected lens mass distribution, as well
s the angular diameter distances between observer, lens, and source. 
quation (1) is for a system with one lens and one source plane, but
an be generalized to give the compound lens equation: 

j = θ0 −
j ∑ 

i= 1 

ηij αi−1 ( θ i−1 ) for j > 0 . (3) 

ere, we have adjusted our notation from equation ( 1 ) to no
onger distinguish between lens and source, since in a compound 
MNRAS 528, 7564–7586 (2024) 
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Figure 1. HST imaging of J0946 in the I -band (left) and U -band (middle), and continuum-subtracted VL T -MUSE narrow-band imaging (width 5 Å centred 
at 8475 Å) showing the Ly- α emission at z = 5.975 (right). The cyan cross represents the best fit location of the substructure in as reported in V10 (which is 
visually indistinguishable from the best fit location in M21 ). 

Figure 2. The data pixels used in our modelling of s 1 (magenta masked) and 
s 2 (green masked) in I - (top) and U -band (bottom) HST data. All other pixels 
are ignored. For illustrative purposes, the image contrast of s 2 is enhanced 
and a central region of image pixels is removed. 
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ensing system a single galaxy can be both. In equation ( 3 ), θ i 

enerically denotes an angular position on a redshift plane, i ,
here i = 0 is the foreground-most lens plane and observed image
lane; any i > 0 refers to the i th source (or further lens) plane
ehind it. 
For a lensing plane l , the extra parameter ηij describes the scaling

f the reduced deflection angles from one source plane, i , to another,
NRAS 528, 7564–7586 (2024) 
 , defined as a ratio of angular diameter distances: 

ij = 

D i D lj 

D li D j 

. (4) 

hroughout the multisource plane lensing portions of this work,
e define reduced deflection angles of a lens relative to light

oming from the plane immediately behind the lens. This is not
he convention of Schneider, Ehlers & Falco ( 1992 ), who define
ll reduced deflection angles relative to light coming from the
urthest plane. Our convention allows easier comparison between our
ork and other single- and double-source plane models of J0946.
 detailed explanation of our chosen convention is available in
ppendix A . 
Throughout this work, we fix the angular diameter distances of the

ystem assuming the � CDM cosmological parameters �m 

= 0.307,
� 

= 0 . 693, and h 0 = 0.6777 (Planck Collaboration et al. 2014 ). 

.3 Lens modelling 

o model the data, we follow the semilinear inversion approach
f Warren & Dye ( 2003 ). We define a model for the lensing mass
istribution, and for each realization of the non-linear parameters of
hat model, we linearly solve for the best-fitting source. 

.3.1 Non-linear mass model 

e assume that the main deflector is described by an elliptical power
aw (EPL) model with external shear. We consider two possible
cenarios for evidence comparison: one with and one without a dark
ubhalo in the form of a truncated Navarro–Frenk–White (tNFW)
rofile. We refer to these two scenarios as our smooth and tNFW-
erturbed models, respectively . Additionally , in our multisource
lane models in Sections 4 and 5 , s 1 and s 2 behave as lenses as well
s sources; we model their mass distributions as singular isothermal
phere (SIS) profiles. 

The EPL profile has six parameters that behave non-linearly in
he model: the Einstein radius, ϑE , the logarithmic slope, γ , the axis
atio, q , the position angle, ϕ, and two centroid coordinates ( x , y ).
n SIS is identical to an EPL with γ = 2 and zero ellipticity. The

xternal shear has two non-linear parameters: the shear strength, �,
nd the shear angle, ϕ � . 
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MCMC steps to 10 000. We found that these values ensure convergence of 
the posterior, given the multimodality of the likelihood. 
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The tNFW profile is based upon the profile derived by Navarro, 
renk & White ( 1996 ), whose density, ρ, at radial distance, r , is
elated to a characteristic density, ρ0 , by 

NFW 

( r) = 

ρ0 

r 
r s 

(
1 + 

r 
r s 

)2 . (5) 

s in M21 , we do not assume a fixed mass–concentration relation for
he substructure, and therefore model both its concentration, c , and 
irial mass, M 200 . The relation between the scale radius in equation
 5 ), r s , and c is given by: 

 = r 200 /r s , (6) 

here r 200 is considered the virial radius enclosing M 200 , though is
trictly the radius enclosing an average density that is 200 times the
ritical density of the Universe. 

Following M21 , M 200 is formally defined under the assumption 
hat the subhalo can be considered a field halo, which is then tidally
tripped by its massive host. To account for this tidal stripping, we
ssume that this profile is truncated according to Baltz, Marshall & 

guri ( 2009 ): 

tNFW 

( r ) = 

r 2 t 

r 2 t + ( r /r s ) 2 
ρNFW 

( r ) . (7) 

e compute both the virial mass, M 200 , analogous to a non-truncated
eld halo, as well as the total mass of the substructure, M sub , which
ccounts for the effect of the truncation radius, r t . The latter is a finite
uantity for the abo v e choice of truncation. It is hence possible that
 sub < M 200 . The free parameters of our tNFW profile are M 200 , c ,

 t , and centre position ( x , y ). Throughout this work, we assume that
he dark perturber is a subhalo at z = 0.222, the redshift of the main
eflector. M21 also find a good fit to the data when the perturber is a
ine-of-sight halo between the observer and the lens plane, with the 

ass and concentration marginally decreased but still anomalously 
igh. 

.3.2 Mass and concentration from simulations 

xtrapolating the field halo mass–concentration relation of Shao, 
nbajagane & Chang ( 2023 ) (based upon the CAMELS suite of
ydrodynamic � CDM simulations, Villaescusa-Navarro et al. 2021 ) 
o subhaloes of virial mass M 200 = 10 10 M �, we expect a mean
oncentration of log 10 c = 1.3 (with DM only), log 10 c = 1.2 (with
aryonic physics according to IllustrisTNG , see Nelson et al. 
017 ; Marinacci et al. 2018 ; Naiman et al. 2018 ; Pillepich et al.
018 ; Springel et al. 2018 ; Nelson et al. 2019 ), and log 10 c = 1.4
with baryonic physics according to SIMBA , see Dav ́e et al. 2019 ).
aking the mass–concentration relation of Dutton & Macci ̀o ( 2014 ),
e would expect a median value of log 10 c = 1.1. The typical scatter

round the mass–concentration relation in simulations is of the order 
f σ scatter ≈ 0.1 dex (see, e.g. Dutton & Macci ̀o 2014 ). We note,
o we ver, that the differences that we later quote between these results
nd our own depend on the assumed parameters describing baryonic 
hysics in the IllustrisTNG and SIMBA models, i.e. feedback 
rom supernovae and active galactic nuclei. 

.3.3 Reconstructing unlensed source brightness distributions 

ince we do not know the morphology of a source a priori, we infer
t simultaneously with the lens parameters from the data. It is clear
rom the clumpiness of the arcs that the sources must be intrinsically
rregular. Therefore, we adopt a pixellated free-form reconstruction 
f the source light. 
Specifically, we e v aluate source brightness v alues defined on an

daptive Voronoi mesh created from a subset of image plane pixels
ay-traced onto each source plane. In this work, we cast back all
he pixels that fall within the mask of a given source for the band
n consideration. The advantage of such an adaptive mesh is that it
llows for a higher resolution source at those locations where the
agnification through the lens becomes the strongest. We follow 

ightingale et al. ( 2021 , 2022 ) and employ a Natural Neighbour
nterpolation scheme to determine subpixel source brightness val- 
es (Sibson 1981 ). We chose this scheme because (i) it yields a
mooth Likelihood function, which makes sampling the non-linear 
arameters much easier, and (ii) it forces the gradient of the source
o be continuous, which is particularly important for substructure 
dentification. 

To impose the astrophysical prior that sources require a certain 
egree of smoothness, we additionally introduce a regularization 
trength parameter for each source. The brightness values at the 
ertices follow a Gaussian regularization prior, whose covariance 
atrix penalizes the source brightness gradient or curvature (see 
uyu et al. 2006 , for details). Fiducially, we opt for gradient
egularization, in contrast to V10 who uses curvature regularization 
nd M21, who reconstructs their source out of a summation of
nalytic light profiles. Ho we ver, since we do not a priori know
ow smooth our source reconstructions should be, we leave the 
egularization strengths for the reconstructions of s 1 and s 2 as free
arameters to be inferred by the model directly from the data. The
entroid position ( x , y ) of s 3 is also fit for, but the unlensed light
istribution of this source is not reconstructed. 

.3.4 Posterior and evidence calculation 

or model comparison, we e v aluate both the posterior of the non-
inear parameters, ξ , and the evidence of our models with and
ithout a substructure. The posterior, P( ξ | d ), relates to the likelihood

unction, L tot ( ξ ), and the prior of model parameters, P( ξ ), according
o: 

( ξ | d ) = 

L tot ( ξ ) P( ξ ) 

Z 

. (8) 

he full details of L tot ( ξ ) are described in Appendix B . The Bayesian
vidence, Z , is an integral of the likelihood multiplied by the prior,
hich normalizes the posterior, i.e.: 

 = 

∫ 
d ξL tot ( ξ ) P( ξ ) . (9) 

e e v aluate the posterior and this integral using the preconditioned
onte Carlo package pocoMC (Karamanis et al. 2022a ). pocoMC

enerates posterior samples by following a Sequential Monte Carlo 
cheme combined with a Normalizing Flow, which preconditions 
he target distribution to remo v e correlations among its parameters
Karamanis et al. 2022b ). 1 Evidences are calculated using the bridge
ampling method and consistent with those obtained from the nested 
ampling algorithm MultiNest (Feroz, Hobson & Bridges 2009 ; 
eroz et al. 2019 ). When comparing two models, we report the
MNRAS 528, 7564–7586 (2024) 
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Figure 3. Mock data for our sensitivity test, where panels (left to right) show the initial model image, a zoomed inset around the location of the reported 
substructure, the effect of blurring by the HST I -band PSF, and the addition of background noise akin to the original HST I -band data. The top row is created 
from a smooth model for the lens, while the bottom row has an injected tNFW subhalo with the parameters of M21 at the cyan cross. The bottom right-hand 
panel is used as mock data to reco v er the injected substructure with ∼5 σ confidence. 
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 σ confidence level that one is preferred o v er the other, i.e. we
ssume that one of the considered models is true and map the
odel probability onto the N σ probability volume of a Gaussian

istribution. 

.4 Checking the sensitivity of our method for detecting 
ubstructures 

laiming the detection or non-detection of a substructure requires
nowledge of the sensitivity of the data (see, e.g. Despali et al. 2022a ).
o demonstrate that we are, in principle, sensitive to a substructure
ithin the data at the reported location, we create a mock data set
ased upon our best smooth reconstruction of the I -band image of s1
see Section 3 ) and inject a tNFW profile with the parameters reported
n M21 . Fig. 3 illustrates how the inclusion of the substructure affects
he closest arc, including the effects of the PSF and observational
oise. We then remodel this data assuming both a smooth and
NFW-perturbed model, finding that the latter is preferred with a
ifference in the logarithmic evidence of  ln Z = 15 . 16 ± 0 . 03
ssuming gradient regularization of the source (corresponding to
 5.2 σ detection significance). Our posteriors are consistent within
 σ of the input subhalo mass and concentration. This suggests that
e should be able to detect a substructure with similar properties

o M21 . Ho we ver, since we are reproducing an injected halo whose
arameters are exactly known, a more rigorous sensitivity calculation
ould be required if we were searching for new subhaloes in J0946.

 SINGLE  S O U R C E  PLANE  M O D E L  RESULTS  

N D  DISCUSSION  

n this section, we present the results of our single source plane
odels for J0946 and compare them with those of previous studies. 
NRAS 528, 7564–7586 (2024) 
.1 I -band model 

odelling the I -band data of the inner arcs alone provides the closest
omparison with previous studies of J0946 (e.g. V10 , M21 ). We
an reconstruct the data to the noise level assuming our smooth
EPL + Shear) model. Between our smooth and tNFW-perturbed
odels, we find that the posterior distributions of the macro-model

arameters agree within the ∼3 σ level or closer (with the exception
f the x coordinate of the centre of the lens). Posterior distributions
or these parameters are shown in Fig. 4 , alongside the best-fit
ource reconstruction and normalized image-plane residuals, which
emonstrate our ability to successfully model these arcs down to the
oise level. 
In this single plane, I -band only case, the data prefers the

xistence of a tNFW substructure (  ln Z = 7 . 23 ± 0 . 03) with 3.4 σ
onfidence o v er the smooth model. Our macro-model parameters are
ithin 4 σ of those reported by V10 . Such differences are most likely
ue to our prescription of our source model (gradient regularized
ersus curvature regularized in V10 ) and our wider prior ranges on
ll parameters. Ho we ver, it is also note worthy that comparisons with
10 are non-trivial due to differences in the parametrization of the
PL mass profile. It is possible that small disagreements found in our

esults are introduced by such differences in parameter definitions. 
The differences in likelihood and evidence between smooth and

NFW-perturbed models are recorded in Table 1 . All priors and
osterior results are documented in Appendix C . 
Regarding the mass and concentration of the substructure, we

nd log 10 ( M 200 /M �) = 10 . 8 + 1 . 3 
−0 . 6 and log 10 c = 2 . 0 + 0 . 3 

−0 . 3 . Our results
xceed all of the simulation values with a root-mean-squared dif-
erence of 2.7–3.6 σ c , with σ c being the standard deviation of our
oncentration posterior. Our result is less of an outlier than M21 finds
oth because of the greater uncertainty on our inferred parameters
nd the lower median value of the concentration. The subhalo mass,
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Figure 4. 1 σ and 2 σ contours of the posterior distribution for the EPL and external shear parameters for our model of s 1 in I -band only, with (cyan) and without 
(orange) the addition of a tNFW substructure. Inset: best fit source reconstruction (left) and residuals between the data and best fit model in units of standard 
deviation (right). These panels correspond to the tNFW-perturbed models, but are visually indistinguishable to the best-fit smooth model results. 

Table 1. The differences in best fit log-likelihood  ln L and log-evidence 
 ln Z , between smooth and tNFW-perturbed models, shown for our single 
source plane and triple source plane results. These differences are quoted 
relative to the smooth case, such that positive values indicate preference for 
the tNFW-perturbed model. In brackets are the corresponding confidences of 
the detections. 

Data modelled � ln L � ln Z (confidence) 

1 source, I -band 21.67 7.23 ± 0.03 (3.4 σ ) 
1 source, I - & U -band 29.52 14.34 ± 0.04 (5.0 σ ) 
3 sources, I - & U -band 38.18 19.64 ± 0.03 (5.9 σ ) 
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og 10 ( M sub / M �) = 10 . 0 + 0 . 4 
−0 . 3 , remains perplexing, ho we ver, gi ven that

uch a massive object should host a detectable population of stars
 V10 ). 

.2 Dual I - and U -band model 

imultaneously modelling the I - and U -band data for s 1 ne-
essitates one additional non-linear parameter (the regularization 
trength of the U -band source galaxy) but adds much more data
o constrain the lens model. Doing this, the tNFW-perturbed 
odel is preferred o v er the smooth model with an evidence ra-
MNRAS 528, 7564–7586 (2024) 
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io  ln Z = 14 . 34 ± 0 . 04, corresponding to a 5.0 σ confidence
etection. 
The addition of the U -band yields different posteriors on our
acro-model parameters. Comparing with the I -band only case,

he mass profile slope for the smooth model is significantly shal-
ower ( γ = 1 . 92 + 0 . 03 

−0 . 02 versus 2 . 12 + 0 . 03 
−0 . 07 ). However, when the tNFW

erturber is included, both our models prefer a super-isothermal
lope ( γ = 2 . 27 + 0 . 05 

−0 . 04 and 2 . 23 + 0 . 02 
−0 . 02 , respectively). The differences

n γ between smooth and tNFW-perturbed cases are likely caused
y a source position transformation, whereby multiple image plane
ocations that correspond to a single source plane position are
nvariant under a change in lens model if the source is afforded
he flexibility to move (Schneider & Sluse 2014 ). Our multiplane

odelling should not suffer from this effect, as the scalings re-
uired for the de generac y are source redshift dependent. Since
e have sources present at multiple very different redshifts, the

ource position transformation de generac y is broken, e xcept in
 xtremely contriv ed scenarios where a transformation of the mass
n s1 counterbalances the transformation of the primary lens
Schneider 2014 ). 

Despite the significant shifts in the parameters of the macro-model,
he substructure mass and concentration are still consistent with the
 -band only result within 1 σ . Deviations from the predicted mass–
oncentration relations are on the level of 2.8–3.7 σ c . 

 TRIPLE  S O U R C E  PLANE  M O D E L  RESULTS  

N D  DISCUSSION  

n this section, we present the results from our triple source plane
henceforth ‘fiducial’) models, where we reconstruct s 1 and s 2 both
n the I - and U -band simultaneously, while also delensing s 3 by
apping its two images to a common source plane position, with

nd without a tNFW perturbation. 
We use the same mass profiles and priors for the foreground lens

s in our single-plane modelling, but we add an SIS at the centre
f the delensed position of s 1, allowing for a small offset between
he centroids of the mass and light. We similarly add an SIS at s 2
ut enforce a zero offset between the centroids of its mass and light,
ince CS20 showed that this assumption has negligible impact on s 3.

We find that we are able to simultaneously reproduce the I - and
 -band arcs of s 1 and s 2, and delens s 3. Our source reconstructions

nd residuals are shown in Fig. 5 . The positions of the third source
re shown in Fig. 6 . 

The extra data afforded from the outer set of arcs give much tighter
onstraints on the macro-model. We find that the super-isothermal
esults of V10 , M21 , and our single plane tNFW-perturbed models,
o a comparatively poorer job of reconstructing s 2. With our fiducial
odels, a near isothermal result is fa v oured for both the smooth

nd tNFW-perturbed cases, where γ = 1 . 956 + 0 . 009 
−0 . 010 and 1 . 949 + 0 . 011 

−0 . 010 ,
espectively. The similarities between the recovered slopes and the
econstructed sources (as shown in Fig. 7 ) are clear demonstrations
hat the source position transformation of Schneider & Sluse ( 2014 )
as been broken by our multiplane modelling. The 1 σ and 2 σ
osterior distribution contours for these models, as well as for
he single-plane dual I - and U -band models, can be found in
ppendix D . 
We find that the existence of the tNFW perturbation is pre-

erred with an evidence ratio  ln Z = 19 . 64 ± 0 . 03 o v er the
mooth model, corresponding to a 5.9 σ detection. The pre-
erred tNFW profile has a total mass log 10 ( M sub / M �) = 9 . 3 + 0 . 4 

−0 . 1 ,
ith a virial mass log 10 ( M 200 / M �) = 10 . 3 + 1 . 2 

−0 . 6 and concentration
og 10 c = 2 . 4 + 0 . 5 

−0 . 3 . 
NRAS 528, 7564–7586 (2024) 
We show 2D posterior distributions of M sub and c against a se-
ection of macro-model parameters, for the fiducial tNFW-perturbed

odel result in Fig. 8 , wherein we observe a notable de generac y
etween the Einstein radius of the main deflector and the mass
f its substructure, since the total mass within the Einstein ring
s well-constrained. Otherwise, there are no strong degeneracies.
he 2D M sub –c posterior distribution for our fiducial result is shown
eparately on the upper panel of Fig. 9 , o v erlaid with the single source
lane results. Our fiducial M 200 –c posterior appears on the bottom
anel of Fig. 9 , which also shows the M 200 –c relation of Dutton &
acci ̀o ( 2014 ). The shape of this posterior distribution is similar to

he results of M21 , though our σ c is greater than theirs primarily
ecause of our more flexible source model. We find that our results
iffer from Dutton & Macci ̀o ( 2014 ) and the other aforementioned
ass–concentration relations by 2.6–3.3 σ c . 
Assuming the stellar mass–subhalo mass relation in Rodr ́ıguez-

uebla, Drory & Avila-Reese ( 2012 ), our virial mass implies a
tellar mass M ∗ ∼ 10 7.5 M �. For a plausible stellar mass-to-light
atio of ∼2 M �/ L � (appropriate to a passive dwarf galaxy – see
.g. Martin, de Jong & Rix 2008 ), this corresponds to an absolute
agnitude M I ≈ −15.4, typical of dwarf elliptical populations in

earby galaxy groups. At this luminosity, such objects have typical
izes ∼1 kpc (Venhola et al. 2019 ). Introducing a simulated galaxy
f these properties scaled to z = 0.222 into the I -band image, we find
hat although such a galaxy would be detectable in isolation, it could
ot be unambiguously distinguished from other flux components if
ocated at the position of the subhalo. Since the associated galaxy
ould easily be a factor of two fainter, or be more diffuse, than
ssumed here, we should not expect to see an easily-identified
uminous galaxy hosted by the lensing substructure. The subhalo
e have detected is therefore not unusually ‘dark’, and appears

ompatible with being a dwarf satellite galaxy of the main deflector.

 SYSTEMATIC  TESTS  

n this section, we e xamine sev eral model assumptions that system-
tically could have influenced our ability to detect and measure a DM
ubstructure. We perform tests on the choice of source regulariza-
ion and explore the effects of additional mass model complexity
nd an alternative hypothesis for the perturber. We explore all
f these systematics for the triple source plane ( I - and U -band)
ase only. 

.1 Degeneracy with source morphology 

ne of the main systematic uncertainties is the de generac y between
he complexity of the mass and the source light distributions. While
nforcing a smoother source could lead to a false positive detection
f a lensing perturber, allowing too much freedom in the intrinsic
tructure of the source could lead to non-detections even in the
resence of DM substructures. 
In our fiducial model, we chose a gradient regularization scheme

or the source galaxies, which allows for small-scale source structure.
lternatively, we can suppress these small-scale source features by

e gularizing o v er curvature. This is the re gularization choice of
10 . In this case, the substructure is detected with much higher

ignificance:  ln Z = 67.00 ± 0.02, or 11.3 σ . Such a detection
laim would be o v erconfident in our analysis since the evidence
ctually prefers gradient regularization at ∼20 σ confidence. This
esult is true for both the smooth and perturbed models. 

It is concerning that the significance of the detection changes
ugely between the two regularization schemes since neither is
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Figure 5. Source plane reconstructions and normalized image plane residuals for our best fit smooth (left) and tNFW-perturbed (right) model for (from top to 
bottom) s 1 in I -band, s 1 in U -band, s 2 in I -band, and s 2 in U- band. 
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strophysically moti v ated. It remains an open question whether al- 
ernativ e re gularization schemes or source reconstruction techniques 
ould raise or lower the evidence for a substructure. We leave this
xploration to future work. 

The mass-concentration posterior for the substructure under the 
urvature regularization scheme is shown in the centre panel of Fig. 9 . 
hile the detection significance has changed, the inferred subhalo 

arameters and their uncertainties have not changed significantly. 
he substructure would therefore remain a modest outlier given either 

egularization scheme. 

κ

.2 Mass model complexity 

.2.1 Angular structure in the main deflector 

revious works have shown that lensing substructure inference can be 
ensitive to the flexibility of the main deflector mass model (see e.g.
inor et al. 2021 ; Nightingale et al. 2022 ). Therefore, we explore

dditional complexity in the foreground lens model by combining 
ur EPL with the modes m of a multipole expansion: 

( x , y ) = κEPL ( x , y ) × [1 + k m 

cos ( m ( ϕ − ϕ m 

) )] , (10) 
MNRAS 528, 7564–7586 (2024) 
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M

Figure 6. The 1 σ and 2 σ astrometric uncertainties (black contours) on the two image plane positions from the MUSE data (background image) with our 
posterior of s 3 centroids forward ray-traced through our posterior of lens models to give our predicted 1 σ and 2 σ uncertainties on the image plane positions of 
s 3, for our smooth (orange), tNFW-perturbed (cyan), and point mass-perturbed (magenta) models. 

Figure 7. Isophotes of the I -band s 1 reconstruction given the best tNFW- 
perturbed and smooth results from (top) the single plane modelling and (bot- 
tom) triple plane modelling. The alignment of the two source reconstructions 
in the latter case is indicative of a broken mass-sheet degeneracy. 
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here ϕ = arctan ( x /y ) and 0 ≤ k m ≤ 1 is the amplitude of the m 

th 

ode with phase ϕ m . 2 Such an expansion can account for boxiness or
NRAS 528, 7564–7586 (2024) 

 See Chu et al. ( 2013 ) and appendix B of Xu et al. ( 2015 ) for more details on 
ultipoles. 

m  

1
c  

t  
iskiness of the lens galaxy. As in M21 , we model multipole terms
 = 3 and 4. We therefore add four non-linear parameters to the
odel: k 3 , k 4 , ϕ 3 , and ϕ 4 . The best fit source reconstructions and

ormalized image plane residuals are plotted in Appendix E . 
Multipoles perform comparably well at reconstructing the data

s the tNFW perturbation. In fact, a smooth model with added
ultipoles performs marginally better in reconstructing J0946 than
 tNFW-perturbed model, with the data preferring the presence
f multipoles o v er the presence of the tNFW profile with 1.5 σ
onfidence. This is not solely due to there being fewer degrees of
reedom in the multipoles case, since the best fit log-likelihood is
lso impro v ed, with  ln L = 3 . 74. The preference for non-zero
ultipole terms is unsurprising given detailed examination of the

ight profile, which reveals some disturbance in the shapes of the
sophotes that can be absorbed by these extra parameters (Sonnenfeld
t al. 2012 ). 

Modelling the multipole terms and a tNFW-perturbation simul-
aneously provides the best reconstruction, where the substructure
s detected with 6.2 σ confidence. The inferred substructure in this
ase is more massive, with log 10 ( M 200 / M �) = 10 . 6 + 1 . 1 

−0 . 4 , but less
oncentrated, with log 10 ( c) = 1 . 9 + 0 . 4 

−0 . 3 , than in our fiducial model.
ifferences to the compared mass–concentration relations go down

o 2.0–2.9 σ c . The M 200 –c posterior for this model is shown in the
ottom panel of Fig. 9 . 

.2.2 Additional complexity on s1 

ur fiducial model assumes a spherically symmetric mass distri-
ution for s 1, though its light profile is noticeably elliptical (see,
.g. the top panels of Fig. 5 ). We therefore perform a systematic
est where we assign a singular isothermal ellipsoid (SIE) to s 1
ather than an SIS. This adds two parameters to our fiducial models:
he axis ratio, q , and position angle, ϕ, of s 1. Our test shows that
 smooth model prefers the presence of ellipticity components on
 1 o v er the presence of a substructure in the main deflector with
.9 σ confidence, where both scenarios have the same number of
egrees of freedom. Modelling smooth and tNFW-perturbed models
ith an ellipsoidal s 1 simultaneously yields a substructure of total
ass log 10 ( M sub / M �) = 9 . 20 + 0 . 35 

−0 . 21 , virial mass log 10 ( M 200 / M �) =
0 . 04 + 1 . 31 

−0 . 52 and concentration log 10 c = 2 . 53 + 0 . 59 
−0 . 40 detected at the 4.8 σ

onfidence level; this is a lower evidence substructure result than the
NFW perturbation with multipoles. The difference to the � CDM
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Figure 8. 2D posterior distributions for the total mass, log 10 ( M sub /M �), and concentration, log 10 c , of the substructure against a selection of other lens model 
parameters: (from left to right) the Einstein radius, ϑE , power law slope, γ , axis ratio, q , and position angle, ϕ, of the main deflector, external shear strength, �, 
and Einstein radii of s 1 and s 2, ϑ ( s1) 

E and ϑ ( s2) 
E , respectively. 
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redictions of the mass–concentration relation remain at a level of 
.5–3.1 σ c . 

.2.3 A wandering black hole? 

ince the dark halo in M21 is hard to accommodate within � CDM
nd our results have only partially alleviated that tension, it is
orth considering alternative hypotheses for the perturber in J0946. 
iven the anomalously high concentration, and the surprising lack 
f a galaxy hosted within the halo, we investigate whether the 
erturber could be a supermassive black hole (see, e.g. Ricarte 
t al. 2021 ). 

The non-zero multipoles of the lens mass and the disrupted 
orphology of the light profile of the lens galaxy are characteristics 

f a merger where the ejection of such a black hole may not be
mplausible, either through three-body ejection (Hoffman & Loeb 
007 ) or gravitational radiation recoil (Campanelli et al. 2007 ). 
To test this proposal, we fit a three-source model with an EPL,

xternal shear, and a point mass at the main deflector redshift, and
eco v er a point mass of log 10 ( M BH / M �) = 8 . 94 + 0 . 19 

−0 . 08 . Given J0946
as a velocity dispersion of ∼280 km s −1 Gavazzi et al. ( 2008 ), the
 –σ relation implies that there should be a black hole of a few times

0 9 M � (Kormendy & Ho 2013 ) at the centre of the lens. Thus, the
roposed ‘wandering’ black hole would need to be of comparable 
ass to the expected central black hole. 
The point mass-perturbed model is formally preferred o v er the 

qui v alent tNFW-perturbed model at 2.7 σ . This is not definitive
vidence and does not account for any prior preference between the 
odels. This result is also driven purely by Occam’s razor: the point
ass perturbed model has a slightly lower likelihood than the tNFW 

odel but has fewer parameters. 
As the right-hand panel of Fig. 6 shows, the s 3 image positions

re sensitive to the change in mass profile, and the MUSE data
s better reproduced with a point mass perturber. The significance 
f this is marginal, given that in all three panels, the predicted
entroids are well within the brightest parts of the s 3 images. A more
ophisticated treatment of s 3 with higher-resolution data would be 
ecessary to discriminate between possible density profiles for the 
erturbation. 
.3 Alternati v e lens light subtraction 

revious studies (e.g. Nightingale et al. 2022 ) have highlighted the
mportance of an accurate model of the light distribution of the
oreground lens, since lens light residuals may lead to false positive
ark substructure detections. 
The bulk of this work used the lens light subtraction of CA14 .

hat light subtraction followed the method of Auger et al. ( 2011 ). It
ssumes that the lensing mass is a singular isothermal ellipsoid with
xternal shear, and both sources are single S ́ersic profiles. The lens
ight was then described as the sum of three S ́ersic profiles. The best
tting triple-S ́ersic model was then subtracted to give our fiducial

ens light-subtracted image. 
To quantify the potential source of systematic error on our 

ubstructure detection confidence coming from inaccuracies in lens 
ight subtraction, we repeat our triple plane analysis from Section 4
fter performing an alternative lens subtraction on the data, by way
f a Multi-Gaussian Expansion (MGE) fitted to the lens light and
ubtracted from the original image. We simultaneously fit the lens 
ight with a 15 component MGE and s 1 with a pixelated grid lensed
y an EPL plus external shear model. The MGEs were concentric,
ut their amplitude, scale radius, ellipticity, and position angle were 
ree parameters for each component. We then subtracted off the 

GE-decomposed light profile to leave us with an alternative lens 
ight-subtracted image to analyse. 

With this alternative lens light subtraction, we find a preference 
or the substructure with  ln Z = 11 . 84 ± 0 . 03 , corresponding to
 4.9 σ detection, this is lower than the 5.9 σ found with the original
ens light-subtracted image. This example shows that while different 
easonable choices for modelling lens light can alter the confidence 
f a substructure detection, the impact is unlikely to fundamentally 
hange conclusions about the presence or absence of a substructure 
n J0946. 

.4 Impact of the point spread function 

e also test the potential for systematic errors to be introduced by
 poor choice of PSF. The PSF in all our modelling was a well-
oti v ated choice, having come from a star within the instrument’s
eld of view. To investigate the impact of a poor choice of PSF on
MNRAS 528, 7564–7586 (2024) 
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Figure 9. The 1 σ and 2 σ M sub –c posterior for our single and triple plane 
model fits utilizing gradient regularization (top), as well as for alternative 
source reconstruction and mass model assumptions (middle). The M 200 –
c posterior for our highest evidence models from each of these two 
panels (fiducial and multipoles) are plotted against an M 200 –c relation for 
CDM haloes from Dutton & Macci ̀o ( 2014 ), with 1 σ and 2 σ uncertainty 
(bottom). 
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he detection of the substructure, we rotate our PSF through 90 ◦.
epeating the triple plane analysis of Section 4 , but with the rotated
SF we reco v er the substructure with  ln Z = 12 . 65 ± 0 . 03, corre-
ponding to a 4.7 σ detection. Therefore, the substructure detection
gain remains robust to ∼1 σ accurac y, ev en assuming a blurring
perator that mismatches the instrument’s optics. 

 C O N C L U S I O N S  

n this paper, we have presented a gravitational imaging case study
f the compound lens SDSSJ0946 + 1006. Our model is remarkably
uccessful in its ability to simultaneously reproduce the images of
wo background sources in this system in both the HST I - and U -
ands and the image positions of a third source observed by MUSE.
By including multiple sources in our analysis, we were able to

ift many of the lens modelling degeneracies that are present for
 single source plane lens, while modelling multiple passbands
imultaneously enabled us to probe different source structures, and
ossibly different regions in the source plane, thus disentangling
tructure in the lens from structures in the source. 3 

By comparing the Bayesian evidence of a smooth halo model
o that of a tNFW-perturbed model, we test the claims that a dark
ubhalo exists in J0946 (in agreement with e.g. V10 , Nightingale
t al. ( 2022 )). Our model prefers the existence of a subhalo with
n evidence ratio  ln Z = 19 . 64 ± 0 . 03 o v er the smooth model,
orresponding to a 5.9 σ detection. 

The virial mass of the halo is log 10 ( M 200 / M �) = 10 . 3 + 1 . 2 
−0 . 6 , and

ts concentration is log 10 c = 2 . 4 + 0 . 5 
−0 . 3 , which is 2.6–3.3 σ c higher than

redicted by simulations. This is a much weaker tension than reported
n M21 due to the inclusion of more data, the use of wider priors,
nd our more flexible source model. Additionally, Nadler, Yang &
u ( 2023 ) recently showed that gra v othermal core collapse seen in
ome self-interacting dark matter (SIDM) models (Despali et al.
019 ) is a potential mechanism to produce the substructure reported
y M21 ; our less concentrated result should therefore be even easier
o accommodate in SIDM. 

The stellar mass of the subhalo, M ∗ ∼ 10 7.5 M �, implied by its
irial mass indicates that any luminous component to the subhalo
ould not be possible to detect in the data, given its proximity to the
pper arc image of s 1 or possible blending with residual flux from
he subtracted light profile of the lens. It is therefore unsurprising that
he lensing perturber is dark, and we cannot confidently distinguish
etween it being a dwarf satellite galaxy or a DM substructure of the
ain deflector. 
We can alternatively model the data with a black hole of

og 10 ( M BH /M �) = 8 . 94 + 0 . 19 
−0 . 08 , which is preferred o v er the truncated

FW profile at 2.7 σ due to having fewer degrees of freedom. This
cenario represents a supermassive black hole being ejected from the
ens galaxy as a consequence of a merger ev ent. F or the M –σ relation
o hold, our resultant wandering black hole has comparable mass to
he black hole expected at the centre of the lens galaxy. 

Our analysis confirms that the distant source s 3 is especially
ensitive to the properties of the lensing perturbation, but the results
 Additionally, differences between the I- and U- band structures in the 
 1 arcsec (and source reconstructions) strongly suggest the presence of dust 
n s 1, in exactly the part of the source plane that is most sensitive to the 
ensing substructure, yet poorly probed by the strongly attenuated U -band 
ata. Upcoming 400–GHz ALMA observations of J0946 may be able to 
eco v er an y dust continuum emission from s 1, pro viding another set of 
onstraints on the perturbing structure. 
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re currently limited by the relatively low angular resolution of 
he MUSE data. High-resolution imaging of this source would be 
xtremely powerful to probe the profile of the dark substructure, but 
ill require a substantial investment of telescope time. 
We also tested changes to the shape of the mass distribution in

he macro-model by fitting third- and fourth-order multipoles, as 
ell as fitting for the ellipticity of s 1. While our macro-model has
o v ed somewhat under these changes, our highest evidence model 

with multipoles in the main deflector) yields ∼6 σ preference for the 
resence of a substructure in J0946. Its substructure gives the best 
ompatibility with CDM simulations that we have found, at 2.0 σ c . 

We demonstrated that we are able to reco v er the subhalo with
uch higher confidence (11.3 σ versus 5.9 σ ) when regularising over 

he curvature of the sources rather than the gradient of the sources.
urvature regularization makes the sources intrinsically smoother 
hile the addition of a dark substructure counteracts this by adding 

mall-scale perturbations to the arcs. Ho we ver, the Bayesian evidence 
astly prefers our fiducial gradient regularization scheme. 

Ultimately, we conclude that precision lens modelling is chal- 
enging. Alongside cosmography, gravitational imaging is perhaps 
he hardest lens modelling challenge of all. Even with the luxuries 
fforded by a compound lens in its ability to suppress the mass-
heet de generac y, there are nuances in how comple xity is afforded
o the lensing mass models and the reconstruction of light profiles
n background sources that make it difficult to draw conclusions 
bout small-scale structures with certainty. Much care needs to 
e taken o v er the choice of the background source model before
mbarking on detailed lens modelling. In reality, random draws 
rom the priors of curvature or gradient regularized sources look 
othing like astrophysical galaxies; ultimately, neither regularization 
cheme is physical; much more work is needed to understand how to
econstruct sources, and the need for evidence calculations will make 
his work computationally e xpensiv e. The potential payoff for this
ork is huge: with hundreds of thousands of lenses to be disco v ered

n the next decade (Collett 2015 ), gravitational imaging should yet 
lace stringent constraints on the small-scale validity of � CDM. 
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PPENDI X  A :  SCALI NG  C O N V E N T I O N  O F  O U R
INSTEIN  R A D I I  

or multiplane lensing, the Einstein radius of a lens is not a well-
efined quantity since it changes with the source redshift. The
hysical deflection angle is source redshift independent, but it is
ot a convenient quantity for strong lensing, since it would require
ngular diameter distances to appear throughout the lens equation. 

Schneider, Ehlers & Falco ( 1992 ) adopt a convention for scaling
eflection angles, such that the Einstein radius, ϑE , of any deflector is
efined with respect to light originating on the final source plane. This
roduces the follo wing, recursi ve multiplane lens equation, which
elates θ ν , the angular position on plane ν, to the image plane position,
1 : 

ν = θ1 −
ν−1 ∑ 

μ= 1 

βμναμ( θμ) , (A1) 

here beta is defined as 

μν = 

D μνD s 

D νD μs 

, (A2) 

ith s representing the most distant source. 
As pointed out by CS20 , equation ( A1 ) is inflexible to the

isco v ery of additional, more distant source planes. One option to
ircumvent this is to define Einstein radii acting on sources coming
rom infinity, but such sources are never observable, so these Einstein
adii would be highly degenerate with other lens model parameters.
nstead, we derive a modified scaling relation that defines Einstein
adii as acting on the source most immediately behind each lens. 

For a lens at redshift z l , we compute the same projected mass
ensity, �( θ ), regardless of whether we measure the Einstein radius
rom a lensed source at redshift z i or z j . Recalling that �( θ ) =
( θ) � crit , we must therefore al w ays satisfy the condition 

( θ, z i ) � crit ( z l , z i ) = κ( θ, z j ) � crit ( z l , z j ) . (A3) 

e therefore define the scaling relation 

ij = 

κ( θ, z j ) 

κ( θ, z i ) 
= 

� crit ( z l , z i ) 

� crit ( z l , z j ) 
. (A4) 

ince � crit ( z A , z B ) ∝ 

D B 
D AB D A 

, this relation can be rewritten as 

ij = 

D i D lj 

D li D j 

. (A5) 

his is mathematically identical to the scale factor βμν in Schneider,
hlers & Falco ( 1992 ), though the subscripts are defined differently.
heir scaling parameter, βμν , is defined such that when ν is the

edshift of the furthest source, βμν = 1. Our equi v alent condition,
ij = 1, is achieved when j = i . Physically, this corresponds to the
ource being on the plane most immediately behind the lens. 

Throughout this work, we opt to use ηij , such that the Einstein
adius of the main deflector is quoted according to the Einstein ring
roduced by s 1 observed in the image plane. The Einstein radius we
uote for s 1 would correspond to an Einstein ring being produced
y s 2 observed at s 1, and so on. This is an intuitive convention as
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t preserves the value of Einstein radius for the main deflector from
revious single source plane studies of J0946, which is approximately 
easurable by visual inspection given the physical scale of a pixel. 
quation (3 ) describes the ray tracing through multiple source planes 
sing this new scaling parameter. Explicitly, the single, double, and 
riple source plane cases become 

θ1 = θ0 − η11 α0 ( θ0 ) 

= θ0 − α0 ( θ0 ) , 
(A6) 

θ2 = θ0 − η12 α0 ( θ0 ) − η22 α1 ( θ1 ) 

= θ0 − η12 α0 ( θ0 ) 

− η22 α1 ( θ0 − η11 α0 ( θ0 )) 

= θ0 − η12 α0 ( θ0 ) 

− α1 ( θ0 − α0 ( θ0 )) , 

(A7) 

nd 

θ3 = θ0 − η13 α0 ( θ0 ) − η23 α1 ( θ1 ) − η33 α2 ( θ2 ) 

= θ0 − η13 α0 ( θ0 ) 

− η23 α1 ( θ0 − η11 α0 ( θ0 )) 

− η33 α2 ( θ0 − η12 α0 ( θ0 ) − η22 α1 ( θ0 − η11 α0 ( θ0 ))) 

= θ0 − η13 α0 ( θ0 ) 

− η23 α1 ( θ0 − α0 ( θ0 )) 

− α2 ( θ0 − η12 α0 ( θ0 ) − α1 ( θ0 − α0 ( θ0 ))) , 

(A8) 

espectively. 

PPENDIX  B:  T H E  L I K E L I H O O D  F U N C T I O N  

F  O U R  M O D E L  

e construct our likelihood similarly to other gravitational imaging 
ethods (see e.g. Warren & Dye 2003 ; Vegetti & Koopmans 2009 ;
ightingale & Dye 2015 ). We assume that the data vector d is a

inear function of the source brightness s and the instrumental noise 
 : 

 = F ( ξ ) s + n . (B1) 

he operator F ( ξ ) = M P L ( ξ ) is the product of the mask operator,
M , the blurring operator describing the effects of the band-specific 
SF, P , and the lensing operator mapping each source pixel to the
igure B1. Slices through the logarithmic likelihood in (from left to right) the E
og 10 ( M 200 /M �), of the tNFW substructure, shown for natural neighbour and linear
asier comparison. While the linear interpolation scheme shows many local discrete
ith the highest peak much easier to identify. 
orresponding positions of the lensed images according to the lens 
odel parameters, L ( ξ ). This mapping follows the interpolation 

cheme described in Section 2.3.3 . Furthermore, the source s and 
he noise n follow zero-mean Gaussian priors with the covariance 
atrices R and C , respectively. As a result, the source marginalized 

ikelihood for one source becomes 

 ( ξ ) = 

∫ 
d s G ( d − F ( ξ ) s , C ) G ( s , λ−1 R ) . (B2) 

By choosing mutually e xclusiv e masks for the two Einstein radii,
e can decompose the likelihood into individual likelihoods. For 

ource i in band j , the source-marginalized likelihood is given by 

 ij ( ξ ) = 

∫ 
d s ij G ( d j − F ij ( ξ ) s ij , C j ) G 

(
s ij , λ

−1 
ij R ij 

)
, (B3) 

ith F ij ( ξ ) = M i P j L i ( ξ ) applying the mask and lensing operator
ith respect to source i and the point spread function of band j . The
roduct of the abo v e likelihoods pro vides the corresponding joint
ikelihood: 

 tot ( ξ ) = 

∏ 

ij 

L ij ( ξ ) . (B4) 

To remo v e o v er - and under -focused solutions from our likelihood,
e trace four of the brightest image plane pixels of s 1 to their source
lane, where they are expected to correspond to roughly the same
ocation. Whenev er a pix el from outside the first source mask falls
ithin one standard deviation around the centre of these four points,
e decrease our likelihood by a factor of 10 −10 . This modification
revents our posterior from containing very smooth but non-physical 
ource reconstructions that resemble the rings of the original data 
ather than a realistic source galaxy, e.g. the scenario where there
s no lensing and the sources are intrinsically arcs. Such solutions
ould otherwise be allowed by our mass model and source model
riors. 
Finally, we include the image positions of the third source in

ur likelihood by adding an additional Gaussian likelihood term 

o equation ( B4 ). This term punishes the chi-squared difference
etween predicted image positions of the third source for given model 
arameters ξ and observed positions in the VL T -MUSE data, with
he positions and uncertainties taken from CS20 . 
MNRAS 528, 7564–7586 (2024) 

instein radius, ϑE , and slope, γ , of the main deflector, and the virial mass, 
 interpolation schemes. Both cases have their mean likelihood subtracted for 
 jumps, the natural neighbouring interpolation renders the likelihood smooth 
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1 Source interpolation and likelihood 

he choice of interpolation scheme affects the stability and speed
f our analyses. While linear interpolation schemes on Delaunay
eshes have been popular in previous studies (e.g. V10 ), they

end to create discontinuities in the likelihoods of lens modelling.
n contrast, natural neighbour interpolation gives rise to much
moother likelihoods. F or e xample, Fig. B1 illustrates this behaviour
s a function for parameters close to a maximum a posteriori
oint. Although the parameter ranges plotted are smaller, the linear
nterpolation scheme using the adaptive Delaunay mesh shows an
bundance of peaks and troughs. 

While a single likelihood e v aluation tends to be slower for
he natural neighbour interpolation scheme, the discontinuities and
bundance of local maxima in the linear interpolation require more
 v aluations o v erall. Furthermore, sampling algorithms may get stuck
n local maxima and, as a result, may underestimate the uncertainty
NRAS 528, 7564–7586 (2024) 

able C1. Chart showing all lens model results obtained using gradient-regulariz
ars. The total mass of the substructure, M sub , is a derived parameter, obtained by
on-truncated virial mass, M 200 , which is sampled. Note that  x and  y indicate 
f four bright conjugate points from the inner set of image plane arcs. 

Parameter Prior P
Single plane ( I -band) 

EPL ϑE [arcsec] U (0 . 9 , 1 . 5) 1 . 397 + 0 . 001 
−0 . 001 1 . 386 + 0 . 003 

−0 . 004 

EPL γ U (1 . 5 , 2 . 5) 2 . 123 + 0 . 026 
−0 . 065 2 . 265 + 0 . 046 

−0 . 036 

EPL q U (0 . 6 , 1 . 0) 0 . 960 + 0 . 006 
−0 . 009 0 . 989 + 0 . 007 

−0 . 010 

EPL ϕ [ ◦] U ( −180 , 180) −70 . 113 + 4 . 199 
−3 . 662 −6 . 226 + 36 . 628 

−29 . 394 

EPL x [arcsec] U ( −0 . 1 , 0 . 1) 0 . 031 + 0 . 002 
−0 . 002 0 . 048 + 0 . 003 

−0 . 002 

EPL y [arcsec] U ( −0 . 1 , 0 . 1) 0 . 047 + 0 . 003 
−0 . 002 0 . 039 + 0 . 003 

−0 . 003 

Shear � U (0 . 0 , 0 . 2) 0 . 107 + 0 . 003 
−0 . 006 0 . 135 + 0 . 005 

−0 . 004 

Shear ϕ � [ ◦] U ( −180 , 180) −23 . 243 + 0 . 693 
−2 . 207 −21 . 938 + 0 . 647 

−0 . 540 

tNFW log 10 ( M 200 /M �) ln U (7 . 0 , 13 . 0) – 10 . 834 + 1 . 253 
−0 . 562 

tNFW log 10 ( M sub /M �) – – 10 . 033 + 0 . 413 
−0 . 262 

tNFW log 10 c ln U ( −4 . 0 , 4 . 0) – 1 . 979 + 0 . 329 
−0 . 291 

tNFW log 10 ( r t /arcsec) ln U ( −4 . 0 , 4 . 0) – −0 . 446 + 1 . 351 
−0 . 353 

tNFW x [arcsec] U ( −1 . 2 , −0 . 3) – −0 . 672 + 0 . 067 
−0 . 042 

tNFW y [arcsec] U (0 . 4 , 1 . 3) – 1 . 107 + 0 . 031 
−0 . 020 

SIS ( s 1) ϑE [arcsec] U (0 . 0 , 1 . 0) – –

SIS ( s 1)  x [arcsec] G(0 . 0 , 0 . 1) – –

SIS ( s 1)  y [arcsec] G(0 . 0 , 0 . 1) – –

SIS ( s 2) ϑE [arcsec] U (0 . 0 , 1 . 0) – –

s 3 x [arcsec] U ( −0 . 4 , 1 . 0) – –

s 3 y [arcsec] U ( −1 . 0 , 0 . 0) – –
f various model parameters. The Bayesian evidence prefers the
atural neighbour interpolation scheme for our fiducial model with
 ln L � 10. 

PPENDI X  C :  TA BLES  O F  RESULTS  

ere, we show the assumed priors and inferred posteriors on all our
odel parameters for all our discussed results. Table C1 contains

he results for the single-plane cases (one and two bands) and triple-
lane fiducial result, all assuming gradient regularization. Table C2
ontains single- and triple-plane results similarly, but with curvature
egularization. Table C3 shows results from the systematic tests on
ass model complexity: including multipoles in the foreground lens,

dding ellipticity to s 1, and modelling the perturber as a point mass
nstead of a subhalo. 
ed source reconstructions. Posteriors are quoted as medians with 1 σ error 
 integrating over the whole tNFW profile and is shown here as well as the 

where a centroid coordinate is quoted relative to the mean s 1-plane location 

osterior (median with 1 σ uncertainties) 
Single plane (I- & U -band) Triple plane 

1 . 402 + 0 . 001 
−0 . 001 1 . 382 + 0 . 003 

−0 . 002 1 . 397 + 0 . 001 
−0 . 001 1 . 390 + 0 . 001 

−0 . 001 

1 . 923 + 0 . 033 
−0 . 019 2 . 227 + 0 . 022 

−0 . 023 1 . 956 + 0 . 009 
−0 . 010 1 . 949 + 0 . 011 

−0 . 010 

0 . 971 + 0 . 006 
−0 . 004 0 . 975 + 0 . 005 

−0 . 004 0 . 972 + 0 . 002 
−0 . 002 0 . 991 + 0 . 005 

−0 . 006 

−86 . 355 + 8 . 415 
−2 . 213 75 . 869 + 6 . 221 

−5 . 439 −79 . 945 + 10 . 322 
−4 . 532 −88 . 807 + 15 . 280 

−10 . 115 

0 . 022 + 0 . 001 
−0 . 001 0 . 030 + 0 . 001 

−0 . 002 0 . 018 + 0 . 002 
−0 . 001 0 . 023 + 0 . 002 

−0 . 001 

0 . 065 + 0 . 001 
−0 . 001 0 . 043 + 0 . 002 

−0 . 002 0 . 059 + 0 . 001 
−0 . 002 0 . 048 + 0 . 002 

−0 . 002 

0 . 086 + 0 . 011 
−0 . 002 0 . 115 + 0 . 003 

−0 . 003 0 . 091 + 0 . 004 
−0 . 002 0 . 092 + 0 . 002 

−0 . 002 

−22 . 848 + 0 . 894 
−0 . 749 −22 . 656 + 0 . 459 

−0 . 352 −24 . 692 + 0 . 389 
−0 . 405 −22 . 934 + 0 . 442 

−0 . 396 

– 9 . 954 + 0 . 582 
−0 . 107 – 10 . 302 + 1 . 197 

−0 . 573 

– 9 . 797 + 0 . 225 
−0 . 278 – 9 . 249 + 0 . 373 

−0 . 118 

– 2 . 574 + 0 . 336 
−0 . 479 – 2 . 409 + 0 . 522 

−0 . 299 

– 0 . 719 + 0 . 865 
−1 . 358 – −0 . 891 + 0 . 558 

−0 . 420 

– −0 . 689 + 0 . 032 
−0 . 015 – −0 . 685 + 0 . 044 

−0 . 017 

– 0 . 942 + 0 . 042 
−0 . 045 – 0 . 933 + 0 . 029 

−0 . 018 

– – 0 . 133 + 0 . 007 
−0 . 008 0 . 126 + 0 . 009 

−0 . 007 

– – 0 . 020 + 0 . 006 
−0 . 006 0 . 010 + 0 . 015 

−0 . 009 

– – −0 . 017 + 0 . 008 
−0 . 008 −0 . 027 + 0 . 009 

−0 . 009 

– – 0 . 045 + 0 . 058 
−0 . 032 0 . 058 + 0 . 071 

−0 . 041 

– – 0 . 568 + 0 . 028 
−0 . 048 0 . 573 + 0 . 035 

−0 . 059 

– – −0 . 431 + 0 . 031 
−0 . 019 −0 . 437 + 0 . 037 

−0 . 023 
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Table C2. Likewise to Table C1 for results obtained using curvature-regularized source reconstructions. 

Parameter Prior Posterior (median with 1 σ uncertainties) 
Single plane ( I- band) Single plane ( I - & U- band) Triple plane 

EPL ϑE [arcsec] U (0 . 9 , 1 . 5) 1 . 398 + 0 . 002 
−0 . 002 1 . 383 + 0 . 004 

−0 . 005 1 . 396 + 0 . 001 
−0 . 001 1 . 389 + 0 . 002 

−0 . 002 1 . 399 + 0 . 001 
−0 . 001 1 . 395 + 0 . 001 

−0 . 001 

EPL γ U (1 . 5 , 2 . 5) 2 . 186 + 0 . 076 
−0 . 074 2 . 395 + 0 . 062 

−0 . 068 2 . 187 + 0 . 039 
−0 . 037 2 . 260 + 0 . 043 

−0 . 038 1 . 944 + 0 . 014 
−0 . 013 2 . 003 + 0 . 020 

−0 . 019 

EPL q U (0 . 6 , 1 . 0) 0 . 922 + 0 . 020 
−0 . 020 0 . 976 + 0 . 014 

−0 . 014 0 . 927 + 0 . 007 
−0 . 008 0 . 972 + 0 . 007 

−0 . 008 0 . 950 + 0 . 003 
−0 . 003 0 . 969 + 0 . 004 

−0 . 004 

EPL ϕ [ ◦] U ( −180 , 180) −41 . 353 + 6 . 024 
−5 . 037 10 . 691 + 19 . 254 

−21 . 067 −45 . 327 + 2 . 866 
−3 . 408 −59 . 580 + 7 . 706 

−8 . 130 −54 . 094 + 2 . 284 
−2 . 537 −68 . 097 + 4 . 926 

−4 . 753 

EPL x [arcsec] U ( −0 . 1 , 0 . 1) 0 . 017 + 0 . 004 
−0 . 003 0 . 044 + 0 . 004 

−0 . 003 0 . 013 + 0 . 001 
−0 . 001 0 . 027 + 0 . 002 

−0 . 002 0 . 015 + 0 . 001 
−0 . 001 0 . 025 + 0 . 002 

−0 . 002 

EPL y [arcsec] U ( −0 . 1 , 0 . 1) 0 . 044 + 0 . 003 
−0 . 003 0 . 033 + 0 . 004 

−0 . 004 0 . 051 + 0 . 002 
−0 . 002 0 . 050 + 0 . 002 

−0 . 002 0 . 054 + 0 . 002 
−0 . 002 0 . 054 + 0 . 002 

−0 . 002 

Shear � U (0 . 0 , 0 . 2) 0 . 131 + 0 . 010 
−0 . 009 0 . 146 + 0 . 007 

−0 . 007 0 . 129 + 0 . 004 
−0 . 005 0 . 126 + 0 . 005 

−0 . 005 0 . 100 + 0 . 002 
−0 . 002 0 . 099 + 0 . 003 

−0 . 003 

Shear ϕ � [ ◦] U ( −180 , 180) −24 . 900 + 1 . 270 
−0 . 924 −21 . 442 + 0 . 748 

−0 . 693 −25 . 196 + 0 . 683 
−0 . 562 −22 . 982 + 0 . 528 

−0 . 607 −26 . 667 + 0 . 361 
−0 . 365 −25 . 002 + 0 . 460 

−0 . 469 

tNFW log 10 ( M 200 /M �) ln U (7 . 0 , 13 . 0) – 10 . 286 + 1 . 083 
−0 . 228 – 9 . 849 + 1 . 672 

−0 . 166 – 10 . 239 + 1 . 212 
−0 . 531 

tNFW log 10 ( M sub /M �) – – 10 . 034 + 0 . 321 
−0 . 301 – 9 . 515 + 0 . 280 

−0 . 281 – 9 . 128 + 0 . 388 
−0 . 118 

tNFW log 10 c ln U ( −4 . 0 , 4 . 0) – 2 . 301 + 0 . 271 
−0 . 405 – 2 . 821 + 0 . 340 

−0 . 569 – 2 . 481 + 0 . 378 
−0 . 296 

tNFW log 10 ( r t /arcsec) ln U ( −4 . 0 , 4 . 0) – 0 . 572 + 0 . 963 
−1 . 283 – −0 . 397 + 1 . 641 

−0 . 968 – −1 . 013 + 0 . 509 
−0 . 400 

tNFW x [arcsec] U ( −1 . 2 , −0 . 3) – −0 . 643 + 0 . 039 
−0 . 061 – −0 . 619 + 0 . 015 

−0 . 022 – −0 . 647 + 0 . 029 
−0 . 018 

tNFW y [arcsec] U (0 . 4 , 1 . 3) – 1 . 090 + 0 . 024 
−0 . 042 – 1 . 012 + 0 . 011 

−0 . 018 – 0 . 995 + 0 . 019 
−0 . 026 

SIS ( s 1) ϑE [arcsec] U (0 . 0 , 1 . 0) – – – – 0 . 116 + 0 . 011 
−0 . 011 0 . 163 + 0 . 016 

−0 . 015 

SIS ( s 1)  x [arcsec] G(0 . 0 , 0 . 1) – – – – −0 . 002 + 0 . 010 
−0 . 009 −0 . 017 + 0 . 009 

−0 . 008 

SIS ( s 1)  y [arcsec] G(0 . 0 , 0 . 1) – – – – −0 . 023 + 0 . 009 
−0 . 009 −0 . 023 + 0 . 009 

−0 . 008 

SIS ( s 2) ϑE [arcsec] U (0 . 0 , 1 . 0) – – – – 0 . 044 + 0 . 062 
−0 . 031 0 . 051 + 0 . 064 

−0 . 036 

s 3 x [arcsec] U ( −0 . 4 , 1 . 0) – – – – 0 . 563 + 0 . 028 
−0 . 051 0 . 580 + 0 . 031 

−0 . 051 

s 3 y [arcsec] U ( −1 . 0 , 0 . 0) – – – – −0 . 421 + 0 . 032 
−0 . 020 −0 . 446 + 0 . 034 

−0 . 020 

Table C3. All lens model results obtained from our systematic tests. Note that the SIE profile on s 1 is fixed to q = 1, ϕ = 0 for models that do 
not explore ellipticity in the mass distribution of this galaxy. 

Parameter Prior Posterior (median with 1 σ uncertainties) 
multipoles SIE on s 1 Wandering BH 

EPL ϑE [arcsec] U (0 . 9 , 1 . 5) 1 . 399 + 0 . 001 
−0 . 001 1 . 377 + 0 . 006 

−0 . 008 1 . 398 + 0 . 002 
−0 . 001 1 . 392 + 0 . 002 

−0 . 002 1 . 393 + 0 . 002 
−0 . 001 

EPL γ U (1 . 5 , 2 . 5) 1 . 935 + 0 . 010 
−0 . 008 1 . 947 + 0 . 012 

−0 . 011 1 . 986 + 0 . 007 
−0 . 023 1 . 982 + 0 . 018 

−0 . 034 2 . 114 + 0 . 015 
−0 . 031 

EPL q U (0 . 6 , 1 . 0) 0 . 955 + 0 . 004 
−0 . 004 0 . 964 + 0 . 010 

−0 . 007 0 . 974 + 0 . 005 
−0 . 003 0 . 978 + 0 . 018 

−0 . 010 0 . 955 + 0 . 019 
−0 . 003 

EPL ϕ [ ◦] U ( −180 , 180) −81 . 974 + 2 . 121 
−1 . 398 54 . 005 + 5 . 969 

−3 . 557 70 . 230 + 24 . 882 
−1 . 725 68 . 797 + 12 . 656 

−37 . 621 −85 . 436 + 13 . 388 
−1 . 669 

EPL x [arcsec] U ( −0 . 1 , 0 . 1) 0 . 010 + 0 . 006 
−0 . 001 0 . 033 + 0 . 006 

−0 . 007 0 . 028 + 0 . 001 
−0 . 004 0 . 031 + 0 . 002 

−0 . 002 0 . 020 + 0 . 001 
−0 . 004 

EPL y [arcsec] U ( −0 . 1 , 0 . 1) 0 . 061 + 0 . 001 
−0 . 002 0 . 039 + 0 . 006 

−0 . 005 0 . 057 + 0 . 001 
−0 . 001 0 . 051 + 0 . 006 

−0 . 004 0 . 056 + 0 . 001 
−0 . 003 

Shear � U (0 . 0 , 0 . 2) 0 . 089 + 0 . 001 
−0 . 001 0 . 087 + 0 . 001 

−0 . 001 0 . 091 + 0 . 001 
−0 . 001 0 . 092 + 0 . 001 

−0 . 001 0 . 103 + 0 . 004 
−0 . 001 

Shear ϕ � [ ◦] U ( −180 , 180) −27 . 033 + 0 . 537 
−0 . 548 −21 . 797 + 0 . 673 

−0 . 931 −20 . 270 + 0 . 243 
−1 . 672 −20 . 703 + 0 . 697 

−0 . 792 −25 . 207 + 0 . 825 
−0 . 334 

MP k 3 U (0 . 0 , 0 . 2) 0 . 020 + 0 . 001 
−0 . 005 0 . 017 + 0 . 002 

−0 . 002 – – –

MP ϕ 3 [ ◦] U ( −180 , 180) 26 . 523 + 0 . 838 
−0 . 864 53 . 415 + 1 . 596 

−2 . 188 – – –

MP k 4 U (0 . 0 , 0 . 2) 0 . 008 + 0 . 005 
−0 . 001 0 . 012 + 0 . 002 

−0 . 002 – – –

MP ϕ 4 [ ◦] U ( −180 , 180) 21 . 343 + 2 . 859 
−2 . 954 71 . 515 + 3 . 482 

−3 . 214 – – –

tNFW log 10 ( M 200 /M �) ln U (7 . 0 , 13 . 0) – 10 . 615 + 1 . 133 
−0 . 405 – 10 . 035 + 1 . 313 

−0 . 517 –

tNFW log 10 ( M sub /M �) – – 9 . 916 + 0 . 364 
−0 . 277 – 9 . 199 + 0 . 350 

−0 . 205 –

tNFW log 10 c ln U ( −4 . 0 , 4 . 0) – 1 . 903 + 0 . 366 
−0 . 331 – 2 . 533 + 0 . 594 

−0 . 404 –

tNFW log 10 ( r t arcsec −1 ) ln U ( −4 . 0 , 4 . 0) – −0 . 196 + 0 . 706 
−0 . 469 – −0 . 812 + 0 . 870 

−0 . 536 –

tNFW x [arcsec] U ( −1 . 2 , −0 . 3) – −0 . 628 + 0 . 018 
−0 . 013 – −0 . 641 + 0 . 067 

−0 . 055 –

tNFW y [arcsec] U (0 . 4 , 1 . 3) – 0 . 969 + 0 . 050 
−0 . 059 – 0 . 944 + 0 . 077 

−0 . 051 –

BH log 10 ( M BH /M �) ln U (7 . 0 , 13 . 0) – – – – 8 . 944 + 0 . 191 
−0 . 080 

BH x [arcsec] U ( −1 . 2 , −0 . 3) – – – – −1 . 111 + 0 . 012 
−0 . 027 
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Table C3 – continued 

Parameter Prior Posterior (median with 1 σ uncertainties) 
multipoles SIE on s 1 Wandering BH 

BH y [arcsec] U (0 . 4 , 1 . 3) – – – – 1 . 022 + 0 . 024 
−0 . 017 

SIE ( s 1) ϑE [arcsec] U (0 . 0 , 1 . 0) 0 . 109 + 0 . 007 
−0 . 007 0 . 124 + 0 . 009 

−0 . 008 0 . 152 + 0 . 005 
−0 . 021 0 . 147 + 0 . 014 

−0 . 026 0 . 265 + 0 . 011 
−0 . 037 

SIE ( s 1) q U (0 . 7 , 1 . 0) 1.000 1.000 0 . 710 + 0 . 011 
−0 . 007 0 . 720 + 0 . 026 

−0 . 014 1.000 

SIE ( s 1) ϕ [ ◦] U ( −180 , 180) 0.000 0.000 37 . 493 + 2 . 182 
−4 . 389 34 . 157 + 4 . 381 

−3 . 738 0.000 

SIE ( s 1)  x [arcsec] G(0 . 0 , 0 . 1) 0 . 007 + 0 . 009 
−0 . 011 0 . 005 + 0 . 006 

−0 . 007 0 . 015 + 0 . 007 
−0 . 005 0 . 021 + 0 . 008 

−0 . 015 0 . 004 + 0 . 006 
−0 . 005 

SIE ( s 1)  y [arcsec] G(0 . 0 , 0 . 1) −0 . 021 + 0 . 008 
−0 . 008 −0 . 027 + 0 . 008 

−0 . 008 −0 . 000 + 0 . 006 
−0 . 014 −0 . 015 + 0 . 007 

−0 . 007 −0 . 007 + 0 . 006 
−0 . 007 

SIS ( s 2) ϑE [arcsec] U (0 . 0 , 1 . 0) 0 . 053 + 0 . 069 
−0 . 037 0 . 062 + 0 . 077 

−0 . 044 0 . 057 + 0 . 069 
−0 . 040 0 . 063 + 0 . 075 

−0 . 044 0 . 140 + 0 . 121 
−0 . 096 

s 3 x [arcsec] U ( −0 . 4 , 1 . 0) 0 . 560 + 0 . 032 
−0 . 058 0 . 577 + 0 . 037 

−0 . 065 0 . 577 + 0 . 034 
−0 . 059 0 . 584 + 0 . 039 

−0 . 064 0 . 574 + 0 . 082 
−0 . 104 

s 3 y [arcsec] U ( −1 . 0 , 0 . 0) −0 . 412 + 0 . 036 
−0 . 021 −0 . 441 + 0 . 041 

−0 . 025 −0 . 442 + 0 . 039 
−0 . 024 −0 . 443 + 0 . 042 

−0 . 027 −0 . 441 + 0 . 065 
−0 . 052 
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PPENDIX  D :  M AC RO - M O D E L  POSTERIORS  

ere, we present how the macro model posterior distributions behave
or the smooth and tNFW-perturbed cases of our simultaneous I - and
NRAS 528, 7564–7586 (2024) 
- band single plane model (Fig. D1 ) and our fiducial triple plane
odel (Fig. D2 ), similarly to Fig. 4 . 
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Figure D1. Equi v alent to Fig. 4 for our single source plane I - and U -band models. The source reconstruction and image plane residual panels correspond to the 
tNFW-perturbed models, in (top) the I - and (bottom) U- band. 
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M

Figure D2. Equi v alent to Figs 4 and D1 for our triple source plane I - and U- band models. Source reconstructions and image plane residuals for the smooth and 
tNFW-perturbed cases are shown in Fig. 5 . 
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PPENDIX  E:  S O U R C E S  A N D  RESIDUALS  

RO M  SYSTEMATIC  TESTS  

ere, we present all of the best-fit sources and normalized image
lane residuals corresponding to the systematic tests in Section 5 .
NRAS 528, 7564–7586 (2024) 
ig. E1 shows the results of modelling with curvature-regularized
ources; Figs E2 , E3 , and E4 show the results with multipoles in the
oreground lens, an SIE on s 1, and a point mass as the perturber,
espectively. 
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Figure E1. Source plane reconstructions and normalized image plane residuals for our best fit smooth (left) and tNFW-perturbed (right) model, for (from top 
to bottom) s 1 in I -band, s 1 in U- band, s 2 in I- band, and s 2 in U- band, where all sources are modelled with curvature regularization. 
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Figure E2. Source plane reconstructions and normalized image plane residuals for our best fit smooth (left) and tNFW-perturbed (right) model, for (from top 
to bottom) s 1 in I -band, s 1 in U- band, s 2 in I -band, and s 2 in U- band, where multipoles are included in the main deflector. 
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Figure E3. Source plane reconstructions and normalized image plane residuals for our best fit smooth (left) and tNFW-perturbed (right) model, for (from top 
to bottom) s 1 in I -band, s 1 in U -band, s 2 in I- band, and s 2 in U- band, where s 1 is modelled as an SIE. 
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Figure E4. Source plane reconstructions and normalized image plane residuals for our best fit model, for (from top to bottom) s 1 in I- band, s 1 in U- band, s 2 
in I- band, and s 2 in U- band, where the perturber is modelled as a point mass. 
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