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ABSTRACT:

The 3rd Generation Partnership Project (3GPP) curre

works on developing the third generation (3G) mohi

telecommunication system towards a future 4th generd

system. The evolution of the current 3G UMTS system was

given the name Long Term Evolution (LTE). This project fo-

cuses on the downlink of the UMTS LTE, where orthod
nal frequency division multiplexing (OFDM) is utilized g
multiple access scheme. Based on working assumptior

3GPP the project probes into different low-complexity meth

ods in order to estimate and predict a time-varying channel

for the UMTS LTE. The estimation is performed in two di

mensions, i.e. the channel frequency response (freque

domain) needs to be estimated at different time indiceseftim

domain). Common for all methods is the utilization of d
crete prolate spheroidal (DPS) sequences for interpolatid
the time-domain. The investigated methods are evaluate

simulations in Matlab. The channel model is chosen as atyp-

ical urban scenario modeled by Spatial Channel Model
tended (SCME), which is implemented with the LTE dow
link structure in this project. The performance is measu
using the mean square error (MSE) between the actual

the estimated frequency response. The performance is com-

pared to the performance of a 2x1 dimensional Wiener in
polator, which consistently yields the lowest MSE but a

ter-

the highest complexity. In general the investigated estima

tors have the same performance for channel prediction
which is close to the one of the 2x1D Wiener interpolatior
a speed of 120 km/h. One of the investigated estimators

linear minimum mean square error channel impulse resppnse

(LMMSE CIR) is a good compromise between complex
and performance. It is shown that the performance of thig
timator for channel estimation purpose is close to the 2
Wiener filter at 120 km/h for different signal-to-noise oati

ity
es-
1D
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UMTS LTE and channel estimation.

Reading Guidelines

Appendix A provides an introduction to OFDM and can be skipped by reaalezady familiar
with this technique.

Nomenclature

References are denoted by brackets as [] and may also containenoef¢o a specific page. The
number in the brackets refers to the bibliography which can be found battkeof the main report
on the page 75. Reference to figures (and tables) are denoted byeHigie x.y” and equations
by "(x.y)” where x is a chapter number and y is a counting variable for tmeesponding element
in the chapter. A vector is denoted by boldface lowercase lett€) @nd matrix by boldface
uppercase letter A"), while the identity matrix of sizd. x L is denoted by ..



Enclosed Material

A CD-ROM containing Matlab source code used within the project is encloséite back of
the report. Furthermore, a postscript, DVI and PDF version of this tépaiso included in the
CD-ROM. The DVI and PDF version includes hyperlinks.

Acknowledgements

| am very grateful to my supervisors Professor Bernard Fleury, Maxime Guillaud and Dr.
Thomas Zemen for their great support and inputs and for giving me péomiss perform my
master thesis at ftw.

Aalborg University, June 25th,

Lathaharan Somasegaran




Contents

‘l Introduction‘ 9

‘1.1 Backgroun‘d .....................................

‘1.2 Scope of the Proiéct ................................. 11
‘2 Physical Layer in the LTE Downlink‘ 13

‘2.1 Overview of OFDM Based Structure . . . . . . . . . .. .. ... ... .... 13

2.2 Frame Structu‘re ................................... 14

2.3 Downlink OFDM Paramete[rs ............................ 15

2.4 Downlink Data Transmission . . . . . . . . . . . o v vt i e e e 16

2.5 Latency Requirement . . . . . . . . ... 18

2.6 _Implementation of the OFDM Transceik/er ..................... 8 1

2.7 SUMMAIY . . . o e e 19
3 Channel Model 21

3.1 Multipath transmission . . . . . . . . . . . .. e 21

3.2 DelaySpread . . . ... .. ... e 22

3.3 Time-Varying chann‘el ................................ 4 2

3.4 Time-Frequency Correlati‘on ............................ 5

3.5 Standard Channel Mod‘els ............................. 26

3.6 Rayleigh FadingChannels . . . . ... ... .. ... ... .. ... ...... 27

3.7 Implementation of the ChannelModel . . . . ... ... ... .. ........ 28

3.8 Summary . . ... e e e 30
‘4 Time-Invariant Channel Estimation 31

4.1 OFDMSignalModel . . . . . . . . . . . . . e 31

4.2 least Squares Estimator . . . .. .. .. . ... ... e 32

4.3 Linear Minimum Mean Squared Error Estimjator .................. 3 3

4.4 Downsampling . . . . . . .. 34

4.5 Reduced Rank LMM&ibE ............................... 38

4.6 LinearInterpolation . . . . . . . . . .. 39

4.7 Complexity of the Considered Estima{ors ..................... 40

4.8 SUMMArY . . . . e e e e e e 40




CONTENTS

‘5 Time-Varying Channel Estimation

43
‘5.1 Initial Steps in the Time-Varying Channel Estimz{tion ............... 43
‘5.2 Slepian Basis Expansion . . . . . . . ... 45
‘5.3 Slepian Sequences Applied on the LTE Downlink . . . . . ... ... ... 49
‘5.4 Performance Comparison . . . . . . . . . . . 1 5
‘5.5 Wiener Interpolatign ................................ 51
‘5.6 Relation Between Slepian Sequences and Reduced Rank Wieneolatierp. . 53
‘5.7 Complexitif ................................... 55
5.8 Summary . ... 57
‘6 Channel PredictioA 59
‘6.1 Prediction using Slepian Sequences . . . . . .. . ... ... ... ... 59
‘6.2 Wiener Predicti)r .................................. 60
‘6.3 Relation Between Wiener Predictor and ME Predictor .............. 60
6.4 SUMMAIY . . . . . e e e e e e e e 60
‘7 Simulation Results 61
‘7.1 SCME Channel Model Configuration . . . . . ... ... ... .. ..... 61
‘7.2 Autocorrelation of Doppler Sﬁift .......................... 62
‘7.3 Simulation Scenarios . . . . . . ..o 62
‘7.4 Evaluation . . . . . . . . e 64
7.5 SUMMANY . . . . o e 70
‘8 Conclusion and Future Worll 71
Bibliography 72
A;;;;endix 75
‘A Orthogonal Frequency Division Multiplexing systems 77
‘A.l Multicarrier Modulation System . . . . . . ... ... oo 77
‘A.Z Conceptof OFDM System . . . . . . . . . . . 78
‘A.S Orthogonality . . . . . . . . . . . . . 78
‘A.4 Advantages of OFDM . . . . . . . . . . . . e 80
‘A.S Immunity to Inter-Symbol Interference . . . . . . . ... ... ... L. 81
‘A.G Disadvantages of OFdM .............................. 81
‘A.? OFDM Signal Modél ................................ 83
A8 Summary . ... e 86




CONTENTS

B Generation of Reference Symbols 87
B.1 Reference Symbol SequeAces .......................... 87
B.2 Orthogonal Symbol SequenLes ........................... 87
B.3 Pseudo-Random Sequences . . . . . . . . . . ... e 88
B.4 Mapping of Reference Symbols onto Resource Elements . . . . ... ..... .88







Introduction

1.1 Background

Long Term Evolution (LTE) is a project within the Third Generation Partmgr®roject (3GPP)
in order to improve the UMTS (Universal Mobile Telecommunications System)ilmmpbone
standard such that future requirements can be met. 3GPP is a collabogri@mant estab-
lished in December 1998 and it is a co-operation between ETSI (EurdpaR/TTC (Japan),
CCSA (China), ATIS (North America) and TTA (South Korea). The gasgect of 3GPP is the
centralization of the standards, since a single organization for thesenteglas ensures global
interoperability.

3GPP standards are structured as releases, which incorporata sederdual standards. Table
1.1 shows the latest releases and emphasizes some of the specifications.

Developments currently done by 3GPP (Release 7 and above) arehmtide UMTS Long Term

Evolution
Version Date Description
Specification of the first UMTS 3G (3rd generation) networks with
Release 99 End of 1999 ) - . -
Wideband Code Division Multiple Access (WCDMA) air interface.
Release 5 2002 Specification of High Speed Downlink Packet Access (HSDPA).
Release 6 End of 2004 Specification of High Speed Uplink Packet Access (HSUPA).
In progress. Includes LTE. Focuses on decreasing latency and improvements to
Release 7| Final release expected real-time applications like voice over IP (VoIP).
at mid of 2007 This specification also focus on OFDM techniques in downlink.
Release 8 In progress Long Term Evolution

Table 1.1: Releases from 3GPP[19, 23].

1.1.1 Scope of UMTS Long Term Evolution

Release 5 and 6 incorporate enhancements such as HSDPA and HSBilAgaip to 10 Mbps
in downlink and 5.7 Mbps in uplink [23]. Using these enhancements, the 3G#E access
technology will be competitive for the next years. However, to ensumgeditiveness for the next

http://www.3gpp.org/About/about.htm



CHAPTER 1. INTRODUCTION

several years and beyond, a long-term evolution of the 3GPP radessitechnology is currently
considered [23].

In particular, to enhance the capability of the 3GPP system to cope with fidegragpvth in IP data
traffic [16], the packet-switched technology utilized within 3G mobile netwoekgiires further
enhancement. A continued evolution and optimization of the system concégt isexessary in
order to maintain a competitive advantage in terms of both performance a{@8ps

Hence important parts of the long-term evolution include reduced lateighehuser data rates,
improved system capacity and coverage, and reduced cost for thetmpdn order to achieve
this, an evolution of the radio interface as well as the radio network artinigeis considered.
The present 3G network utilizes 5 MHz bandwidth for transmission betweminia also denoted
as user equipment (UE) and base station (NodeB), but if higher data astedesired, future
spectrum allocations for LTE will evolve towards supporting wider transomsBandwidth. At
the same time, support for transmission bandwidths of 5 MHz and less tharz5aNtiws more
flexibility in whichever frequency bands the system may be deployed. Theahpectives of LTE
are the following [23]:

- User plane latency below 5 ms with 5 MHz or higher spectrum allocation. Wittowar
spectrum allocation, latency below 10 ms should be facilitated.

- Scalable bandwidth up to 20 MHz, with smaller bandwidths covering 1.25 M3zVIHz,
5 MHz, 10 MHz and 15 MHz for narrow allocations.

- Downlink peak data rates up to 100 Mbps.

- Uplink peak data rates up to 50 Mbps.

- Support for packet switched (PS) domain only.

- Up to 4 Tx-antennas at the NodeB and 4 Rx-antennas at the UE.

- Optimized performance for mobile speed of less than 15km/h, and highrpenfce for
speeds up to 120km/h, and the connection should be maintained with mobile syetad
350 km/h.

In order to achieve the future requirements orthogonal frequendgsiaivmultiplexing (OFDM)
is used in the physical layer for downlink purpose, which is specified icthent Release 7 [4].
Unlike HSDPA or HSUPA, high speed orthogonal packet access (ABBRN entirely new air
interface system, unrelated to and incompatible with WCDMA.

10



1.2. SCOPE OF THE PROJECT

1.2 Scope of the Project

One of the most important aspects in an OFDM system is a reliable and acchaateel esti-
mation. It is important to estimate the channel as close to the true channelsitsigpsace the
estimation has an impact on the equalization of the received symbols. Furtkgonadiction is
necessary at the NodeB in order to improve bandwidth allocation whemgamultiple users.
Several methods for channel estimation for OFDM have been alreadgresl [8, 18, 13]. This
project investigates methods for channel estimation and prediction in the &Walidk.

The report is structured as follows:

- Firstly the structure of the LTE downlink is studied in Chapter 2.

- Chapter 3 describes the channel model used within the project in ordalidate the esti-
mation methods.

- Chapter 4 discusses different channel estimation methods for estimatfoegaéncy re-
sponse without taking the time-variant channel into account.

- In Chapter 5 channel estimation methods for time-varying channel asergezl and Chap-
ter 6 presents methods for channel prediction.

- In Chapter 7 the different estimation methods are investigated by simulationstiaiV

- The last chapter contains the conclusion of the thesis and proposptss&ible future work.

11
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Physical Layer in the LTE
Downlink

One of the main changes in the LTE system compared to 3G-UMTS is the pHggiea In third
generation systems, Wideband Code Division Multiple Access (WCDMA) isntbst widely
adopted technology. A highlight of the characteristics of the UMTS beRmiease 7 is listed
below [12]:

- User information bits are spread over a wide bandwidth by multiplying thedsarwith a
spreading code. The use of variable spreading factor allows a varddtibe bit rate.

- The bandwidth is 5 MHz. The chip rate used is 3.84 Mcps. A network ¢pecan deploy
multiple 5 MHz bands to increase capacity.

- The frame length is 10 ms. During this phase, the user data rate is kepdmortsowever,
the data rate among the users can change from frame to frame.

In the LTE system, this will be very different. The new system will presenO&DM based
structure. The main aspects important for channel estimation in the physieabl@ presented in
the following section.

2.1 Overview of OFDM Based Structure

The technique of OFDM is based on the technique of frequency divisidtipteing (FDM).
Appendix A gives a detailed description of OFDM. The OFDM techniquestiffrom traditional
FDM by having subcarriers, which are are orthogonal to each othee. nfodulation technique
used in an OFDM system helps to overcome the effects of a frequencyigelehannel. A fre-
guency selective channel occurs when the transmitted signal expesiameultipath environment.
Under such conditions, a given received symbol can be potentiallymieat by a number of pre-
vious symbols. This effect is commonly known as inter-symbol interfer@®ig To avoid such
interference, the symbol duration has to be much larger than the delaeddayimultipath chan-
nel.

Hence each symbol is prolonged with a copy of its tail denoted as cyclix [§€&fi) such that the
ISI is minimized. Also, the spectral efficiency of the OFDM modulation technigsiperior to
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FDM since the subcarriers are overlapping, but orthogonal. Theidrery spacing between the
subcarrieryspace= % is either15 kHz or 7.5 kHz according to working assumption in Release
8 [5]. In contrast to an OFDM transmission scheme, OFDMA allows multiplesuseshare the
available bandwidth. Each user is assigned a specific time-frequecyceseferred as resource
block (RB). The fundamental principle of the Evolved UMTS Terrestriadli® Access (E-UTRA)
is that the data channels are shared channels, i.e. for each transmissiamteiwved (TTI) of 1
ms, a new scheduling decision is made at NodeB regarding which useassigmed to which
time/frequency resources during this transmission time interval.

In the LTE only packet-switched transmission is utilized [1]. OFDMA fits petifeinto packet-
switched transmission, since different number of subcarriers (RBspeassigned to different
users, in order to support differentiated Quality of Service (Qo0S).

The scheduling is dynamic and performed for each subframe, henceithigen of RBs can be
adjusted dynamically depending on the channel quality.

2.2 Frame Structure

The structure of the radio frame, illustrated in Figurel 2.1, is described inutiert study from
3GPP. It should be noticed that for time division duplex (TDD), subfraimeasplink and downlink
purpose should be assigned. Other frame structures are proposektiriammake the structure
compatible with the present structure used in 3G. For simplicity it is chosen th with the
illustrated generic frame structure.

The duration of one frame iH) ms and is composed of 20 slots@b ms, where one subframe
consists of two slots. The number of OFDM symbols in one 8lgty, depends on the chosen
length of the cyclic prefix (CP) and can be either 6 (long CP) or 7 (shejt C

T 10 ms
- - 20 slots T~ —
T,=0.5ms - ~
slo e N
- > 6 or 7 OFDM symbols
Tsubframe: 1 ms

Figure 2.1: Frame structure in LTE [4]. A radio frame is divided into 2@ of 0.5 ms each having 6 or 7
OFDM symbols. Two slots make one subframe, which corresporttie minimum downlink TTI.




2.3. DOWNLINK OFDM PARAMETERS

Transmission BW 1.25 MHz ‘ 2.5 MHz 5 MHz 10 MHz 15 MHz 20MHz

Subframe duratiofi’y,p 0.5ms

Sub-carrier spacingspace 15 kHz

Sampling frequencys 1.92 MHz 3.84MHz 7.68 MHz 15.36 MHz 23.04 MHz 30.72 MHz

FFT sizeNiger 128 256 512 1024 1536 2048

Number of occupied sub-carrieiésw 75 150 300 600 900 1200

Number of OFDM symbols 716

per subframe (short/long CP)

CP length Short | (4.69/9)x6 (4.69/18)x6 | (4.69/36)x6 | (4.69/72)x6 | (4.69/108%6 | (4.69/144)x6

(us I sample) (5.21/10)x1 | (5.21/20)x1 | (5.21/40%1 | (5.21/80%1 | (5.21/120%x1 | (5.21/160)x 1
Long | (16.67/32) (16.67/64) (16.67/128) | (16.67/256) | (16.67/384) (16.67/512)

Table 2.1: Downlink parameters for OFDM transmission. The occupielcsuriers {1,..., Ngw} are

centered around the frequengy= 0 [4].

2.3 Downlink OFDM Parameters

The parameters used for downlink are listed in Table 2.1. The subcamrguency spacing
fspace= ﬁ = 15 kHz is used, and it is always constant, herfgand N\ee1 are proportional.
The downlink parameters fgkpace= 7.5 kHz are not yet defined [5].

The number of OFDM symbol&/sym per slot depends on the length of the CP as described in
section 2.2. If 128-point IFFT and short CP is used, the first 6 OFDMt®}s have a CP of 9
samples and the last symbol a CP of 10 samples, such that the duration abtrarse of 0.5

ms is preserved. Not all subcarriers are occupied, in Release 7gdamately2/3 of the total
frequency band is used. According to technical specifications in Refgs the number of used
subcarriers (here denoted&gy) can be varied. The values dizyw however are not specified. In
this project the valued/g\y are the same as in Release 7. Other downlink parameters than number
of FFT-points and sampling frequency are not yet determined, but theeassumption is used

for evaluation purpose in 3GPP, hence these parameters are also tieegrioject.

2.3.1 Mapping of Subcarriers

The subcarriers are mapped into the frequency spectrum as illustrategiie/2.2. According to
Table 2.1, Ngw is 75/150/300/600,/900,/1200 when the transmission bandwidthli®5,/2.5/5/10/15/20
MHz. Since the occupied subcarriers are centered around the fregQe half of the occupied
subcarriers are placed in the negative spectrum and the other half ingtieg@spectrum. Let us
denote the occupied subcarriers in the negative spectrym as , N} and in the positive spec-
trum as{Nn + 1, ..., Ngw}, whereN, (also shown on Figure 2.2) &7 /75/150/300/450/600

[4]. The unused carriers are placed at the edges of the spectrinthsmi¢he utilized bandwidth is

less than the specified bandwidth. This can be based on reducing tleneepis for the analog
filters at the transmitter and receiver side.

15



CHAPTER 2. PHYSICAL LAYER IN THE LTE DOWNLINK

A

v

Unused 0 Unused f
subcarriers ] Nn Nn+1 Npw subcarriers

Figure 2.2: Placement of occupied subcarriers [4Ngw and N, are the total number of occupied subcar-
riers and the number of carriers in the negative spectrurpeesively.

2.4 Downlink Data Transmission

The transmitted signal in each slot is described by a resource gig@fsubcarriers andVsym
OFDM symbols. In order to achieve multiple access, bandwidth is allocated tdEken terms

of resource blocks. A physical resource blodigg consists of 12 consecutive subcarriers in the
frequency domain. In the time domain, a physical resource block cons$igig,@ consecutive
OFDM symbols, see Figute 2.3Vsym is equal to the number of OFDM symbols in a slot. The

Ngw subcarriers

e e |

Resource element Resourceblock , Npp

\J

A

10[S 9UQ

Figure 2.3: Downlink resource grid [5].

resource block size is the same for all bandwidths, hence the numbexilatéde physical resource
blocks depends on the bandwidth. Depending on the required dataaelel J& can be assigned
one or more resource blocks in each transmission time interval of 1 ms. hibéwing decision is
done at the NodeB. The user data is carried on the Physical Downlink&Gdannel (PDSCH).
Downlink control signaling on the Physical Downlink Control Channel (RIB{ is used to trans-
port the scheduling decisions to individual UEs. The PDCCH is placed iirth©FDM symbols
of a slot [5].

2.4.1 Modulation

According to the working assumptions for PDSCH in Release 8, the transmitbeddmodulated
using quadrature amplitude modulation (QAM). The available modulation schemds@AM,
16-QAM, and 64-QAM [4].

16



2.4. DOWNLINK DATA TRANSMISSION

2.4.2 Downlink Reference Signal Structure

The downlink reference signal structure is important for cell seardhchannel estimation. Re-
source elements in the time-frequency domain are carrying the refergne¢ sequence, which
is predefined for each cell.

Appendix?? gives a detailed description of how the reference symbols are genaratexzh their
positions. In this section we focus on the main properties of the structure.

The reference symbols are placed in the first OFDM symbol of one dlatiathe third last OFDM
symbol [4]. The spacing between the reference symbols is alwayscasigrs [4] and the norm
is always 1 no matter which modulation scheme is utilized for the data symbols aibhdddn
Section 2.4.2.

In the LTE the NodeBs and UEs can have 2 or 4 antennas and when two®trarmssmitter anten-
nas are applied, the reference symbols are transmitted such that thethagooal in space. The
orthogonality in space is obtained by letting all other antennas be silent indberoe element in
which one antenna transmits a reference symbol [5].

Figure 2.4 shows the positions of the reference symbols for transmissiotweiiintennas as an
example. When antenna 1 transmits a reference symbol, antenna 2 is silefit@nersa. This

Subcarriers

\J

LY NN D S T R Sl A I B A 1'OFDM 1
5 » (@) symbo
=
= N
=
S0 N T e
s 3
'?)' [_4 ‘\ ---------

(&)
= N
o th
------- 6 OFDM symbol
Reference symbol Vacant resource element
Antenna 1
g A< T I T XU T ™ T D<eeeeeee 13! OFDM symbol
g=!
=S e
—
=
=7 O
5
v—ml [_‘ ---------
o
s 0t |eessesess
@) th
......... 6~ OFDM symbol
Antenna 2

Figure 2.4: The reference symbol structure for one slot with 6 OFDM symbsing two antennas. Note
that only the used subcarriers are depicted. In this thegsconsider one antenna and makes use of the
reference symbol structure depicted for antenna 1.

thesis considers one antenna and makes use of the reference syodioftstilepicted for antenna
1 on Figure 2.4.

The reference signal sequence also carries the cell identity. Thremeéesignal sequence is gen-
erated as a symbol-by-symbol product of an orthogonal seque®)eReF ¢ C340%2 (3 different
sequences are predefined) and a pseudo-random sequengeRPRS: R340%2 (170 different
sequences are predefined). Each cell identity corresponds to a&wdmbination of one orthog-

17
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onal sequenc&®S and one pseudorandom sequel’&S, allowing 510 different cell identities
[5].

Frequency hopping can also be applied to the downlink reference sigima$requency hopping
pattern has a period of one frame duration.

2.4.3 Cell Search

During cell search, different types of information need to be identifietheyUE such as radio
frame timing, frequency, cell identification, overall transmission bandwiltitenna configura-
tion, cyclic prefix length. Besides the reference symbols, synchronizaigmals are therefore
needed during cell search. In E-UTRA (Evolved UMTS TerrestriadiBaccess) the synchro-
nization acquisition and the cell group identifier are obtained from diftexyamchronization chan-
nels (SCH).

A primary synchronization channel (PSCH) for synchronization adtpnsand a secondary syn-
chronization channel (SSCH) for cell group identification have a pfexed structure. They are
transmitted on the 72 subcarriers centered around subcarrier atrioygtie= 0 within the same
predefined slots (1st and 11th slot in one frame). PSCH and SSCH waedroplaced on the
second last and third last OFDM symbol respectively [5].

Hence cell search is always performed using the 72 central subssamiependent of the overall
transmission bandwidth.

2.5 Latency Requirement

As mentioned in Section 1.1.1 the user plane latency should be below 5 ms ftheFdownlink
case the user plane is defined in terms of a one-way transit time betweekes Ipsiog available
at the IP layer at the NodeB and the availability of this packet at IP layeedt/Eh The NodeB
provides the interface towards the core network (see also Appeatix

From a channel estimation point of view a latency below 5 ms results in a blogthl&ss than 5
ms for channel estimation purpose.

2.6 Implementation of the OFDM Transceiver

Based on the mentioned information on the physical layer, a structure ofatentitter in LTE
is designed as illustrated on Figlre [2.5. The transmitter is based on cone¢@ieDM system
structure. The structure of the implemented receiver is depicted in Figure 2.6

2.6.1 Binary Source Generator

The binary source generator generates the signal randomly. The nafrthe generated binary
symbols depends on the modulation scheme, i.e. the number of bits per QANSpety 2.4.1)
and the number of subcarriers (sec. 2.3).

18



2.7. SUMMARY

Reference| *

Binary : Tx signal
S/P | M-QAM o | o | P/S .| CP 9
Source ""IConverter "IModulator] ¥ Symbol » IFFT ""IConverter | Insertion g

Generator| . . Insertion

\ J
y
4

Figure 2.5: Block diagram of the OFDM transmitter in LTE.

Reference| Channel

Raw BER Ps | | maaAm Estimation " osp cp |Rxsignal
Computation| ™| Converter[* " |Demodulator|™ Symbol | & - FFT < converter ™| Removal [
Removal .
: Equalization | : :

i
i
i
i

Figure 2.6: Block diagram of the OFDM receiver in LTE.

2.6.2 Modulation

During modulation it is necessary to normalize the transmitted symbols in ordejjust &lde
signal-to-noise ratio. The normalization is achieved by scaling the symbolgezbilisTable 2.2.
The bits are modulated using Gray labeling, which is depicted in Figure 2. 6fQAM as an

Modulation | Knorm
4-QAM %
16-QAM \/%T)
64-QAM ﬁ

Table 2.2: Normalization factor for M-QAM modulation schemes in E-WAT@wnlink [5].

example.

2.6.3 Inverse Fast Fourier Transform

Figure 2.8 shows an illustration of the mapping of symbols under IFFT-tperavhich corre-
sponds to the mapping described in section 2.3.1.

2.7 Summary

Important properties of the physical layer in the LTE downlink have besstribed. For the
purpose of channel estimation, one antenna at transmitter side anckresigévis considered. The
channel estimation can be achieved separately for each antenna simetetbace symbols are
orthogonal in space. OFDMA is utilized as multiple access scheme in the doywwigke each
user is allocated one or several resource blocks and schedulingasnped for each subframe.
Based on specifications in Release 7 [4] and on working assumptions iaseedd5] an OFDM

19
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M 0000 | - o100° « 1100 « 1000
0.8
0.6
0.4t

e 0001 e 0101 e 1101 e 1001
0.2f b

Quadrature
o

-0.2 . 4
e 0011 e 0111 e 1111 e 1011
-0.4 4
-0.6
-0.8
1kt 0010 ; e 0110 e 1110 * | 1010
-1 -0.5 0 0.5 1

In-Phase

Figure 2.7: 16-QAM constellation with the corresponding binary valaéer normalization.

Null— 1 -
subcarrier # N +1——| 2 20—
subcarrier # N +2—, 3 3k
subcarrier # Nyg—| N, N, OFDM
Null— N;*+1 N+1— symbol
Null— 7 1+ N2 in time
. N-point -l domain
Null— * IFFT .
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Figure 2.8: OFDM symbol generation using an N-point IFFT operation.

transceiver is implemented in MatLab. In order to analyze different adastimation methods,
an appropriate channel model needs to be used, as described intthe nex




Channel Model

3.1 Multipath transmission

Radio wave propagation can be described by multiple paths occurring deiéetcdion (buildings,
trees, etc.) in the environment. When modeling a radio channel, only a finiteanwhpaths is
considered to approximate the real environment, which is illustrated by Figiirerhe received

scatterer

o6 (T—1,)

A "
o, 6(T—T,)

UE
. NodeB

scatterer

Figure 3.1: Multipath radio environment [28, p. 7].

signal at the UE is a superposition of all paths. There are infinite numhgatb$ closely spaced
in time, but only a finite number is modeled. Equation (3.1) describes a modelgahtmnel
impulse response,

K—

h(r) = apd(T — 1), where (3.1)
k=0

—_

K is the number of pathsgy; is the complex fading coefficient for a given path at detgyln this
thesis a baseband representation of the channel is used, hencethefafip-converting/transmit
filter and down-converting/receive filter is modeled/by() andh (7) respectively [28].

h(r) = h(7) * I (7) % hp(T), (3-2)
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wherex denotes convolution.
Applying the sampling operation at rat¢7 equation/(3.2) is transformed into

h[k] = h[kT.], where (3.3)

where the discrete time indéxe {0, ..., L — 1} andL denotes the length of the sampled impulse
response. One channel model is the wide-sense stationary uncarsgateering (WSSUS). In
WSSUS model, the time-varying fading process is assumed to be wide-satigeasy random
process and the signal reflections from the scatterings by differgadtelare assumed to be inde-
pendent. The following parameters are often used to characterize a 3/S&ldnel:

In order to describe the average delay of the channel the term dekadstrvs is used.

Coherence bandwidth f) gives an indication of how far apart, in frequency, the signal
has to be spaced to in order to achieve correlation of value

Coherence time\t ., gives a measure of the time duration over which the correlation be-
tween two channel impulse response has a valu&he coherence time is related to the
Doppler spectrum which depends on the velocity of the UE.

Doppler spreagpmax Which indicates a maximum range of Doppler shifts.

The mentioned parameters are now described in detail and calculated figria¢ structure of
the physical layer in the LTE downlink. Furthermore standard channekladll be described
in order to find a suitable model for simulation purposes.

3.2 Delay Spread

The impact of the environment on the transmitted signal (fading) can aldadsfied as follows:

- Long-term fading: the fading varies slowly compared to the symbol time, dtisfinterest
when estimating a channel. Typically it is caused by reflections from therggloigal
surroundings, e.g. landscape.

- Short-term fading: Short-term fading can vary as fast as the symbal 8hart-term fading
is caused by the interference of multiple reflections, scattering and diidinacon small
elements in near surroundings., e.g. trees and other obstacles in the near.

The channel delay spreadis closely related to the short-term fading. In order to describe the
average delay of the channel, the root-mean-square (RMS) averdgedelay spread, which is
defined as the second central moment of the channel power delay psofiged [11, p. 540].

K—1
P 2
s = 2 k=0 Kk:’f Tm) , where (3.4)
D ke o Pk
o k 0 Pka .
T = A2 is the mean excess delay (3.5)

k=0 Py
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and Py is the power ofi[k] at time indexkt. When the channel is viewed in frequency domain the
coherence bandwidth is of concern. Using the uncertainty relationsiiglfim [9] the coherence
bandwidth is calculated as

1
Af(c) >

> arccos(c), (3.6)
2TTRMS

where Af is the minimal coherence bandwidth in which the autocorrelation of the channel
power delay profileRy, has the value.

A multipath channel is characterized as frequency flat or frequeregtse in the following way:
Frequency flat fading: Coherence bandwidtlf. >> Bs Symbol bandwidth . The frequency
components of the signal would roughly undergo the same fading.

Frequency selective fadingA f. < Bs, with ¢ = 0.5 is in both cases. The different frequency
components of the signal, which differ by more thai. will undergo different degrees of fading.

In order to avoid ISI the delay spread,;s should always be less than symbol durati@nsuch

that frequency flat fading is achieved. The data rate however will beedsed if the symbol
duration is extended.

3.2.1 Position of Reference Symbols in the Frequency Domain

The position of the reference symbols in frequency domain is investigagetios 2.4.2 describes
the positions in detail. The goal is to compare the spacing between the eefeyanbols with the
coherence bandwidth of the channel.

3.2.2 Coherence Bandwidth

The spacing in frequency between the subcarriers is known from 8eto
Jspace= 15 kHz. (3.7)
According to Section 2.4.2 the reference symbols are placed at everyt&tarsier:
JR = fspace: 6 = 90kHz. (3.8)

Using the uncertainty relationship described in Section 3.2 the bandwigdflin which the chan-
nel is constant is defined fer= 0.9 and the value = 0.5 for when the channel has changed.
Based on these assumptions the coherence bandwidths are now calculated

1 @ 1
T = —
ARECOSLE) = 90,658

arccos(0.9) = 110.4kHz (3.10)

Byg.5) arccos(0.5) = 256.4kHz (3.9)

2TTRMS

B > -
09 = 970.65us

Equations[(3.9) and (3.10) show that the spacing of the reference fymbcequency approxi-
mately corresponds to the bandwidth in which the channel is constant,rfudheethe channel is
estimated at least twice before the autocorrelation has the value 0.5.
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3.3 Time-Varying channel

The mobile movement introduces Doppler frequency shifts. There are multggeler shifts,
which add up and form a Doppler spectrum. In the following we considepaith.

3.3.1 Doppler shift

The main factor that affects the rate of fading is the mobility of the receiVative to the trans-
mitter. As a UE moves with velocityyg relative to NodeB, it causes a Doppler shiftwhich is
given by (3.11) for a singe path:

fd = fomaxcos(), (3.11)
whered is the angle of arrival of the received signal relative to the directionetik and
VUE
fomax = —— fe, (3.12)
Co

where fpmax IS the maximum Doppler frequencyvye is the velocity of the receiverf,. is the
carrier frequency and, speed of light.
The time varying impulse response of the channel can be expressedzteasion of Equation

L—-1 ‘
h(t,7) = Z apel?™at§(r — 1), (3.13)
k=0

wheret is the time at which the channel impulse response is measured. The is{gnal has a
band-limited spectrum, also denoted as Doppler spectrum. The spectrum is tioritedrange

W — [_VDmax, ceey VDmax] 5 Where (314)

VDmax = fDmaxTSa (3-15)

with T as the symbol duration angmax as the normalized maximum Doppler-shift. In mobile
radio channels, the maximum Doppler spread is used to characterize $taw tiane the channel
changes. For this purpose the coherence time is calculated as [9]

Aty >
() = 27TfDmax

arccos(c), (3.16)
where At (., is the difference in time for which the autocorrelation in the time-domain has the
valuec.

A channel is said to be time-invariant, in the sense that the channel ajgdar® invariant to the
transmitted signal.

Hence the terms are relative to the symbol duration: time selective fadingsogben the channel
changes within one symbol peridd while time-invariant fading occurs when the channel is

constant within at least one symbol period.
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3.4. TIME-FREQUENCY CORRELATION

Time-invariant fading:At g 5) >> Ts, wherec = 0.5. If the symbol duration is small compared
with At 5 then the channel is classified as time-invariant.

Time selective fadingAty5) < Ts. On the other hand i\t ., is close to or smaller than the
symbol duration , the channel is considered to have time selective fadiggnkral, it is difficult
to estimate the channel parameters for a time selective channel.

In order to estimate a channel for a periodlft is of importance to be in the time-invariant case.

3.3.2 Position of Reference Symbols in Time-Domain

The duration of one sldfs|ot is known from Section 2.3. There aMym = 6 OFDM symbols in
one slot, which results in a symbol duration

Ts|ot 05 ms
= = = 83.3 us. 3.17
Neym 5 I (3.17)

Ts

Reference symbols are placed at each fourth OFDM symbol, but arways found at same
subcarriers. Nevertheless the channel can be estimated after eacbRBIM symbol and hence
the spacing of reference symbols in the time-domain is set to,

Tk = 3T5 = 0.250 ms (3.18)

Using the uncertainty relationship described in Section 3.2 the coherendevioth A f(.) in
which the channel is constant is defined éo& 0.9 and the value: = 0.5 for when the channel
has changed.

A UE with a maximum speed of 120 km/h, has a maximum Doppler shift of 185.4 Hge®on
these assumptions the coherence times are now calculated

1
At(0_5) = m arCCOS(C) = m arCCOS(O.5) = 0.750 ms (319)
1
At(o'g) Z m aI'CCOS(O.g) =0.323 ms (320)

Equations/(3.19) and (3.20) show that the spacing of the referencenfg/mliime is less than the
coherence time . Furthermore the channel is estimated at least three tintestbefautocorrela-
tion of the channel estimates has the value 0.5.

3.4 Time-Frequency Correlation

For channel estimation purposes the channel correlation propertie§iarportance. Following
properties of the channel can be shown from [13, p. 93]:

R(ALAf) = R(At) R(Af) (3.21)

Equation|(3.21) is the autocorrelation of the time-varying channel frecyuesponse, which is the
Fourier transform of (3.13) in the delay domain. The difference in time ist@elasAz, while A f
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is the difference in frequency. Equation (3.21) is based on the fadtthatbile radio channels the
time-correlation function is independent from the frequency correlatiootfon [13]. Moreover

different assumptions can be made for these correlation functions. régeehcy correlation
function is the Fourier transform of the power delay profile of the chiamesce it is based on
the power delay profile. The time-correlation depends on the Dopplerrspeetral density. The
Doppler power spectral density can be assumed uniform or havings Jectrum [7]. In this

thesis the uniform spectral density is used. The constant spectrune expiessed as,

1
,vew
Sy, W) = Zomax V=T (3.22)
0 otherwise

wherevpmax is defined in equation (3.15) with asvpmax = fqZs andWV in (3.14). The discrete
correlation function withRy(k) = R(kTs), based on [27], is then expressed as,
1 , :
k — J2mkvomax _ ,—j2mkvpmax
Ra (kW) G2k W] (e c )

sin(27kVpmax)
= 3.23

3.5 Standard Channel Models

Several models exist and are used in the industry to simulate radio waegptam. Each model
is suitable for a certain type of environment. The channel model used inrthjecpis based on
recommendations from 3GPP. The recommended channel models are abas®plifications, or
typical realizations of the COST 259 model [3]. Testing with a common chanodkl is imper-
ative to facilitate comparisons. The 3GPP typical urban (TU) channel lrhadédeen designed to
simulate high delay spread in urban environments using bandwidths up to.5 Mhz

A simplified model for the power delay profile is given in (3.24) [26]. Thepapers are normal-
ized so that the sum of all tap powers is equal to 1.

2 e p
P, =nlk] = ——— ,Where (3.24)
o D
TRMS
Lp = 3.25
b= (3.25)

denotes the RMS delay spreaglis normalized to the sampling rat¢7 andn is the amplitude
of the fading coefficient.
Assuming perfect power control and neglecting pathloss results in

> Pk =1 (3.26)

The supported lengtlh of the sampled impulse response should be chosen with respect to the
signal-to-noise ratio (SNRU%SZ), at which the system is operating [28, p.8],

L>1+ %ln (SNR) (3.27)

C
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Hence the components of the impulse response smaller than the SNR aresnattakaccount.
Generation of a channel impulse response when the power delay prdfimva is achieved
assuming Rayleigh fading, which is described in next section.

3.6 Rayleigh Fading Channels

When a signal is transmitted in an environment with obstacles resulting in nowfhsight
(NLOS) propagation, more than one transmission path will appear as laoéthe reflections.
The receiver will then have to process a signal which is a superpositggveral main transmis-
sion paths.

Each of the main paths is in reality the result of multiple scattered waves, oathsbpf there
exists a large number of subpaths they may be modeled as statistically indefpehdeentral
limit theorem will give the channel the statistical characteristics of a Raylégghiaition [11, pp.
542-543].

The real and imaginary parts of the fading coefficient of one main padhe independent and
identically Gaussian distributed with zero mean and variaﬂ@zceNhich leads to the probability

density function
n
pln) = —ge 27,7 >0 (3.28)
g
1
pl¢) = =, —7T<op<n7 (3.29)
27

wherep(n) is the Rayleigh distribution; is the amplitude of the fading coefficient and the phase

¢ uniformly distributed.

Each tap is hence modeled as Gaussian real and imaginary part with zerovitiea variance
according to the power delay profile. The goal is to model the time variationeothiannel
properties too. One method to simulate this phenomenon is to use Jake’s modéby@ver a
model developed by 3GPP, the Spatial Channel Model (SCM), deddritibe following Section
3.6.1, is used in this thesis in order to get as close to a true time varying clzaspeassible.

3.6.1 Spatial Channel Model

3GPP has developed a Spatial Channel Model (SCM) [2] for multiple inmuitiple output
(MIMO) systems in order to specify parameters intended for the three masinoa cellular
environments: suburban macrocells, urban macrocells, and urban alisroc

Since the goal of this project is channel estimation, pathloss is neglected.

The overall difference between the models are the amount and size obttersrs. The macrocell
environments assume height of NodeB well above the height of scattetelsthe scatterers and
BS are at same height for the microcell scenario. From a UE’s point of thie delay spread is
one of the main parameters affected by the change in channel modebasishitable 3.1. SCM
has been implemented in Matlab [21] and can be used to generate chatingl daefficients,
depending on several parameters such as the speed of UE, numbtnofas and their properties
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Channel Model Delay spread frus
Urban micro cell 0.251us
Urban macro cell 0.65us
Suburban macro cell 0.17pus

Table 3.1: Root mean square delay spread for different channel modeisrding to [2].

on transmitter and receiver side.

The SCM is designed for bandwidths up to 5 MHz, however supportgfodividths up to 20 MHz

is needed for modeling the LTE downlink, hence an extended version df (CME) has also

been developed [21].

This project makes use of the "Urban macro cell* channel model whictifsgseparameters for an
urban environment with up to 3 km distance to a base station and NLOS, sia@sgumed that
the scatterers surrounding the UE are about the same height or are figisemplies that the re-
ceived signal at the mobile antenna arrives from all directions afterdiong from the surrounding
scatterers, but there is no line-of-sight (LOS) to the NodeB.

3.7 Implementation of the Channel Model

The channel model is implemented with the OFDM transceiver as depicted ireF3g2t The

AWGN

Tx signal SCME Rx signal
——p» Channel

Model

Figure 3.2: Block diagram of implementation of the SCME channel modélthe transmitter and receiver.

transmitted signal is affected by the multipath channel generated by SCMEdaliti’e white
Gaussian noise (AWGN) is added afterwards. In Section 3.3.2 it wasuctattthat the channel
was time-invariant within one OFDM symbol duration. Hence in this thesis the SChnnel
model is configured such that channel impulse responses are generaéach OFDM symbol
and convolved with the symbol.
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3.7. IMPLEMENTATION OF THE CHANNEL MODEL

3.7.1 AWGN

Since the subcarriers of the transmitted signal are normalized, the signaiseratio is controlled
by adjusting the noise variane€. The average energy of one OFDM symbol is calculated as

following,
Npw
Es = . 3.30
57 Niger (3:30)
The resulting SNR is calculated as
E N 1
SNR = -5 = BW (3.31)

Ex  NErro?’
3.7.2 Impulse Response Length

The impulse response generated by the SCME model is based on 6 pattesexttcielays, which
depend on the chosen channel scenario. The resolution of the dedrﬂm =0.0163 us.
For a given sampling raté,. the impulse response is assumed lowpass filtered with cutoff at
fout= ﬁ according to the Nyquist criterion.

The lowpass filtering yields a convolution with a sinc in time domain, hence theafedempulse
response is filtered with a sinc, with widih.

In Table[2.1 different sampling frequencies are listed for the LTE downlifte T, = s¢rvmg:
the essential support of taps is choserlas 12 resulting in a power delay profile depicted in
Figure 3.3. The power delay profile is calculated over 2000 differeanicbls generated by the
SCME model. The simulations will be carried out in the SNR range 0 to 20 dB &nahithimum
noise level is also depicted on the figure. Hence components of the ¢limpuoése response that
are smaller than the minimum noise variance are not taken into account.

10— — — —— ——

Power of component k

— — Noise variance 02 at SNR=20 dB

|l

Component k&

Figure 3.3: Power Delay Profile of the channel.
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3.8 Summary

In order to do simulations as close to the reality as possible, it is important to lypaelachannel
model. Mobile channel models with time invariant and time variant behavior hese investi-
gated. The chosen channel model is the SCME (Spatial Channel Matiided), which gen-
erates channel coefficients based on the 3GPP channel model spieci§ic The channel model
supports a typical urban area scenario as well as mobility of the UE. Merdlbe selection of
the impulse response length and adapting the impulse response to a samplirendésel . has
been described in order perform simulation of channel estimation methodheiti E downlink
structure.
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Time-Invariant Channel Esti-
mation

This chapter describes different channel estimation techniques to bdarsine time-invariant
downlink case.

By focusing on time-invariant channels, only the frequency-domaingiedak considered. Hence
three different channel estimators are applied in the frequency-domdinampared. Since the
estimation is aimed for the UE, the complexity should be minimized.

4.1 OFDM Signal Model

In Appendix A.7 the OFDM signal model is presented. As stated in (A.29)sitheal model for
OFDM transmission can be expressed as

y[m] = diag(g)d[m] + z[m]. (4.1)

In order to ease the calculation of the channel estimation, the signal modedgkfied in the
following section.

4.1.1 Signal Model Simplification

The channel is estimated for each OFDM symbol and the general fo¢his ohannel estimation
will be on only one OFDM symbol. For the sake of simplicity the indeis dropped and equation
(4.1) is rewritten as

y=XFh+z, (4.2)

wherey € CVFT is the received OFDM symbaX € CVFT-NFeT is a diagonal matrix with data,
reference symbols or zeros whitec CVF¥T is the channel impulse response and CNFT is
the noise which is assumed to be white Gaussi#Einc CNF*NFeT js the same DFT-matrix as
described in (A.13),

fl,l o fl,NlFFT
F = E : : (4.3)

leFFT,l fNIFFTyNIFFT
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The channel estimation will be based on transmitted reference symbols, algicdtattered as
described in Section 2.4.2, i.e. an interpolation has to be performed in ordetaio the channel
estimates for the subcarriers with data symbols. Before the first estimationdrngtintroduced,
prior knowledge about the channel is used to reduce the complexity ostingator.

Based on the knowledge of the channel model and of the referenceolsytalm following as-
sumptions can be made [24]:

- If the channeh has the maximum delay at tdp— 1, only the firstZ columns ofF’ can be
considered, since the rest is multiplied by zehb.c C” denotes the first. coefficients of
h.

- The transmitted reference symbols are scattered (see Figure 2.4, ¢rdgaows corre-
sponding to the position of these symbols need to be considered for thendiagatrix
X.

Equation|(4.2) is rewritten as
Yr = Xrl}h/ + zp, (44)
where X, = diag(x(1)...z(Ny)) and
fe)r - Je)L
T, = : : : (4.5)
o)1 o JaNo.L

N, denotes the number of reference symbols for one OFDM symbol, wiileand¢, (i) denote
the i'th reference symbol in the frequency-domain and the index of the stigicaarring the
symbol respectivelyz; € C™ is the truncated noise and is still white Gaussian.

The channeh’ is estimated based on the knowledge of transmitted reference symbols

4.2 Least Squares Estimator

Knowing the the transmitted reference symbols, the first estimate to be calcidatesl least
squares estimator in the frequency-domain for the channel impulse s&spon

gis = yr(1)  wr(2) yr(Nr)
zr(1)” @r(2)’ Tor(Ny) |

(4.6)

whereg s € CM can only be estimated over the subcarriers carrying reference synitense

this result has to be interpolated over the full frequency range in ordgivéoan estimate for
subcarriers with data symbols.

The interpolation can be performed in frequency domain or in time domain. Edtatter case the
interpolation is carried out by only taking the filsichannel taps into account and setting all other
taps to zero. After estimating thie-tap channel, the channel is transformed back into frequency
domain. This approach is investigated by applying linear minimum mean squeréleviMSE)
estimator in Section 4.3 and least-squares (LS) estimator in Section 4.4.




4.3. LINEAR MINIMUM MEAN SQUARED ERROR ESTIMATOR

4.3 Linear Minimum Mean Squared Error Estimator

The LMMSE estimator, calculates the channel impulse response (ClRhat minimizes the
mean squared err@r{ﬁ - h’}, giveny, and X, [24].

h= Ry, R,y (4.7)

The autocorrelation matrices are calculated as follows:

Ryryr = E [yryrH]
= X/TE [hh"] XPT" + E [22"] + X/ T3 [h2 M) + [neh] TH XM
= X TRy TV X[ + 0.1y, (4.8)
1
= X TTHXM + 0,21y (4.9)

In order to simplify calculations it is assumed that the channel coefficieatsdependent and
the energy for each tap i'L, i.e. the power delay profile is uniford;,,, = E [W'h] = +1.

Ry, = E[h'yrH}:E[h’h’HCZ}HXrHJrzthI}HXrH}
= RwwT X/ (4.10)
1
= X (4.11)

Similar to (4.4), the transmission of data symbols can be described as
ya = XqTuh' + zq, (4.12)
whereXq = diag(zq(1) . ..zd(Ng)) and

Jaa - T
T, = : : . (4.13)

ftd(Nd),l .. ftd(Nd),L

N4 denotes the number of data symbols for one OFDM symbol, whil¢) andt4(7) denote the

'th data symbol and the index of the subband carring the symbol resplgctay € CNe is the
truncated Gaussian noise.

The calculated value fok' is transformed into frequency domain for the subcarriers containing
data symbols,

G = Tyh ~ Tyh'. (4.14)

The frequency response of the channel is now interpolated using LIMstEmation with low
complexity and the estimate is passed to the equalizer. It should be notedrttiad tmse with

the true autocorrelatio®;,, and not uniform as assumed this method is equal to the Wiener
interpolation|[14].
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4.4 Downsampling

Section 4.2 gives an estimate for the LS frequency response of theethddow a LS estimate

in the time domain is calculated. By modifying (4.2) it is transformed into the time domain. T
understand the idea behind this method, let us consider the receiveldrsigtiane for one OFDM
symbol.

r=FXFh +z, (4.15)

whereh/ € Cl is the L-tap channel impulse response afig ¢ CNF1xL s the Fourier matrix
that gives the frequency domain representation &vegr subcarriers of the channel, whil€ is
the transmitted symbols.
FH ¢ cNrerxNieet transforms the attenuated signal in frequency domain into time domain, where
r is the time domain representationgpfrom (4.2) andz; is the complex Gaussian noise.
4.4.1 Least-Squares Estimation in Time
From (4.15) the received signalis equivalent to
r=Sh' + z, (4.16)
where

S =FHXFy, (4.17)

and the diagonal matriX containing the complex symbols modulated over the subcarriers can
be expressed as:

X = Ag+ A, (4.18)

where Aq € CNFFTxXNirFT and A, € CNVFFTXNiFeT gre diagonal matrices containing non-zero ele-
ments in the positions of the transmitted data and of the transmitted referencdsyespectively.
Since the transmitted symbols are unknown, an approximation of the n$atsixnade such that
only transmitted reference symbols are taken into account:

S =F"AF;. (4.19)
The channel impulse response in least-squares sense is found as [6]
his = (§H§>71 Sty (4.20)
Inserting[(4.19) into (4.20) yields,
his = (FP AP AF) ' FHANFr — (F AP A F,) T FH ANy (4.21)
From a computational point of view the LS estimator is simple since the matrix

(FIAYAFL) " FT AT
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is constant. In the LTE application, the matrix inversion can be computed odagsad regardless
of the varying channel statistics. This of course is based on the assuntimiptihe positions

of the reference symbols do not change. However, an ill-conditioneblggn caused by the
matrix inversion occurs in the implementation of the LS estimator. The problemecaoled by

regularizing the eigenvalues of the matrix to be inverted by adding a smallacrisrm to the

diagonal [6] or by downsampling.

4.4.2 Downsampled impulse response LS channel estimation

The ill-conditioning problem stems from the structure of the subcarriers il TRedownlink.

Only the center of the frequency spectrum is utilized, while the rest is setdo z

As an example the case dfirrr = 2048 from Table 2.1 is considered. The number of occupied
subcarriers is only 1200. Hence, while the sampling frequency is 30.72 ket - fspacd.

the occupied bandwidth is only 18 MHZVgw - fspacd- In LTE the occupied bandwidth is ap-
proximately2/3 of the whole bandwidth. The goal is to get the occupied bandwidth close to the
sampling frequency which can be accomplished by downsamplirg3mf the sampling fre-
quency. In practice, the channil is not estimated in all thé taps but only in 2 out of 3 taps
hereby obtaining the average downsampling fa2{@, as described in (4.23).

hj
[ fin fie fis oo fn || M
feqi fiz foz oo for 0
gos — FLh — 31 fs2 fss .. faL hy 4.22)
far fa2 faz o farL h
. . . . : 0
| 1 fn2 s oo N :
hl,

it fiz fia oo fiL hy,
fo1 fiz fea . for R}
faxi fs2 fs3a ... f3L A

_ pDspDs _ / (4.23)
fax fa2  fia .. far hy

Int SNz fna oo fNL Ry

By removing each third column i}, resulting inFPS ¢ CMFT<Los the calculations are simpli-
fied and the complexity is reduced.
Equation|(4.15) is now written as

r = F1 A FPShPS 4 2, (4.24)
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and the least square channel impulse response can be calculated as
hPS — (FPSHAMAFPS)™' FPSHA My, (4.25)

The channel impulse respon&®S is transformed into frequency domain by multiplying with
FPS, such that

gPS = FPSpPS — DS (FDS,HArHArFDS)—l FPSHA Hy (4.26)

WhereFdDS is the truncated version df®S, only containing rows coresponding to positions of
the data symbols. Utilizing knowledge of the transmitted reference symbols thplexty of
equations (4.25) and (4.26) can be reduced even further.

4.4.3 Further explanation on downsampling

In [6] the downsampling t@/3 of the sampling frequency is performed by estimattrignly in

2 out of 3 taps.

In order to explain the purpose of this step, the downsampling procedovestigated. Figure 4.1
shows an equivalent representation the downsampling of the non-ifiéeger2/3 is performed
[17]. A’ is upsampled by a factor of two as follows,

Lowpass filter
———— 72— Gain=2 — >3 —>
h Cutoff = f,/3 hDS
Sampling T, T é
period: T, o )

Figure 4.1: System for changing the sampling rate by a non-integer f4&#.

ho = [1]0], 0, h[1],0,A[2],0,A[3],0, ..., h[L — 1],0]. (4.27)

The frequency response of the upsampled impulse response is illustrafgduse 4.2(). The
frequency response of the channel is only illustrated as rectangudare@sample. The one-sided
bandwidth of the channel is assumed to be at m@3wof half the sampling frequency,

few = gfé, (4.28)

wheref, = L.
After 2x upsampling to sampling frequengy = 2 fs the maximum one sided bandwidth of the
channel is now at modt/3 of half the new sampling frequency,

Fow =30 (4.29)
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wheref, = L.
In order to avoid aliasing when downsampling with factor three, a lowpassifiltetroduced as
in Figure 4.2(c). The method proposed in [6] is equivalent to the following#ss filter:

hip = [1,1], (4.30)
resulting in a filtered impulse response,
ho = [h[0], h[O], A[1], A[1], A[2], A[2], A[3], A[3], ..., h[L — 1], A[L — 1]]. (4.31)

Ideally the lowpass filter should have cutoffiat3 f; but usinghyp results in a sinc-function
in frequency domain with an one-sided bandwidthfbfwvhich is depicted in Figure 4.2(c). The

TIH(.f)I

\ [ [ | >
I I I I I I =
_Zf; _szfsv %fsv fsv Zf; f

(a) Frequency response of the sampied

i (f)]
| >

— i T
A A=A A A A 4

(b) Frequency response of the over sampigd

17 (1)

/_’—‘_\ ! ‘/_,f‘-\ >
1

|
A A AR Y AR A A

(c) Frequency response of the lowpass filigrandh,.

1 (f)

e .
— /s TfDS Est Jps

(d) Frequency response of the downsampled impulse response
hps with aliasing which is the dottet line.

downsampling of factor three is achieved by taking each third samig,of

hos = |h[0], h[0], h[1], R[1], h[2], h[2], B3], h[3], .. ., A[L — 1], h[L — 1]
T T T T
= [h[0], h[1], k]3], A[4],. .., h[L — 1] (4.32)

where it is assumed thafL — 1] is also an element to be selected in the downsampling. Equation
(4.32) is exactly the result described in Section 4.4.2 equation|/(4.23). cvivesampled sampled
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frequency can be written s = 1/3f, = 2/3 fo. The frequency response of the downsampled
impulse response is depicted on Figure 4.2(d), where the presencesifi@im illustrated with
the dotted line.

4.4.4 Complexity Reduction

From the structure of the reference signals described in Section 2.4.ihimkthat the norm is
1. Hence the termA," A, in (4.25) consists of ones at reference positions and zeros otherwise.
The matrix inversion is rewritten according to this observation,

(FDS,HArHArFDS)—l FDSH _ (FTDS,HFTDS)—l FTDS,H7 (4.33)

whereF°S is the truncated version dfPS only containing rows corresponding to reference sym-
bol positions. Equation (4.26) with reduced complexity is now expressed as

~1
gbs - FCIZDShDS:FCIlDS(FrDS,HFTDS) FOSHX Hy (4.34)

with X andy, only containing values corresponding to reference positions as degéniSec-

tion/4.1.1.

4.5 Reduced Rank LMMSE

Least Squares and LMMSE channel estimation in time-domain have beem@éso far. Now
LMMSE estimation in frequency-domain using rank reduction is investigated.

Rank reduction is achieved by using the singular value decomposition (B\Bg calculation of
the LMMSE of the channel frequency response. The LMMSE estimatoeguéncy domain is
found by [8]:

gimmse = Ryg R, L, gLs. (4.35)

whereg s € C is the least square channel frequency response, estimated usingities
reference symbols as in (4.6). To be able to calculate the autocorreRjign between the full
range,g € CV¥T1, and least squares frequency response, the vggtois set as a function af
by the following steps:

1
= X,T—— FH 4.36
Yr r r\/m L g+z ( )

g is transformed into time domain by a DFT-matd%, € C*7L whereL is the number of
channel taps andv is the DFT-size. The frequencies corresponding to the subcarrierse of th
reference symbols are then extractedIbyand multiplied with the transmitted reference symbols.
gLs can now be expressed as

Filg+ X712 (4.37)

1
gs = T
"V Nieer




4.6. LINEAR INTERPOLATION

Finally R, ¢ is estimated using

Rys = E|[ggis"] (4.38)
1
- E g<gH FLTH+ZHX—1,H>:|
[ vV NIEFT r '
1
= F,Ti" (4.39)
VNeer
As in (4.9) each tap in the channel impulse response is assumed to hagye%nbence
1
E 99" = FLRyw Ff = F FLFL. (4.40)
The same approach is used to calculRig,, ..
Rgcos = E[gisgis"] (4.41)

1 1
= E|Ti———=F."gg"
"VNFFT vV NiFeT
1

= TFNFTH + B [0 (X XH) |
Nirer

L
= TT" + 0.1, (4.42)
IFFT

FLTrH + Xr_lerrHXr_l’H}

whereF'F), = LI,
The average energy of the transmitted symbols are normalized to one,EéﬂC.@XrH] = 1Ir.
In order to reduce the rank of the LMMSE estimate, (4.35) is factorized &jto [

gimmse = Ry R, 2> R0 gis. (4.43)

gLsgLs

The SVD is performed on the first two factors

Ry, .R%> =Q1DQ)". (4.44)

grLsgrLs
The best rank-p estimator is then

D, 0 B
9 = Ql[ Op OIQQHRng;LSQLS

= QD'Q."R,2D gis (4.45)
where D, is the uppemp x p left corner of D, i.e. only the singular vectors associated to the
p largest singular values are kept and the rest is set to zero. Herédy can be reduced by
neglecting subspaces with low energy. The ran& set as the estimated number of channel taps
(p = L) [8]. Itis also possible to further simplify (4.45) according to [18] in artereduce the

complexity. Equation (4.45) however is implemented in Matlab in order to compisrenéithod
with others.

4.6 Linear Interpolation

A simple way of performing interpolation is the to use linear interpolation. This$sipte since
the spacing between the reference symbols corresponds to the asheagclwidth of the channel
as described in Section 3.2.1.
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4.7 Complexity of the Considered Estimators

The complexity of the frequency response estimation depends on thenamesieod. The com-
plexity is given in the formO(N) in order to give an overview of the calculations. Table 4.7 lists
the calculations and their complexity based on [10]. It should be noted théistd complexity

is for one OFDM symbol withV; as the total number of estimates. From Table 4.7 it is clear
that the reduced rank LMMSE estimator is the most complex because of thec&lation
and matrix inversion. The LMMSE CIR requires one matrix inversion, whilectideulation of
downsampled CIR is only a matrix multiplication. The simplest method is the linear intéggla
which requires a constant number of floating point operations as a fanati@V, — 1). For a
fixed signal to noise ratio however we can precompute most of the calcutatibhereby reduce
the calculation complexity. In this case the LMMSE CIR estimator requires step 3 awhile
the reduced rank LMMSE estimator requires step 5. This yields a low-coitypépproach from

a calculation point of view to estimate the channel frequency response.

4.8 Summary

Estimation methods for calculation of the frequency response have besenped for the LTE
downlink in the time-invariant channel. The performed estimation is based sntitied refer-
ence symbols. The presented algorithms are LMMSE CIR estimator, dowlesh@IR estimator,
reduced rank LMMSE estimator and linear interpolation. The LMMSE CIR @dowinsampled
CIR present a way to estimate the channel impulse response based miptisss of the number
of tapsL. The downsampled CIR furthermore makes use of the fact that the LTEBlidvonly
occupie=2/3 of the transmitted bandwidth. The complexity of the algorithms have been reviewe
and it is shown that the reduced rank LMMSE has the highest complexitywid by LMMSE
CIR and downsampled CIR. It is also shown that with a fixed SNR we carcesetihe calculation
complexity for the LMMSE CIR estimator and the reduced rank LMMSE estimdtoe. mobile
channel is not time-invariant hence a method has to be found in order tpeateom estimation
in a time-varying channel. The next chapter introduces a method to copeustitthannels.
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Estimator steps | Calculation Complexity Memory

LMMSE CIR 1 Ry O(N?) I'= XiTi Ry TH XH € CNexNe
2 ® = Ry, Ry O(Naw - N?) Ry, € CEXNr
3 h = oy O(LNy)
4 gest= fft(h): O(NirrTlog(NiFeT))

Reduced Rank LMMSE| 1 Rylos=RyS2 RS O(N?) TTH € CNex N
2 U= RQQLSR;L(S).QSLS: O(New - Nr) Rygps € CNewx Nr
3 svd(b): O(Ngw - N?)
4 I'=Q, D' Q. O(Ngw - L - Nr)
5 ®=TR,} . O(NawN?)
6 gest= Pgrs: O(NwNVy)

Downsampled CIR | 1 KPS — T .y O(LosNy) r = (EPSHEDS) TUEDSHXH ¢ cLXN:
2 ges=F'PShPS: O(NawLps) FPS ¢ ¢cNewxlos

’ Linear Interpolation ‘ ‘ - O(Nr — 1) ‘ -

Table4.1: Complexity of frequency response calculation for the @iffemethods described in this chapter.
The required memory for complex elements is calculatedegiitduct of the matrix dimensions. For the
LMMSE CIR estimator and reduced rank LMMSE estimator we batlie to perform the calculation after
the horizontal line for a fixed signal to noise ratio, sincetak other computations can be precomputed.
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Time-Varying Channel Estima-
tion

The mobility of the UE and the surrounding objects leads to a time-varying ehaich needs
to be tracked. As described in Section 3.3.1 this results in a Doppler shiftdén  estimate the
time-varying channel, the discrete prolate spheroidal (DPS) basissrpas utilized. Firstly, the
general idea behind time-varying channel estimation is introduced befsceiking the utilization
of the DPS basis expansion in detail.

5.1 Initial Steps in the Time-Varying Channel Estimation

The goal of channel estimation is to estimate the time-varying channel fregresponse for each
OFDM symbol. In Section 3.3/2 it is concluded that the channel is constaribwlia duration of
one OFDM symbol. In Chapter 4 it was investigated how to estimate the chasinglscattered
reference symbols in the frequency domain. Since the reference syamba@tso scattered in the
time-domain, it is necessary to estimate the channel in two dimensions, in the timadamazl|
as in the frequency-domain. The principle of the estimation procedurewsshd-igure 5.1. The
channel can also be represented by its impulse response instead afuenity response and the
time-varying behavior of the impulse response can be tracked. The meathbdsised for these
two different ways of tracking the channel are presented in the netibss.

5.1.1 Estimation of Subcarrier Coefficients

In order to track the channel frequency response, the subcanitbrseference symbols are used
to find estimates of the channel for the subcarriers at OFDM symbols witbfarence symbols.
This can be illustrated by Figure 5.1. Firstly, the channel is estimated in the tineticliref all
subcarriers with reference symbols using DPS sequences. This métvesiachannel estimate
to be found for each third subcarrier at each OFDM symbol. Secondiyfréigquency response
for each OFDM symbol is found by interpolating in the frequency-domatwéen the known
estimates. Let us denote the number of reference symbols for subsamigrOFDM symbols
carrying them asV, and M, respectively. The notation/ is used in order to emphasize that the
reference symbols in time-domain are considered.
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reference symbols by interpolation in time-domain.
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Figure5.1: lllustration of the estimation procedure. The horizontaisais the channel frequency-response

also referred to as frequency-domain, while the verticas aorresponds to the time-varying behavior of

the channel. The vertical dimension is referred to as tinmeetision. The positions of reference symbols is
according to Chapter 2 Section 2.4.2.

Interpolation

Three interpolation methods are utilized.
- Linear interpolation between estimated subcarrier coefficients.
- Interpolation using the reduced rank LMMSE estimator.
- Interpolation using the DPS basis expansion.

The first two estimators are already known from Section 8.2.1 and 4.5ctashe DPS sequences
can be applied in the frequency dimension as well, which will be describedsichhpter.

5.1.2 Estimation Using Channel Impulse Response

Instead of tracking the channel coefficients for subcarriers withrgefee symbols, the taps of
the channel impulse response can be tracked, i.e we estimate the channs¢impponse in the
frequency-domain for OFDM symbols with reference symbols and thenagk gach tap in the
time-domain.

Sections 4.3 and 4.4.2 presented two different approaches to estimateatirelchmpulse re-
sponse. The task is now to firstly estimatd.dap channel impulse response for each OFDM
symbol carrying reference symbols. Hereafter each tap is tracked D§I$ sequences instead
of the subcarriers with channel estimates. In order to estimate the cheguatincy response for
each OFDM symbol, a FFT is performed on the estimated impulse response.
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Common for all estimation methods is the use of DPS sequences, which will lzénexpin the
following section.

5.2 Slepian Basis Expansion

In order to estimate the time-varying channel at the UE, an efficient remtiagton of the channel
is needed. The channel is estimated over a blocklddFDM symbols with a Doppler spectrum
as defined in (3.22) with a maximum Doppler shift.@fnax.

In order to model the time-varying channel, the effect of the Doppler shéfexl to be modeled
accurately. One way of modeling it is to make use of basis expansion maulétés thesis a basis
expansion model based on DPS sequences will be utilized that is bas2g] amdl [26].

Slepian [22] investigated which sequenaegs:| are concentrated in a certain time interval of
length M [28, p. 52 ff.],

> o lulm][?
A(vomax, M) = Z2=0 , Wwitho <A< 1. (5.1)
> [ufm]?

and simultaneously band-limited in frequency to the inteWat [—vpmax, - - - » Dmax

VDmax i
u[m| = / U(v)e?>™™ dy,  where (5.2)
—VDmax
Uv) = Zu[m]e_j27rm”. (5.3)

The solutions for the optimization problems (5/1) (5.2) and (5.3) are the thqum@late spheroidal
sequences. The sequenegd, vpmax, M| are defined as the real solution of

M-1

2 (
Z sin( ””‘;maxm) ) sl W, M] = N (Vomas, M )i m, W, M] (5.4)
=

fori € {0,...,M — 1} =Z andm € Z. In the sequel a system with fixed paramet(@g 1) is
considered and the dependency on these parameters is dropped.

The DPS sequencg[m] is a unique sequence which is exactly band-limited and having a high
energy concentration within the time interval. The sequences are doubly orthonormal on the
infinite set{ —oco, ..., 00} = Z as well as the finite s0, ..., M — 1},

M—-1 00
> wifmlug[m] = XY wifm]uj[m] = 6, (5.5)
m=0 —00

wherei,j € {0,...,M —1}. The eigenvalues; of the sequences;[m], expressed by (5.1)
have the following property [28, p. 53]:

- The values of\; are clustered near 1 for< [2vpmaxM | + 1
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- Fori > [2vpmaxM | + 1 they rapidly drop to zero.
Hence the dimension of the signal space [22] is approximately given by
D/ = ’72VDmaxM—| + 1 (56)

For the purpose of channel estimation, only the indexset {0,..., M — 1} is of concern and
these limited sequences are denoted as Slepian sequences. ThaweetBr is now defined
containing elements;[m| form € {0,..., M — 1} and equation (5.4) is written as:

C’ui = /\z’ui7 (57)

with matrix C defined as

[C]z’,é = (i —0) ’

fori, ¢ € {0,...,M — 1}, (5.8)

where[C]; , denotes the value @' at rowi column’.

The theory of time-concentrated and band-limited sequences develojsedian leads to a new
approach for the time-varying channel estimation. The Slepian sequsparsan orthonormal
basis allowing a representation of time-limited snapshot of a band-limited sigingl @ minimum
number of basis functions. The Slepian sequences expand the segliehas follows:

D—1
glm] ~ g[m] = Z ui[m)7yi, (5.9)

i=0
where~; is the weighting coefficients of the Slepian sequencesmand {0,...,M — 1}. The

dimensionD has the constraints,
D' <D< M. (5.10)

The choice ofD affects the mean square error (MSE) defined as,
1 .
MSEx = — > E{lglm] - glm]}. (5.11)

5.2.1 Estimation of Channel Parameters

In order to utilize a basis expansion for channel estimation, the recei#@&MXignal is investi-
gated. The received signgln, ¢| for OFDM symbol at time index for subcarrieg. For a fixed
subcarrier, the index is dropped resulting in

y[m] = glm]d[m] + z[ml, (5.12)

whereg[m] is the channel attenuatior[m| the transmitted symbol angm] is white Gaussian
noise. Using a basis expansion (5.12) can be written as,

D-1
ylm] ~ <Z uz[m]%> d[m] + z[m]. (5.13)

=0
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If d[m] has unit norm and is known for al, an estimate of the channel coefficigiit] is found
as

glm] = ylmld*[m] = glm] + z[m]d"[m]. (5.14)

The weighting coefficieny; fori € 0, ..., D — 1 is calculated as,

M—-1 M-—1
Fi= Y glmluf =Y ylmld*muf[m]. (5.15)
m=0 m=0

The estimated sequengpn] is finally written as,

gm) = £ mly = (Di uj [m}%) , (5.16)
=0
where
u;[m]
flm] = : e RP (5.17)
up—1[m]
and
Vi
A = : eCP, (5.18)
YD1

It can be shown that the Slepian basis expansion is a reduced-ramkettestimation. The fol-
lowing section describes reduced-rank estimation in general.

5.2.2 Reduced-Rank Channel Estimation

Reduced-rank channel estimation is expressed in equation (5.9), vidiotea be written as [27],

D-1
g[m] = glm] = Z ui[m|y; = U4, where (5.19)
=0
U= [’u,o, oy uD_ﬂ s with (520)
wi = [ui[0], wil1], ..., us[M —1)]", i e{0,...,D—1}. (5.21)

An estimate of the basis expansion coefficiehtis found the same way as in (5/15), but here
expressed in a matrix-vector notation, simplified as [27],

4 =U"g (5.22)
because of the orthonormality of the basis vectors. The reconstructionpar data block is

defined as [27],

1 . 1 2 1 2
Z:MHQ—Q\ IQZMHUHTLH —I—M\VHQ\ , (5.23)
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whereV = [up,...,uy] is the neglected subspace, orthogonal to the signal subspace spanned
by the columns ot/ andn = [n[0],...,n[M — 1]]* is the noise vector [27].

The mean square reconstruction error per data block is given by [27],

MSEy, = E{z}
= i+ —E{[v'h[}. (5.24)
When using Slepian sequences, the subspace dimehsimust be chosen such that reconstruction
error is minimized.

5.2.3 Scattered Reference Symbols

In the LTE downlink the reference symbols are only located at some OFDiWbslgm € Py,
whereP, is the set of positions of reference symbols of subcagries depicted in Figure 5.1. Let

us consider a fixed subcarrigand neglect the notation Equation (5.15) is defined for a signal
known for allm € Z. The orthogonality of the Slepian sequences is lost by only taking some
values ofm. In order to correct the loss of orthogonality the instantaneous valuebthaation
matrix G is calculated [26].

G = flmlfm]plm]|* =Y flmlfMm], (5.25)

meP meP
wherep[m] is the value of the transmitted reference symbol at timeA\ccording to Section 2.4.2
the norm of the reference symbols are always ¢yie;|| = 1.
Equation|(5.15) is now calculated for all dimensidnss follows,

=G ylmlp*lmlfim], where (5.26)
meP
7 =[Ro,---,p-1]" . (5.27)

Let us defineU, as the truncated version & with only rows corresponding to positions of
reference symbols. Using the notation from Sedction 5.2.2, (5.25) is rewaistésilows,

G =U"y, (5.28)
and (5.26) as,
v = GilUngmrv (5-29)

wheregm: € CMr is the vector containing the scattered estimates of the channel only.
The mean square error can be described by a square bias and aevéeian [26],

MSE); = bias, + var, (5.30)

where bia$, depends on the actual number of basis functions whilg/\@epends linearly on the
noise term, the number of reference symhgland the number of basis functiohs
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M—1
vany ~ o2 Y fm|G ! fim] = o2 (5.31)
m=0

Equation|(5.31) becomes exact for Bjas- 0 [26].

5.3 Slepian Sequences Applied on the LTE Downlink

The theory behind Slepian sequences has now been reviewed andidivntp section will de-
scribe how to utilize Slepian sequences for channel estimation purposeslinErdownlink.

As mentioned in Section 2.5 the user-plane latency should be below 5 ms. Theutiati®w of
one subframe which also corresponds to the TTl is 1 ms. Hence it is ctm$ase the channel
estimation using block length of 4 subframes, i.e. 8 slots with 4 ms duration. Takihack of
Nsup = 4 subframes into account results in a data block of 48 OFDM symbols.

According to the objectives of LTE [1], the performance should be optidiiaespeeds in range
0-15 km/h and high performance should be achieved for speeds up tn¥B0 Based on these
requirements it is chosen to design Slepian sequences for 120 km/h. lolltdweirig example
parameters for the Slepian sequences are calculated.

The calculations are based on the listed parameters,
- Block length: M = 48.
- Maximum speed of UEvmax = 120 km/h= 33.3 m/s.

- Carrier frequencyyfc = 2 GHz.

The normalized Doppler shift is calculated as follows,

Vbmax = va)J C Ty = 0.0185. (5.32)
0
The time-bandwidth product,

The resulting minimum dimension of the signal space:
D' = [2vpmaxM] +1 = 3. (5.34)

The chosen dimensioR must satisfy the condition [26]
D' <D< M,. (5.35)

There are two slots per subframe with each slot having 6 OFDM symbolSgsemn 2.2). The
total number of OFDM symbols (block length) is

M = 2Ngyp- 6 = 48. (5.36)
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There are two OFDM symbols with reference symbols within one slot, but tHeMO§ymbols
do not have the reference symbols at same subcarrier positions. bldgamne reference OFDM
symbol represents one reference subcarrier for each slot.

The Slepian sequences are generated in Matlab with the comhpessd For this example the in-
puts are as followdpss( M, vpmax M, D) . With D setto 4 as an example, the generated Slepian
sequences are depicted on Figure 5.2.

0.4
0.3f, ,
0_2, ) ; . ' . 4
0.1}

ol

_0.1,

-0.2r ¢ ]
up[m

—03k|—~ —uy[m

uz[m

— - — uglm

_0.4 1 1 1 1 1 1 1 1 1
0 5 10 15 20 25 30 35 40 45

Figure5.2: Slepian sequences fag[m] for M = 48 and vpmax = 0.0185.

5.3.1 Slepian Sequences Applied in the Frequency Dimension

In Section 5.1.1 it was mentioned that Slepian Sequences could be appliedfiachency di-
mension as well. This is achieved as follows [25],

- For a fixed OFDM symbohn, the frequency respongec CVFFT spans a subspace that has
dual properties to the Slepian subspace in the time-domain.

- The frequency index is dual to the time indexn,

- the block size of the sequencelNg=r,

and the normalized maximum del@jax = ﬁ is dual to the maximum Doppler shift

VDmax-

The generated Slepian sequence here denotég asCVF for the frequency domain has the
dimensionDs < [OmaxNirrr| + 1 = L. For the time-domain the Doppler spectrum is symmetric
but the delays in interval € [0, Omay] are non-symmetric.
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In order to take this into account, the Slepian sequence is shifted; kg = ;[ (k+5T) mod Niger]
[25]. With the shifted Slepian sequence the estimation of the channel paranmefeequency-
dimension is achieved using the same steps as described in Section 5(2.12hdta2th the new
parameters. It is worth noticing that only some positions of the frequersppnse are occupied
(see Figuré 212), hence we can reduce the size of basis vectorafrenCV T to u; € CNew,
We denote the usage of Slepian sequences to estimate the frequency dsr@girDaSlepian,
since Slepian sequences are applied in the frequency-domain as wethagime-domain.

5.4 Performance Comparison

The performance of the estimators are compared using the mean squar@SE) between
the estimated channel frequency response for used subcarrietseatrde frequency response.
The best estimator is the Wiener interpolation with known correlation functibtiseochannel
frequency response and of the Doppler spectrum.

5.5 Wiener Interpolation

The optimal estimation is achieved using two-dimensional Wiener interpolatioce 3 Wiener

filters have a large computational complexity, cascading two 1 dimensionakWiserpolators

is a good trade-off between performance and complexity [13].

It can be shown that 2x1D interpolation and 2D interpolation in this casedawe performance
when the time and frequency dimensions are uncorrelated [13]. Thades@x1D interpolater
offers a joint estimation of channel coefficients using estimated valuestfrerwhole received
data block. The interpolation is achieved as follows:

- The first interpolation is done in the frequency-dimension for all OFDRhisyls carrying
reference symbols.

- The second interpolation is done in the time-dimension for all subcarrriers.

5.5.1 Interpolation in Frequency-Dimension

The interpolation in frequency is similar to Section/4.3 where LMMSE estimationuaed. Now
the true autocorrelation of the channel is used, instead of assuming enupidaver delay profile.
The interpolated frequency respongg,is written as,

9 = RyR,, u (5.38)
—1
= FRyyTHX! (X TRy THXT + 0.2In) " i (5.39)

(5.39) is simply the Fourier transformation of (4.10).
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5.5.2 Interpolation in Time-Dimension

The interpolation in the time direction requires information about the correlatibith depends
on the Doppler shift. Ley[m, q] denote a received value at time for subcarrierg. For a fixed
subcarrier, index is dropped.

The signaly[m] is only known at positions with reference symbais € P). ymn € CF denotes
the vector containing only received reference symbols, wiilec C* contains the values of
y[m]. Indexm is added such that this vector is not confused with the notagidnom Section
’5.5.1. The channel frequency response is sought, hence it is estiraagdositions with refer-
ence symbolsif € P):

gmr = XmrYmr, (5.40)

where the matrixX,,, € CMr is the diagonal matrix containing the transmitted reference symbols
on the time-dimension for a fixed subcarrigand M, is the number of reference symbols. The
interpolated estimate in the time-dimension using Wiener interpolation iis [14]:

gm = Rgmgergn},gmﬁmra (5.41)

wheregn, € CM. The next task is to derive the values of the correlation matrices.
R,;.. € CMP is the cross-correlation betwegrandgm. The following example shows how the
cross-correlation is found.

5.5.2.1 All Reference Symbols

For the scalar caggm| with reference symbols for all valuesof, the interpolated value is found
as,

m] = ongalm]” (R31) " om (5.42)

The indexr is dropped for indicating all reference symbols. The correlation vegjgy, ] can
be written as,

Pgninl M) = [Fangm| =), Taniml—m + 1], o, Pgngmlm — M —1]]7. (5.43)

The corresponding matrixz, ., can be written as,

Rgmgm = toep“tz [Tgmgm [0] 7/‘gmgm[ ] L] 7agmf]m [M - 1]] (544)
Tgmgm[ ] Tgmgm [1] e Tgm‘ém [M - 1]
| el el sl =2 5.45)
L Qm!]m[ M + ] r;mflm [M] e rgmﬁm [0} ]

in order to find the vectog, similar to (5.41).




5.6. RELATION BETWEEN SLEPIAN SEQUENCES AND REDUCED RANK WIEN ER
INTERPOLATION

5.5.2.2 Scattered Reference Symbols

The previous results (5.43) and (5.44) can be reused for the casecatitered reference symbols.
For the scalar casgm| with reference symbols for. € P, the interpolated value is found as,

Glm] = Tgmge MR L. Gmr (5.46)

Gmrdmr

The estimated values for the channel is found on each third OFDM symioel aminterpolation
in frequency direction was applied first, hence the crosscorrelagjon, yields,

rgmgmr [m] = [Tgmﬁm [_m]7 r!]mgm [_m + 3]7 Tgmém [_m + 6]7 ttt ’Tgmgm [_m + 46]] . (547)

Using this knowledgeR,, ;... is found knowingR, The rows of R are the same as

gmgmr
corresponding to the positions of the reference

mﬁm'
for R, 5., however, only the columns dR,_ ;..
symbols taken into account.

The autocorrelation matrix is calculated next. It can be shown that

Rﬁmrgmr = Rgmrgmr + IMTOEU (5.48)

whereR,, .. is found using the knowledge acquired from (5.44) and using it for theesed
case,

Ry g = 10€PIZ{[1g0,00[0], 7 grngm 3]s Tgimgm (6], - - - 5 Tgmgm [3(Mr — 1)]]} (5.49)

The question is now how to estimate the correlation veejor. [m]. An approximated analytical
expression for the autocorrelation has been found in Section 3.4. leowesautocorrelation for
the SCME model is found through simulation, in order to obtain a better estimate.

5.6 Relation Between Slepian Sequences and Reduced Rank Wiener
Interpolation

The theory of Slepian sequences has been introduced and the Wienaolatien applied in order

to compare the results. The utilization of Slepian sequences actually caomtssio a reduced rank
Wiener interpolation and in this section the relationship will be shown. For teedasimplicity

the focus will be on a sequengewith reference symbols only. This section follows the exact
same reasoning as in [27], which investigates channel predicton, owehis case we focus on
interpolation, i.e. channel estimation.

5.6.1 Reduced Rank Estimation

The Wiener interpolation for all reference symbols is expressed in (5/2pvariance matrix
-1
gmg

sequence for low-rank estimation can be written in general as [27],

= R, thatis if the noise is neglected and the optimum dimensidi,ithe estimated

D—1
~ H —1y7HA N
m| =r,m"UATU"§ = u;Yi, 5.50
glm] = ry[m] Uy ;0 o (5.50)

fiml ¥
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whereA = diag(\o, ..., Ap_1) and f[m] = [uo[m],...,up_1[m]]*. The optimal dimensio®
is defined as [27]

1 M—-1 D
_ i L Y 2
D = argmin (M Z i + MUZ> . (5.51)
De[L,...,M] i=D
The sequences; are defined as
M-1
> Rylt — mluift] = Nwi[m], m € Z. (5.52)
(=0

The sequences,; for m € 7, form orthogonal sets. Based on different assumptions on the
covariace matrixz; .., different sets oi,; can be calculated.

5.6.2 Estimation Using Slepian Sequences

The utilization of Slepian sequences in based on the assumption of a flateDgpectrum

S(v, ). In order to relate it to a general reduced rank estimator, let us cortbielesequence
u;(m, W). The index)V is included to state that the Slepian sequences depends on the Doppler
spectrum, which is band-limited in the regid¥. In (5.7) and|(5.8) it was shown how the Slepian
sequences were found. Comparing this information to the covariance mb&igieen Doppler
spectrum expressed in (3.23) in Section 3.4 yields,

We now express how the basis vectors of the Slepian sequences depknd

‘W’ M-—1
w(W) = NOV) ;Rd[ﬁ—m}*m[ﬁ,l/\/]
— )\Lm>rd[m,W]HuW, (5.54)

where the knowledge af'[k, W] = [W|Rg4[k, W] is first used and theRq[—k, W] = Rglk, W]*
is applied [27]. Equation (5.50) and (5.17) associated with (5.54) yields

FimW)T = rglm, WHUOW)A~L(W), (5.55)

with rg[m, W] = [Rgq[m,W],...,Rgjm — (M — 1),W]]", A = ﬁdiag(Ao,...,/\D_l) and
UW) = [up(W),...,up_1(W)]. By inserting the information from equation (5.55) into the
sequence estimation (5.16), equation (5.56) is obtained. It should becddtaein (5.16) the

indexV is dropped, but it is used here.
g = flmwWh (5.56)
= ram, WRUW)AT W)U W)y, (5.57)
which is exactly the same as (5.50) with reduced rank estimator for a cobstppter spectrum,

Rylk] = Rglk], for k € Z. Hence both estimators are using the same subspace spanned by
time-concentrated and band-limited sequences [27].




5.7. COMPLEXITY

5.7 Complexity

The complexity of the time-varying channel estimation per data block of is divid® two
parts, the first part is the estimation in the time-dimension and the second paatfisdbhency-
dimension. This section considers the complexity in the time-dimension, sincerségtialready
describes the complexity for estimation in the frequency-dimension. The ceitypdé Slepian
sequences depends on whether the estimation is performed for ther®rbaaith channel esti-
mates or the impulse response. In general the complexity in the time-dimens@refeubcarrier
or tap can be expressed as in Table 5.1. The complexity of the projectiendiepn the number

Steps | Calculation Complexity| Memory

1 4 =UMgm: D-M; UH ¢ cMxD
2 5 =GjH: D? G c Ccbxb
3 §=Uy DM

Table 5.1: Complexity of using Slepian sequences in time-domain.

of channel estimates/; and dimensiorD.

5.7.1 Estimation Using Subcarriers

The complexity of channel estimation by estimating the subcarriers firstly andritexpolating
as described in Section 5.1.1 depends on which interpolation method is utilided dme number
of subcarriers to estimate.

The number of subcarriers with reference symbold/is = 21V,, since scattered reference
symbols are applied, see also Figure/ 5.1. The calculation described in5Tatias to be per-
formed 2N, times. After the first estimation in the time-domain there 2ah& estimates of the
frequency response for each OFDM symbol. Hengehas to be replaced withVg for reduced
rank LMMSE estimator and linear interpolation in Table 4.7 and the stored malrésesto in-
clude the new positions of estimates as well in order to take them into accourtcéaltulation.

5.7.1.1 Slepian Sequences in Frequency Dimension

The complexity of applying Slepian sequences in the frequency-dimensiuot isxpressed in
Table 4.7, hence it is calculated in Table|5.2.

5.7.2 Estimation Using the Impulse Response

Instead of estimating in the time-domain firstly, we estimate the channel impulse sespahe
frequency-domain for each OFDM symbol with reference symbols andgkegorm estimation
in the time-domain. The number of OFDM symbols for which the taps are calcukafdg =
2M, = 16, see also Figure 5.1 and (5.37). The complexity of the calculation for e&&MO
symbol is described in Table 4.7 for LMMSE CIR and downsampled CIR. Bgplulse responses
can be transformed into the frequency-domain and the channel estimaézscfosubcarrier can
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Steps | Calculation Complexity| Memory

1 3y =Ufgr:  Di-Nr UH € CNewx D
2 ;=G '4: D? G~1 e CPixDr
3 g =Us~y Ds - Naw

Table 5.2: Complexity of frequency response estimation using theég@legquences.

Steps | Calculation Complexity| Memory

1 4 =UMgm: 2DM; Ut ¢ cMxD
2 =G4 D? G~ lechPxD
3 g=U~# D-M

Table 5.3: Complexity of tracking the CIR using the Slepian sequences.

be tracked. However it is chosen to track the taps of the impulse respongestime-varying
channel, because the number of taps is lower than the number of sutscafrfee complexity

of applying the Slepian sequences is calculated using the same steps akeib.Tabnstead of
considering one subcarrier we consider one tap. Table 5.3 lists the ¢@mloslfor tracking one

tap from the impulse response in the time-domain. Since we need to track athi&apalculations

in Table 5.3 need to be carried autimes and the found impulse response is transformed into the
frequency domaim/ times.

5.7.3 2x1D Wiener Interpolation

Table 5.4 lists the calculation for the Wiener interpolation, which is the estimatoyitlds the
lowest MSE, but has also the highest complexity, specially since it requestion of an order

of 3, i.e O(Mg) for step 1 . Hence the usage of Slepian sequences in the time-domaineoffers
low-complexity approach for estimation of the time-varying channel. By applfie Slepian se-
guences in time-domain for channel estimation and the different low-compkstitpators men-
tioned in Chapterl4 results in a low-complexity approach for the time-variamwtred estimation.
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Steps | Calculation Complexity] Memory

L Gmrgmr O(MS) I' = Rgmerr € CMrx MR
1 A . N

2 ¢ = R@mrﬁmr‘qmr' O(A[R)

3 gm = Rgmgmré: MMF% Rgmgmr € (CLXJWR

Table 5.4: Complexity of using Wiener interpolation in the time-domai

5.8 Summary

In this chapter methods to estimate the time-varying channel for the LTE downdirkpresented.
The channel is estimated using Slepian sequences in the time-dimension, virtnjd MISE
CIR, downsampled CIR, reduced rank LMMSE, linear interpolation angi&lesequences as
estimation methods in frequency-domain. Use of Slepian sequences in theotinaédcorre-
sponds to a reduced rank Wiener interpolation with a flat Doppler spectfurthermore the
Slepian sequences yields a low-complexity approach to estimate the time-velngingel in the
time-domain. In order to evaluate the performance of the presented metheglsre compared
to 2x1D Wiener interpolation with autocorrelation functions matching the char@embining
the low-complexity channel estimation approach in the time-domain introduced fld¢p&an
sequences with the different estimators in the frequency-domain, wevachiew-complexity al-
ternative to the 2x1D Wiener interpolation. Beside the channel estimation ibigfisportance
to predict the mobile channel. The next chapter considers how this carhisyed by expanding
the same methods utilized for channel estimation.
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Channel Prediction

In Chapter 5 the channel estimation problem was considered, now d¢haedetion is investi-
gated. The NodeB schedules resource blocks to the UEs for the dzfclinse. The scheduling is
based on the state of the channel, reported by the UE in a frequendguligiglex (FDD) system.
However for mobile users at vehicular speed the channel state infornggteroutdated, hence
the channel must be predicted for a proper scheduling [20]. Thigehegroduces a method to
predict the channel in UMTS LTE using Slepian sequences develop¥hy

6.1 Prediction using Slepian Sequences

As stated in Chapter 5 the utilization of Slepian sequences results in a timeateted and band-
limited sequence. For prediction purposes channel estimatés>on/ — 1 are calculated. We
denote the prediction as minimum-energy prediction since the Slepian seg@eao®ncentrated
in the intervalm € 7. The used Slepian sequences for channel estimation purpose weeldefi
for m € 7);, hence the first task is to obtain Slepian sequences at tinsed/ — 1.

6.1.1 Minimum Energy Band-Limited Sequences

By evaluating/(5.4) in Section 5.2, basis vectafsvere calculated for a block of finite length, i.e.
u;[m] form € Zp;. The sequence;[m] can be continued fom overZ in a minimum energy
(ME) band-limited sense by evaluating (5.4) on the right hand side, asssqut in (6.1) [27].

M-1 .
B sin(27vpmax(m — ¢)) 1
wl, W, M) =Y e ul[m,W,M}i)\i(WjM).

m=0

(6.1)

The value foru;[¢] at¢ ¢ 7 can be calculated since the sequengen] for m € 7 and\; are
already known.

6.1.2 Prediction

Using the minimum energy band-limited sequences and the same weightisdor the channel
estimation, the ME band-limited prediction of a time-variant channel forrang 7Z is finally
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given as

wherew;[(] is the extended basis sequence at time indices M .Using the same methods as
for channel estimation (Chapter 5), the channel can be predicted witrethdémowledge from
Section 6.1.1 and (6.2).

6.2 Wiener Predictor

Another solution for channel prediction is the Wiener predictor, whichireg information about
the second order statistics of the channel.

The structure of the Wiener predictor is based on Wiener interpolationsasiloied in/(6.3). For a
sequencéme[m] with m € Z,, the predicted value at time indéx> M — 1 is as follows,

10 = g AR G, (6.3)

wherer,_ ;. [m] is found the same way as in (5/47). The Wiener predictor can be approgimate
by a reduced rank predictor where subspaces with small eigenvakigsiacated [27].

6.3 Relation Between Wiener Predictor and ME Predictor

In [27] it is shown that a reduced rank Wiener predictor approximated/fhaer predictor. Using
the same procedure as in Section 5.6 but replacing time indexth an index? greater than
the block size { > M — 1), shows that ME band-limited prediction and reduced rank Wiener
prediction assuming a constant Doppler spectrum spans the same subspac

6.4 Summary

Using Slepian sequences it is possible to perform channel predictitntisatthe information
about the channel is not outdated at NodeB. Furthermore the use @drSssguences for predic-
tion is similar to the reduced rank Wiener prediction.
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Simulation Results

The presented estimation and prediction methods are now simulated using Matklwritten

Matlab files can be found on the companion CD-ROM. The LTE downlink $igtmacture and
SCME model offer several parameters to adjust. It was chosen to withkive downlink trans-
mission bandwidths of 2.5 and 20 MHz, since the first use the same samplijugifiiey as the
current UMTS 3G system while the latter is the maximum transmission bandwidth.

7.1 SCME Channel Model Configuration

The SCME channel model was used to generate channel realizatiooslelnto adjust it to the
LTE downlink simulation, the model has to be configured appropriately.

7.1.1 Generation of Impulse Response

The SCME model takes several inputs which are described in [21]. Anghidas to be gener-
ated for each OFDM symbol, which has a duratioWpas described in Section 3.3.2. [21] does
not give a detailed description of how to configure the model accordinghdrgioned problem.
Therefore the solution to this is given in this section.

In light of line 531in the Matlab file'scm.m’ within the SCME package, the channel impulse re-
sponse is generated for each OFDM symbol by configuring the parasoetgar.SampleDensity
as follows,

Sl ot Dur ati on=0. 5e-3; %.5 ns

N. OFDM synbol _pr_sl ot =6; % 6 synbols pr. slot

speed_of _| i ght =2. 99792458e8; %1 s

fcarrier=2e9; % 2GHz carrier frequency

wavel engt h=speed_of _light/fcarrier;

del ta_t =Sl ot Durati on/ N. OFDM synbol _pr_sl ot; %FDM synbol duration
i nkpar . MsVel oci ty=channel . vhex; % Vel ocity of UE is configured

%Configuring paraneter to generate inpul se response for each OFDM synbol .
scnpar. Sanpl eDensity = wavel ength / (linkpar.MVel ocity*2«delta_t);
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The parametescmpar.SampleDensitietermines the delay between the generation of each
channel impulse response.

7.2 Autocorrelation of Doppler Shift

Since some properties such as the power delay profile of the SCME medatlamown, they are
determined by simulations. The SCME generates a number of impulse resjpansash new
channel generation.

For each channel generation the autocorrelation for each tap is falnedautocorrelation repre-
sents the correlation caused by the specific Doppler shifts of the gethehatenel. Let us denote
the autocorrelation by vecter, normalized such that0] = 1. The simulations are run over 4000
generated channels with each 100 impulse responses. Hereafter riflatmor is averaged and
the result is depicted on Figure 7.1. The autocorrelation vector is use@ asptiori Doppler

1

0.8

0.6

0.4-

K]

0.2r

10 20 30 40 50 60 70 80 90 100
lag [K]

Figure7.1: Autocorrelation for the SCME channel model. The correlat®averaged over 4000 generated
channels as well as over all taps.

autocorrelation when the Wiener interpolator is used (see Section 5.52poler delay profile
is found as an average of power delay profiles from 2000 generhtethels.

Figurel 7.2 shows the power delay profile for 20 MHz transmission bandwithie chosen
number of taps for this transmission bandwidth is 27.

7.3 Simulation Scenarios

In Chapter 5 different low-complexity estimation methods were presentethdéotime-varying
channel. The utilized methods are as follows,

- LMMSE CIR estimator and downsampled CIR estimator:
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10 LS e L LA

. Power of tap k
| = — — Noise variance o2 at SNR=20 dB
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|n[K][®
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Figure 7.2: Power delay profile for 20 MHz downlink transmission bandiviasing fs = 30.72 M H z.

Channel is first estimated in the frequency domain

and then estimated in the time-domain using Slepian sequences

- Reduced rank LMMSE frequency response estimation, linear interpokatid 2x1D Slepian:
The channel is first estimated in the time-domain using Slepian sequences

and then in the frequency-domain.

- 2x1D Wiener Interpolation.

The last method is used as a reference since it has the best MSE peiderma

Firstly the performance of the different estimators is evaluated at differgmal-to-noise values at
120 km/h. All estimators use the Slepian sequences for estimation purpos¢imekdomain.We
adapt the Slepian sequences to 120 km/h and evaluate the performaakarfoel estimation as
well as prediction at different speeds below 120 km/h. The evaluatioragos can be listed as

follows

- Channel estimation performance at SNR in the rdfge . , 20] dB with UE at 120 km/h.

- Channel estimation performance at 10 dB SNR with UE at speeds in the [fang. , 120]
km/h.

- Channel prediction performance at 10 dB SNR with UE at 120 km/h.
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- Channel prediction performance at 10 dB SNR with UE at speeds intige|@ . . ., 120]
km/h.

In order to evaluate the performance we apply the 2.5 MHz and 20 MHzxtiasi®n bandwidths
within the UMTS LTE. The SNR level at 10 dB is chosen since this is a typidabviar wireless
communications.

7.4 Evaluation

We apply the same procedure to investigate the 2.5 MHz bandwidth as for Mel2B6andwidth.
The used parameters are listed in Table 7.1. The power delay profile fiMI2z5transmission
bandwidth is depicted on Figure 3.3. For each OFDM symbol, the estimatackfreg response

Parameters Values
Channel model Urban macro
Number of simulations 400

Taps 12 (27)

Cyclic Prefix Long

Block size 48 OFDM symbols
Sampling frequency 3.84 MHz (30.72 MH2z)
DimensionD for Slepian Sequences in time-domain 4 (5)

Speed of UE 120 km/h
DimensionD of Slepian sequences in frequency-domain 12 (27)

Table 7.1: Parameters used in simulation for 2.5 MHz and 20 MHz dowrtliaksmission bandwidth. For
the latter case the changed parameters are specified in thedrbrackets.

of the channel is compared to the true frequency response. Theemeficy response is found
as the Fourier transform of the channel impulse response. The mparice of the estimators
is measured in the MSE (mean square error) sense between the trueldmahithe estimated

channel. The frequency response is compared in the range of thewszatriers (see also Figure
2.2), since the estimates are used for these positions only.

7.4.1 Performance at Different SNR

The achieved mean square error for different SNR values are depictEigure 7.3 for 2.5 MHz
transmission bandwidth and on Figure 7.4 for the 20 MHz bandwidth. The dionsare always
conducted over 400 different channel iterations.

For the 2.5 MHz transmission bandwidth it is noticeable that the performanddMdSE CIR
estimator is close to the Wiener Interpolator. The downsampled CIR estimatarpegéorms as
well as LMMSE CIR for SNR up to 10 dB, hereafter the performanceefsss. The reduced
performance is caused by the aliasing due to the downsampling as descr8saion 4.4.3. The
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Figure 7.3: MSE performance with 2.5 MHz transmission bandwidth aechfit SNR.
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Figure 7.4: MSE performance with 20 MHz transmission bandwidth at i@ffeSNR.

reduced rank LMMSE estimator performs worse followed by 2x1D Slepséimator. The linear
interpolation has the worst performance of all estimators.
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For the 20 MHz transmission bandwidth in general the mean square erraras ¢ompared
to 2.5 MHz transmission bandwidth. It is again noticeable that the perforndnddMSE CIR
estimator is closest to the performance of the 2x1D Wiener interpolator. Gwesampled CIR
estimator performs as well as LMMSE CIR for SNR up to 10 dB. For higheR &lperformance
decreases as for the 2.5 MHz case. Linear interpolation has the wdi@thpence which differs
by an order of one magnitude from the rest of the estimators.

7.4.2 Channel Estimation at Different Speeds

The estimators must also be able to perform at speeds below 120 km/h,thermerformance
of channel estimation is investigated for the different estimators at spedaols 120 km/h but
always with Slepian sequences adapted for 120 km/h. Figure 7.5 depigtsrfbemance from 0
km/h to 120 km/h for the 2.5 MHz transmission bandwidth. Since the 2x1D Wienepotétor

is used as a reference its autocorrelation is adapted for the true spded\Widner interpolator

10" : :

—=a&— 2x1D Slepian

—oe— Linear interpolation/Slepian

—<v— LMMSE CIR estimator/Slepian

——— Downsampled CIR estimator/Slepian

—— Reduced rank LMMSE estimator/Slepian

— — — 2x1D Wiener interpolation

—<— LMMSE CIR estimator/Slepian w. known speed

——o o—4

Average MSE

0 20 40 60 80 100 120
Velocity km/h

Figure 7.5: MSE for channel estimation with 2.5 MHz transmission badtiwat different speed.

has the best performance, since the Doppler autocorrelation is adaptsath given speed. The
estimation errors of all estimators using Slepian sequences adapted familzbave the same
MSE for the different speeds. The LMMSE CIR estimator yields a bettdopeance than the
other low-complexity estimators, while the linear interpolator has the worstqpeaince.

In order to see the performance when the Slepian sequences areeddsigtine specific speeds,
the LMMSE CIR estimator is also applied with the mentioned sequences. Tha&mparfce of
this estimator is closest to the 2x1D Wiener interpolator. Figure 7.6 depicts tfugrpance for
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Figure 7.6: MSE for channel estimation with 20 MHz transmission bantiwéd different speeds.

the 20 MHz transmission bandwidth. In this case the MSE of all estimators aes tmanpared
to 2.5 MHz transmission bandwidth. The Wiener interpolator has the lowest, MBiie the
estimation errors of all estimators using Slepian sequences adapted fekmi2Gave the same
MSE for the different speeds. We again apply the LMMSE CIR estimator wéthdapted Slepian
sequences for the different speeds. The performance of this estimamsest to the 2x1D Wiener
interpolator.

7.4.3 Channel Prediction

As mentioned in Chapter 6 channel prediction is also necessary. Thetfmedhorizon is chosen
as 2 subframes, i.e. 24 OFDM symbols and the number OFDM symbols ovér thiiestimation

is performed is still\/ = 48. Figurel 7.7 depicts the measured MSE for 2.5 MHz transmission
bandwidth. The channel is predicted for a UE with velocity 120 km/h. Sincecliaanel is
predicted aftern = 47, the MSE is lower ain < 48 because the channel is estimated for this
interval, while the MSE increases sharply aftee= 47 because of the channel is now predicted. In
general all estimators, except the linear interpolation, have the same M$8Eaionel prediction,
however the downsampled CIR estimator has the performance closest tiether dfedictor. The
MSE performance for 20 MHz bandwidth is depicted on Figure 7.8. In thie tiae individual
performance of the estimators are in general the same as for 2.5 MHz traimsnbandwidth.
The downsampled CIR estimator has the same performance for predictianatheh estimators.
The resulting MSE increases sharply after= 47. All predicted values have in general the same
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T T
—a&— 2x1D Slepian
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—v— LMMSE CIR estimator/Slepian
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10" || — — — 2x1D Wiener interpolation

LMMSE CIR estimator/Slepian w. known speed
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OFDM symbol m

Figure7.7: MSE for channel prediction with 2.5 MHz transmission barttvat 120 km/h. The prediction

starts after the thick vertical black line ab = 47. The 2x1D Wiener interpolator apply prediction for
m > 47 and estimation otherwise.
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Figure 7.8: MSE for channel prediction with 20 MHz transmission bandkwiat 120 km/h. The channel

is predicted afterm = 47.The 2x1D Wiener interpolator apply prediction for > 47 and estimation
otherwise.




7.4. EVALUATION

MSE. Excecpt for the linear interpolation the prediction error has its maximtum-=a 71. This
is the maximum horizon at which we can predict. This prediction horizen24 corresponds to
a covered distance in wavelength
Umaxf L s 7

= co/ o = E)\’ (7.1)
by the UE. Hence we can predict the channel for a movement of maxiﬁ@lhmf the wavelength
A = ¢p/ fe. It should be noted that we only calculate the distance at which we have thimum
prediction error. For practical usage the distance, i.e. the predicticzonanay be reduced.

7.4.3.1 Channel Prediction at Different Speeds

As for the channel estimation in Section 7/4.2 we investigate the performackariel prediction
at speeds below 120 km/h. The Slepian sequence used in time-domain idaddap km/h.
The prediction is performed for OFDM symbpl = 59, i.e. the horizon is one subframe (12
OFDM symbols). Figure 7.9 depicts the MSE for the 2.5 MHz transmission bidtfuwAs for

10° J

Average MSE

10 7

3 --| —=— 2x1D Slepian

/ —=o6— Linear interpolation/Slepian

—v— LMMSE CIR estimator/Slepian

—— Downsampled CIR estimator/Slepian

—— Reduced rank LMMSE estimator/Slepian
—<+— LMMSE CIR estimator/Slepian w. known speed
— — — 2x1D Wiener Interpolation

10_ i i i i i
0 20 40 60 80 100 120

Velocity km/h

Figure 7.9: MSE for channel prediction with 2.5 MHz at different speeds.

the estimation case the prediction errors have the MSE for the estimators witarStepuences
adapted for 120 km/h through out the range of chosen speeds. Theampled CIR estimator
has the lowest MSE compared to the other low-complexity estimators. Figured@pi€ls the
same scenario for the 20 MHz transmission bandwidth. For this transmissidwiokh it is not
possible to discriminate between the performance of the low-complexity estimatgesn the
prediction errors have the MSE for the estimators with Slepian sequenapteddor 120 km/h.
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Figure 7.10: MSE for prediction with 20 MHz transmission bandwidth afetént speeds.

However if the speed is known as for the LMMSE estimator using Slepiaresegs adapted to
the speed then the achieved MSE is lower and closest to the Wiener predictor

7.5 Summary

The performance of the presented methods for time-variant channel gstifas been simulated
with the SCME channel model. The autocorrelation of the Doppler spectroam the SCME
model is found numerically. The different estimators have been evaluie2eal ldlHz and 20 MHz
downlink transmission bandwidths. All estimators are compared to the 2x1DeWigerpolation
which is used as reference since it consistently yields the lowest MSEenergl the LMMSE
CIR estimator using Slepian sequences shows the best MSE perforniaicestimators, since
it is closest to the 2x1D Wiener interpolator. Furthermore it is shown thatrédigtion horizon
for 2.5 MHz as well as 20 MHz transmission bandwidths corresponds to erexbvlistance of
approximately one half of the wavelengttat 120 km/h.
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Conclusion and Future Work

In order to ensure competitiveness for the next few years a long-ieriution of the 3GPP radio-
access technology is currently developed. In this thesis important piexpef the physical layer
in UMTS-LTE downlink have been investigated based on specificationslégaBe7 and on work-
ing assumptions in Release 8.

OFDMA is utilized as multiple access scheme in the downlink. One of the most impasgpatts
in an OFDM system is a reliable and accurate channel estimation.

In order to perform realistic simulations, channel models with time-invariashtiare-varying be-
havior have been investigated. The chosen channel model is the Spetiai€l Model Extended
(SCME), which generates channel coefficients based on 3GPPallmandel specifications. The
channel model supports a typical urban area scenario as well as mobility OE. The SCME
model is implemented with the LTE downlink structure in Matlab.

Different low-complexity estimation methods have been presented, all bas®ldpian sequences.
The channel is estimated using Slepian sequences in the time-dimension, virtnjd MMVISE
CIR estimator, downsampled CIR estimator, reduced rank LMMSE estimatar limerpolation
and also Slepian sequences as estimation method in the frequency-domain.

The LMMSE CIR and downsampled CIR present a way to estimate the chiammdbe response
based on assumptions of the number of tap3he downsampled CIR furthermore makes use of
the fact that the LTE downlink only occupieg3 of the bandwidth.

The complexity of the algorithms have been reviewed and it is shown that theed rank
LMMSE has the highest complexity, followed by LMMSE CIR estimator and dsammpled CIR
estimator respectively.

In order to investigate the performance of the presented methods, theprapared to 2x1D
Wiener interpolation with perfectly known autocorrelation functions. Usitepi@n sequences
it is also possible to perform channel prediction in a minimum-energy (MEQiarited sense
such that the information about the channel does not get outdated abtieBNIt is shown that
the maximum prediction horizon at 120 km/h corresponds to a covered distérone half of
the wavelength. Using Slepian sequences for channel estimation as vpedidistion in time-
domain is similar to the reduced rank Wiener interpolation and prediction rasggavith uni-
form Doppler spectrum assumption, since the subspaces spannethbgsbimators are exactly
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the same. The performance of the presented methods for time-varyingetieatimation has been
evaluated with the SCME channel model. The 2.5 MHz and 20 MHz downlinkin&sion band-
widths within the LTE have been investigated. It has been shown that the2BM®IR estimator
with the Slepian sequence in general has the MSE performance, sincéosestdo the Wiener
interpolator. Hence the LMMSE CIR estimator is a good compromise betweenledty@and
performance.

Future work

This thesis investigated channel estimators for the UMTS LTE downlink steigtith transmis-
sion bandwidths 2.5 MHz and 20 MHz. For future research with otherresséon bandwidths the
implemented Matlab simulator can easily be reconfigured to evaluate the estimafmmaace.
We have not considered coding in this thesis, hence this is left as futuke Woe different low-
complexity estimators developed in this project can be used with the appliedydodimder to
find an appropriate estimator. Moreover the evaluation of the estimators shatf the speed of
the UE is below the speed at which the Slepian sequences are adaptesifthmance decreases
with respect to the Wiener interpolator. Hence possible future work is akstitnate the speed of
the UE in order to improve the channel estimation as well as prediction. Thiseaorbe based
on [27] which already presents an approach for this task.
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Orthogonal Frequency Division
Multiplexing systems

In high data rate, wideband communication through multipath fading channetdéiged signals
are affected by inter-symbol interference (1SI) due to the fact thairtteespread of the channel is
relatively large compared to the symbol duration. Reducing ISl is an imgastare for enhancing
the quality of wideband communications.

Normally ISl is removed by channel equalization, which is implemented either inirties or
frequency domain, with symbol-by-symbol or sequence estimation algorithms.

If the symbol rate is reduced, while the information rate is remained, the imp&8t becomes
negligible and equalization becomes unnecessary. One method is to irnttieeasastellation size
in an Q-ary pulse modulation scheme. However, there is a limit on how l@&gan be before
modulation and demodulation becomes too complex.

Multicarrier modulation offers another approach. A serial high rate degars is distributed into
many parallel low rate data streams, transmitted through many orthogoralband subcarriers,
thus the symbol duration in each channel is large enough that the ISkaaeghigible.

In this Appendix, the principle of multicarrier modulation is reviewed, followgdabreview of
OFDM, which is based on [15].

A.1 Multicarrier Modulation System

The concept of multicarrier modulation is illustrated in Figure A.1. The idea is/idelthe trans-
mitted bitstream into many different substreams and send them over mangnliféeibcarriers.
The data rate on each of the subcarriers is less than the total data ratiee @ndresponding sub-
carrier bandwidth is less than the total system bandwidth. Multicarrier modulegioribe seen
as a parallel transmission scheme developed to eliminate ISI by extendingntbelsnterval.
However, parallel transmission requires separate modulation and dertiaadldite each subcar-
rier. High data rate transmission requires a large number of subcawigd) makes the imple-
mentation of multicarrier transmitter and receiver complex. A more feasible wayplement
multicarrier modulation leads to the concept of OFDM.
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S/P Converter

-_—

P/S Converter

Figure A.1: Basic structure of multicarrier modulation system. 'PS'tie pulse shaping filter at the
transmitter side, while '"MF’ is the matched filter at receaiside.

A.2 Concept of OFDM System

OFDM is a feasible method to implement multicarrier modulation scheme which comba® the
in multipath fading channel with spectral efficiency.

As mentioned above, the requirement for separate modulator and demodul&ach subcarrier
is complex to be implemented. OFDM makes the modulation in parallel transmissiorsibe ea
implemented. In OFDM, spectrum efficiency is increased by the fact thatpgbetrums of the
subcarriers overlap, as shown in Figure A.3. The information transmittdlos carriers can still
be separated because they are orthogonal. The orthogonal cearidye created using inverse fast
Fourier transformation ((IFFT)). The frequency spacing betweesubearriers is determined by
the sampling frequencys and the number of pointsyre, in the IFFT.

s
= A.l
fspace Nieer (A.1)

A.3 Orthogonality

An OFDM system is shown in Figure A.2. The Fast Fourier Transform jF#gorithms are used
to generate orthogonal subcarriers due to their computational effidighEyThe IFFT operation
results in the composite OFDM symbol of duratidn The idea behind using IFFT to modulate
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A.3. ORTHOGONALITY
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Figure A.2: Basic structure of an OFDM system. 'PS’ is the pulse shapitey fat the transmitter side
while 'MF’ is the matched filter at the receiver side.

subcarriers starts by writing each modulated subcarrier as [15]

sp(t) = An(t)ej(27rnft+¢n(t)) (A.2)

wheres, (t) is the n’th modulated subcarried,,(¢) and ¢, (t) are the modulated amplitude and
phase of the n'th subcarrier respectivelyis the frequency spacing between subcarriers, i.e. sub-
carriers are a group of harmonic sinusoids. The composite OFDM sigth@righe summation of

all Niget subcarriers [15].

HIEFT -1 HIEFT -1
Sty = > sy= Y, Ap(t)edCmIront) (A.3)
n=— MEET n=— NEET

where N is an even number of subcarriers afift) is a baseband signal that is subsequently
upconverted to the desired carrier frequency before transmissiow. slimpling.S(t) over one
OFDM symbol periodls, with a sampling frequency of; = % results in [15]

S(kTc) = Y ApdCriinTete) (A.4)
n—— NFFT
2
wherels = N - Tc and the amplitude and phase of each subcarrier are constant in themofatio
one OFDM symbol, i.eA,(t) = A, and¢,(t) = ¢,. Therefore,

NEFT
5——1

S(Te) = 3 Apelte el tnT (A.5)

__ NiFFT
2
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Comparing with the IDFT equation [17],

NiFET

2 .
SkTe) = Y Apelte Nt (A.6)

—_ NieFt
n=—"3

shows that both equations are equaf i Tis . This condition ensures that all subcarriers are
orthogonal. Orthogonality is clear from examining the spectrum of the OF@NBkIn Figure
A.3. The IFFT block samples the spectrum at the peak of each sinc functinapA,, and¢,, to
subcarriers. This results in no interference between subcarrieesovignlapping spectra is not of
importance because the peak of each sinc functions coincides with pssings of all other sinc
functions. In the time domain, orthogonality means that all subcarriers Inaméeger multiple of
periods in each symbol peridd as shown in Figure A.4.

IFFT sampling points
subcarrier 1 subcarrier N

Figure A.3: The spectrum of an OFDM signal consists of overlapping sinctions. Each sinc function is
sampled at its peak, which coincides with zero crossingd oflzer functions|[[15].

A.4 Advantages of OFDM

A.4.1 Immunity to Frequency Selective Fading

Because of the nature of a mobile environment, multiple delays of the transmitted egch a
mobile receiver. Delay spread results in a frequency selective fatiiagnel response. Hence,
some signal frequencies are enhanced while others suffer fromfaléep This affects both the
amplitude and phase modulation of the carrier and consequently results imation loss. In
order to combat frequency selective fading, OFDM uses a signaldtidthat is much smaller
than the coherence bandwidth associated with the estimated delay spreadcbaiimel. This
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A.5. IMMUNITY TO INTER-SYMBOL INTERFERENCE

Figure A.4: Orthogonality in the time domain means that all subcarriersan OFDM signal have an
integer number of periods during the period of one OFDM syirfilis].

way, each subcarrier experiences fading and only some bits are lasthéd ef the subcarriers
experience deep fades [15].

A.5 Immunity to Inter-Symbol Interference

In OFDM, dividing the incoming bit stream oveé¥ subcarriers increases the symbol duration by
a factor of N. The symbol period is made greater than the delay spread of the chahisldy

the effect of ISl is restricted to one symbol duration only, and only thefig samples of each
period are distorted. Furthermore, to avoid such distortion, OFDM caa uagelic prefix CP (or
guard interval) before each OFDM symbol. Thus, all distortion due tod8ulis in this CP, which
would then be discarded at the receiver. The length of CP must bailbargiosen, as a very
short CP does not totally remove ISI distortion while a very long CP deesethe throughput
of the system. In CP-OFDM the lagicp samples in each OFDM symbol are copied and added
to the beginning of symbol as shown in Figure A.5. Adding a cyclic prefix BB achieves
continuous transmission required for transmitter/ receiver synchitmnz@s opposed to a zero-
padding)/[15]. In addition, such a cyclic prefix makes the signal appeodic and that makes it
possible to use frequency domain equalization.

A.6 Disadvantages of OFDM

A.6.1 High Peak-to-Average Power Ratio

Because an OFDM signal is composed of multiple subcarriers that arecindeptly modulated,
the amplitude of the signal’s envelope can reach high peaks if all subsadd coherently. When
compared to the envelope’s average amplitude level, such peaks reshigim Beak-to-Average
Power Ratio (PAPR) [15]. An OFDM signal composed/¥frt subcarriers can have a PAPR
equal to 10 log N [15].
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Figure A.5: A cyclic prefix CP is added before each OFDM symbol [15]. Thisiaves continuous trans-
mission of all subcarriers required for transmitter/reeer synchronization and makes it possible to use
simple frequency domain equalization.

A.6.2 Sensitivity to Frequency and Time Synchronization

An OFDM receiver’s ability to separate the overlapping subcarriersmdDBDM signal relies

on orthogonality of these subcarriers. In an OFDM system, frequerttyime synchronization
between the transmitter and the receiver are crucial to maintain orthogorfality subcarriers.

Loss of orthogonality results in inter carrier interference (ICI) and1S]. The effect of imperfect

frequency synchronization between the transmitter and receiver in BIVIBkstem can be shown
by examining/(A.5) once again [15],

NierT
=51

SkTe) = Y Anelte '™, (A7)

As mentioned in Section A.3(kT¢) is the baseband discrete-time OFDM signal. The upcon-
verted transmitted signabyc(t), is then the analog version 6f(k7c). The analog version is a
result of a convolution between pulse shaping filter and the discrete sigimiah is also depicted

on Figure A.2.
S(t) is upconverted to the desired carrier frequeficfl5],

Suc(t) = S(t)e’*m/e! (A.8)

Now, at the receiver sideyyc(t) should be downconverted to baseband by multiplying the sig-
nal with the terme=727/<! to obtainS(t) once again. However, if the receiver’s local oscillator
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frequency isf. + forf instead of being exactly,, the baseband signal receivéfisser(t), is then
Softset(t) = Suc(t)e 2 Uetlont — §(1) =72 ont (A.9)

where fof is the receiver’s frequency error due to a frequency shift. The terfior* accounts

for ICI occurring due to the receiver’s frequency error. In otlverds, subcarriers no longer have

integer number of periods during an OFDM symbol period. Now, assumjpgyrfact matched
filtering and sampling frequency at the receive(t) results in a discrete time signa(k7¢), in
the form [15]
Yiggr

Softset(k1c) = S(ch)e_ij"“kTC = Z Anej%e_ﬂf"“chej%kn (A.10)
The receiver’'s FFT block then performs digital demodulatiotb@fe( k7c) to restore the trans-
mitted constellation points. In effect, this is equivalent to multiplyisigi7c) with the term
ejﬁk". Therefore, when the distorted sigrselk7¢c) is applied to the FFT block, the re-
ceived constellation points are [15]

MigET g
Se(k) = > ApelPrei2onkTe, (A.11)

—_ Niert
n=-—3

whereS;(k) are the constellation points obtained at the output of the FFT block.
Hence, the effect of imperfect frequency synchronization is a ptetgton of constellation points

by an anglep., .., = 2fortkTc. It can be seen thai., increases with both the frequency error and

time.

Loss of orthogonality can also result from loss of timing synchronizatidrihéreceiver side, the
boundaries of OFDM symbols have to be located in order to apply the FFTowiatl the right
time.

n+l

CP, | OFDM symbol, CP OFDM symbol__,

H—H
Perfect synchronisation
No ISI using FFT

T —— TP |
Shifted FFT window
Phase shift.

[ S ——
Shifted FFT window
ISI always occurs

Figure A.6: When there is a time shift, ISI occurs and hence receivedeitation points are distorted.

A.7 OFDM Signal Model

The properties of OFDM transmission has now been described. Thisrseugmds to describe
the OFDM transmission and the impact of the channel in mathematical terms folltvarsgme
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structure as in [28, Sec. 2.3].
At the transmitter side, an OFDM symbol vecttjin] € CMFT is mapped into a chip vectgs|m]
at time indexm,

1
wmim| = Tep———=
) VNEFT

The discrete time has the rafg and after parallel to serial conversion afm/|, the signal is

Fi_dim]. (A.12)

Nirrr

transmitted over a multipath channel.
The Niger-point DFT-matrix Fiy,., € CNFrNeer with elements

—j2mil

[FNlFFT]i,l =eNrr, 4,1 €{0,1,... Njggr — 1}. (A.13)

The cyclic prefix is a result of matriXcp,

ONger—Lop lIcp c RE*Nierr (A.14)

Tep= [
INger

Matrix T¢p copies the lasLp chips of each OFDM symbol to the front.
If u[n] denotes the chip sequence with rafd’. to be transmitted, then

p[mP]
plm] = : ech (A.15)
p[mP 4 P — 1]

is the chip sequence sequence of one OFDM symbol.
Let us assume that the multipath chankét] has an lengti.

n'[0]
h = : ect (A.16)
WL — 1]

The received signal at the UE without noise is given by

L
z[n] =Y hlklpun — k). (A.17)
k=0

The received signat is also affected by white Gaussian noige] (IV)(0, o2),
r[n] = z[n] + z[n]. (A.18)
The elements:[n] andz[n] has the following structure for each OFDM symbol,

x[mP)]
x[m] = : ech (A.19)
zmP + P — 1]
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and
z[mP]
z[m] = : e cPr. (A.20)
z[mP + P — 1]
The influence of the channel is included by taking the lower and uppegtrianToeplitz channel
matrix into account.

o] 0 0
WL -1
HO = | ] e chxP (A.21)
0
: : 0
0 . 0 W[L-1] ... K[0] |
and
(0 ... 0 WIL-1 ... W[ |
WL —1
HWY = [ ] e chxr (A.22)
0 0
0 .. 0

are the upper and lower triangular Toeplitz channel matrix respectively.
Now the intersymbol interference is modeled as,

a[m] = HO pm] + HO p[m — 1], (A.23)

where the second term represents the inter-symbol interference betw@eonsecutive OFDM
symbols, which affect the firgt samples ofc[m].
At the receiver the cyclic prefix of lengthcp is removed by forming the product

RCPH(l) = ONIFFTXP’ where (A24)

Rcp = [ONIFFTXLC’PINIFFT] € RNIFFTXP7 (A-25)

With Onieerx p @NAO0Nr 1 @S Matrices containing zeros with the dimensidist x P and
Niger X Lep respectively. Equation (A.24) only holds if the maximum channel délay 1 is
less than or equal to the cyclic prefix:». The received signal is now written as,

ylm] = FRcp(x[m]+ z[m]) = FRcpH ) pu[m] + FRepz'[m)
= FRCPH(O)TCPFH d[m] + F Rcpz|m]

Nirer

= FHF}_d[m]+ Rcpz[m], (A.26)
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wheree CNFTxNiFeT s the overall circulant channel matrix and can be decomposed as,
i = RepH "' Tcp = Fjl_diagg) Fe, (A.27)
whereg € CNFFT js defined as the DFT of the channel impulse respdrise
g=F.h, (A.28)

with F| as the truncated version & with the firstZ columns.H(?) has a Toeplitz structure and
by inserting the cyclic prefix it is circularized. Hence the DFT-matrix are therevectors, while

the channel matrix didg) is diagonal. Using Equatioh (A.26) and (A.27), the received signal can
be expressed as,

y[m] = diag(g)d[m] + z[m]. (A.29)

The elements of the noise vecteryn| are white Gaussian with variane€ and the covariance
matrix of z[m/] is diagonal with identical values

R, = E[FRcpz[m]|z[m]" REF") (A.30)
= 0’FRcpREFT (A.31)
= O—EINIFFT' (A.32)

From Equation| (A.29), each symbol vecim] is transmitted over an individual frequency-flat
subcarrier.

A.8 Summary

Advances in DSPs have generated a great interest in OFDM as a #petticgent MCM scheme,
that is capable of delivering high data rates. The FFT is the basic algoritamyi©®FDM sys-
tem, because it allows for a computationally efficient implementation. OFDM hasrhigunity
against frequency selective fading and ISI which makes it suitable foilencommunication.
OFDM transmission is also very sensitive to frequency and timing errorskeetihe transmitter
and the receiver, which result in loss of orthogonality and theref@ieahd ISI.
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Generation of Reference Sym-
bols

B.1 Reference Symbol Sequences

The generation of reference symbols is based on [5].

As described in Sectian 2.4.2 the reference signal sequBhgds generated as a symbol-by-
symbol product of an orthogonal sequeReS € C349%2 and a pseudo-random sequelR&S ¢
R340%2_|f r,, ,, is the entry atn'th row andrn’th column of Ryer, wherem = 0..339 andn = 0..1,

then
:T‘OS . ..PRS (Bl)

rm,n m,n Tm,n’
There areNos = 3 different orthognal sequences angrs = 170 different psudo-random se-
guences. The cells are divided into three identity groups at the physyeallvel. There is a
one-to-one mapping between the three identities and the three two-dimensithrwegonal se-
guences.
B.2 Orthogonal Symbol Sequences
The two-dimensional orthogonal sequence is generated as following:

rgf’n = Sm.n, (B.2)

wheres,, ,, is the entry at then’th row and then'th column of the matrixS;, defined as

ST=1sr s, ...,8T|,i=0.2 (B.3)
—_——
114 repetitions
where
1 1 1 6j47r/3 1 6j27r/3
ST=11 1] Sf=|e23 1 ST = | e4n/3 1 (B.4)
1 1 €j47r/3 ej27r/3 €j27r/3 ej47r/3
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B.3 Pseudo-Random Sequences

The definition of the pseudo-random sequences in LTE is still in prognedshas not yet been
determined. At present knowledge the pseudo-random sequencegamgdyom slot to slot and
there exit 170 different sequences. In this project only one rederesymbol is needed, hence it
chosen to generat®"RSas a random sequencesof and—1.

B.4 Mapping of Reference Symbols onto Resource Elements

The two-dimensional reference signal sequeltg is mapped to complex-valued modulation

symbols(ag”l) (1)), wherek is the OFDM symbol position in one slot aids the position of the

subcarrier, whileyp andi are the antenna port and slot number respectively:
af) (i) = T, (B.5)

where entry(m’, n) of the reference symbol sequence is found as follows

New
m=0,1,...,| = =] — 1 (B.6)
New/2
; New
m =m+ 170 — [—] (B.7)
Nrs
Oandl ifp=0orp=1
n= P p== (B.8)
0 fp=2o0rp=3
The entry(l, k) of the reference symbol sequence is then calculated as following,
= 6m + (v + frop (11/2])) mod6 where (B.9)
0 ifn=0andp=0o0orp=1 (1)
| = 1 ifn=0andp=20rp=3 (2) . (B.10)

B.4.1 Reference Symbol Mapping Example

In this example the number of transmitter antennas ig £(0), in order to make it as simple
as possible. Using transmission bandwidth of 2.5 MNgy = 150 according to Table 2|1 and
Ngrg = 12 as explained in section . The number of OFDM symbols in onelélgh = 6 and it is
chosen not to use frequency hopping.
The reference symbol to be transmitted is found in the following procedure:
- The index(m’, n) is calculated.

Sincep = 1, n = 0 andn = 1 (Equation|(B.8)).

mzszJ,...,L%J —1=0,1,...,24 (Equation[(B.6)).

m' =m+170 — [ {BY | = 158,159, .. ., 182 (Equation (B.7)).




B.4. MAPPING OF REFERENCE SYMBOLS ONTO RESOURCE ELEMENTS

- The entry(l, k) of the mapping positions are now found. Equation (B.10),1 and (B.10),2
are true, since = 0,1 andp = 0. Firstly the valuegk, ) for n = 0 is calculated.
Forn=0,k = 6m+ (v + fhep ([i/2])) Mod6 = 6m + (v mod6) = 0,6,...,144. For
n=0, I=1.
For n=1,k = 6m + (v mod6) = 6m + (3 mod) 6) = 3,9,...,147. Forn=1, = 3.
In this example there is a reference symbol on the first and fourth OFDWbalyin one slot.
There is always a spacing between the reference symbols of 6 sebsafihe reference symbols

are placed with an offset of 4 subcarriers at the fourth OFDM symbol.
An illustration of the structure is depicted on Figure B.1.

Subcarriers

\J

--------- 1 OFDM symbol

slot

......... 6" OFDM symbol

One slot duration,

Reference symbol position

Figure B.1: Example of the reference symbol structure for one slot withFDM symbols using one

antenna. Note that only the used subcarriers are depicted.
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