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A small notice in a magazine in 1999 told about an American woman, who died
over the Alps in a hot-air balloon race in 1987. I remembered the headlines in the news
when it happened. The essence of the story was that she saw a geometric structure
while she was clinically dead. There was a link to a web page, and on that there was a
note of a book telling the story, but no information on the price of the book. I pushed
the ‘contact’ button and sent an email asking the publisher “What is the price...” of
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as Lou Kauffman, professor of mathematics, University of Illinois, Chicago, expressed
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It is an honour to know her, and even more so to be part of the endeavour of
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Preface

The present study is primarily aimed at an audience of evolutionary biologists in the
broad sense for Parts 1-3, as well as at scientists from other professional disciplines
looking for new approaches to explore phenomena in nature. However, the content is in
general not written as technical text or filled with equations that make it utterly incom-
prehensible for ‘normal’ people, although they would have to skip strictly professional
biochemical and biological terms that are a constituent part of the evidence in a scien-
tific sense. Therefore, large parts of Part 2 may also be enjoyed by a broader audience
with little prior insight into evolutionary biology or science, when in search of explana-
tions for the phenomena that we see in nature.

Finally, Part 4 — with a view into Parts 1-3 — is meant for systems analysts and
researchers striving to find a general systems theory. Parts 3 and 4 are the only parts
that are not relevant for a general audience.

A Note for the Reader

Extensive use of references in scientific literature is generally perceived as evidence in
favour of an author’s statement when synthesizing findings in the literature on a given
topic. At the same time, when applying citations of such literature one has to copy the
text literally including printing errors, references and everything relevant, unless
otherwise explicitly stated. Including such references in cited text often a) creates
confusion because such references are not included in the reference list even if they
appear in the text; and furthermore b) they tend to add an unnecessary cognitive burden
on the reader. Therefore, references with cited text in the present publication have been
replaced by the Italicized text ‘ref’ or ‘refs’, i.e. single or plural, depending on the
number of references omitted in a given place.

About the Author/Contributors

The author, JBMcN, is the initiator and sole contributor to the present study. JBMcN
and her husband, Dr. Peter McNair, in close cooperation developed the ATCG model
described in [1] (‘Applied Theory accounting for human moleCular Genetics’), which
constitutes a solid foundation for the present work. The author has a master degree in
biochemistry, a master degree in computer science (systems development, informatics)
and a European Doctorate and PhD in health informatics. The author has had a full-
time research position for about 35 years, divided on a university hospital, the software
industry and a university, while cross-fertilising the two professions; the time in the
industry and the university mainly was dedicated to participation in large and advanced
EU R&D Research projects. This combination of professional experience has enabled
the present study.

The present study was performed outside of any job or grant affiliation, while the
author had an emeritus position at the Aalborg University. The author has since the
year 2000 been a member of the scientific team describing the Mereon Matrix (for this,
see [2]), went on early retirement in 2011 to work full time on the Mereon Matrix, and
is independently continuing such scientific investigations on the matrix.
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XV

Foreword

“To make progress, scientists must specify phenomena that require explanation,
identify causes and decide on what methods, data and analyses are explanatorily
sufficient. In doing so, they may inadvertently create a ‘conceptual framework’—a
way of thinking for their field, with associated assumptions, concepts, rules and
practice, that allows them to get on with their work [refs]. Conceptual frameworks are
necessary in science, but they, and their associated practices, inevitably encourage
some lines of research more readily than others. Hence, it is vital that the conceptual
frameworks themselves evolve in response to new data, theories and methodologies.
This is not always straightforward, as habits of thought and practice are often deeply
entrenched. In this regard, alternative conceptual frameworks can be valuable because
they draw attention to constructive new ways of thinking, additional causal influences,
alternative predictions or new lines of enquiry.”

(Citation from [3], with permission)

This citation implicitly nails the scenario of introducing a new perspective on a
research topic into an already established scientific community, touching on why
controversial new theories tend to create resistance. This has happened many times in
science. A couple of well-known examples are a) the shift from Earth being centre of
the Universe to a Heliocentric view, b) Darwin’s Origin of Species. A couple of recent
examples are: ¢) prions, and d) that peptic ulcer is caused by a bacterial infection. In all
of these cases, when these new theories came out, they were forcefully rejected, if not
ridiculed for an extended period, by colleagues in the scientific community — and
beyond — because these theories were too controversial and contrasting existing / exis-
tential belief systems. However, over time these new theories were gradually proven to
be valid and finally accepted. This is presently happening for the Extended Evolution-
ary Synthesis’ perspective on evolutionary biology, and for instance also for the Con-
structive Neutral Evolution theory, and may happen for the theory in the present book
as well. Time will show.

One of the arguments may be that the author of the present book has no a priori
scientific background within the domain of biological evolution and opponents may
therefore ask “why publish a book on evolution, when it is not the author’s core com-
petence?” This may for some constitute a basis for critique. However, a combined
background in biochemistry and informatics (information modelling), more than three
decades of research experience and two years of focussed effort (which is more than
most PhD students spend on familiarising with a topic before applying it in practise)
should justify writing a kind of review like the present.

The author’s professional background is biochemistry and computer science (infor-
matics / information science), and for decades she has bridged these two disciplines in
various ways and areas, mainly in large EU R&D projects, and mainly through infor-
mation modelling in biochemistry and systems development. This ranges from aspects
of quality of the semantics of medical knowledge, over the influence of cultural aspects
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on systems development, to factors in laboratory practise in clinical biochemistry and
in diagnostic genetics. Her specialisation within information modelling has been on
quality management and constructive evaluation at change processes. So, a very wide
background, but all along in some way or another, these research activities have been
focused on converting segregated information into models as representations that will
facilitate an understanding within a context. So is this book.

The last decade, the focus has increasingly been on application of a particular
template information model, and the present study was initiated to assess the general
applicability of that template information model for a complex knowledge domain. The
original choice regarding an application domain was molecular human genetics, and
this modelling endeavour was successfully accomplished and is presented in [1]. The
next step was to pick a sub-topic from within that model for a more detailed analysis —
again by information modelling — and by chance the choice was the topic of biological
evolution. What was intended as a small report became a book, because the topic was
so captivating and the modelling rewarding. It was the Nature paper of Laland and co-
workers ([4]) that during the modelling effort triggered the inclusion of perspectives
from the template information model into the modelling work and led to a framework
that in a seamless way unifies all large and small evolutionary theories and puts them
into place in the shared framework presented in this book.

The reason that the topic was so captivating was that while the initial investigation
of the knowledge domain revealed a chaotic scenery of theories, small and large, of
which some seemed to be furiously competing (although not necessarily conflicting),
the template information model provided the instrument for reconciliation. The result
was a framework, which unifies the Standard Evolutionary Theory with the Extended
Evolutionary Synthesis and the Inevitable Evolution theory into one evolutionary
theory. Moreover, the template information model pointed at missing topics, resulting
in renewed literature searches, and thereby gradually the entire framework was filled
with arguments and examples.

The purpose of the present modelling effort was and continues to be the continued
investigation of the capability of the Mereon Matrix template information model to
serve as a universal system, delimited to the specific sub-domain of biological
evolution. Consequently, the modelling efforts will continue with other knowledge
domains from within the domain of molecular genetics.



Part 1: Basics First

Part 1 brings the information necessary for others to be able to repeat the present study
or repeat the study for another knowledge domain. Since the book deliberately
separates material for the two target audiences (evolutionary biologists and systems
analysts), and in case someone wants to perform a similar study, the methodological
approach in Part 1 (dedicated for evolutionary biologists) has to be read together with
the similar one in Part 4 (dedicated for the domain of informatics / systems analysts/
information modelling).
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1 Introduction

Abstract. The purpose of this chapter is to bring the reader up to date with the
motivation, the mind-set and the rationale of the study/work covered and the out-
come described, - with relevant references to literature and/or other material that
puts the study into a perspective.

The purpose of the present study is to continue investigating the capability of
the Mereon Matrix to serve as a generally applicable template information model,
through elaboration of the model of human molecular genetics in [1], however at
present delimited to a specific sub-domain, evolution.

Keywords. Mereon Matrix, template information model, evolution

Modelling a system or phenomena means to capture an abstract representation of its
very essence. While the author perceives a theory as “a set of hypotheses related by
logical or mathematical arguments to explain and predict a wide variety of connected
phenomena in general terms. ...”, [5], a model is a simplified representation of an
understanding of a phenomenon or system. Then, a template model is the means
derived from such theory that enables one to apply the theory in practice for particular
purposes, for instance to gain a model of a system’s phenomenological behaviour. One
may draw an analogy between a template information model and the syntax of a lan-
guage, as the template consists of component parts and rules that tie them together in a
strict order, and into which one may fill ‘words’ to describe the intended meaning.
Modelling, qualitative (phenomenological) as well as quantitative (computational,
mathematical or statistical, e.g. for simulation), of systems has” been used in science
for centuries to achieve a better understanding of a system or a phenomenon. It is an
important instrument in scientific work to achieve new insight or assert an existing
understanding and in particular as a means for predictive purposes. Physicists,
mathematicians and many more seek to find a universal model, one theory that includes
everything, a “Theory of Everything’, and which will connect all aspects of physics and
bridge natural science with humanities; a giant step. Austrian biologist (and founder of
the domain of General System Theory, GST) Ludwig von Bertalanffy was one such
individual; his quest was to find a universal template for systems. The following quote
underscores his drive:
“Thus, there exist models, principles, and laws that apply to generalized systems or their
subclasses, irrespective of their particular kind, the nature of their component elements, and
the relationships or “forces” between them. It seems legitimate to ask for a theory, not of
systems of a more or less special kind, but of universal principles applying to systems in
general.”

([6] page 32)

A system is defined as “An organisation in which all structural components and dynamics are
interrelational, participating internally, and affecting conditions externally” [2] (page 480).
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Two additional citations discussing modelling of biological systems shall be em-
phasized here:
“... to explain these developments in terms of the properties of cell and developmental
systems will unify biology into a set of common principles that can be applied to different
systems ...”,
and
... if we think what are the properties of those systems, and study the mechanisms that are
being employed and how they’re being modified to achieve their physiological function,
we’ll have a better understanding of those systems, ....”
(both from [7] page 6)

What Kirschner in reality says is that modelling of biological systems may provide
the answer to von Bertalanffy’s request for a General Systems Theory, and that this
may provide a better chance of modifying them and even understanding the pathology
of the systems.

von Bertalanffy’s idea of a general system theory is adopted. While the author is
convinced that the Mereon Matrix’s information model (see [2]) constitutes a template
for such a general systems theory, it is necessary to work one’s way one step at a time
toward the long-term goal of achieving a complete systems theory based on the Mereon
Matrix’s information model.

The concept of the Mereon Matrix has been the subject of a hardnosed epistemo-
logical analysis and extensive computer simulations for 20++ years, by physicists,
mathematicians and more, and is described exhaustively in [2], including the Mereon
Matrix’s template information model. The original modelling may be found at
http://www.rwgrayprojects.com/Lynn/Lynn01.html. The biological topic that the pre-
sent book covers has been analysed in terms of this knowledge.

Then, what is Mereon? Professor Louis Kauffman from The University of Chi-
cago, Illinois, expressed it in the book on Mereon, “For whatever Mereon really is, she
is our link with the creative process at the heart of the universe.” ([2] page xxxix). A
short summary of the Mereon Matrix is included in Part 4, comprising a description of
relevant parts and aspects to a point necessary for grasping the modelling aspects
behind the present book. The purpose of the present study is to continue investigating
the capability of the Mereon Matrix to serve as a generally applicable template infor-
mation model, through elaboration of the model of human molecular genetics in [1],
however at present delimited to a specific sub-domain, evolution.

All of this was the starting point and motivation for launching the present study.

Part 2 briefly describes individual evolutionary theories when placed in the Unify-
ing Theory, and Part 3 discusses the validity of the outcome of the study and the tem-
plate information model.

In Part 4, details on the modelling itself are presented and thereby the reasoning
behind how the template information model works, providing an account of how it may
be applied to real problems, and why the different evolutionary theories fit into the
template information model of the Mereon Matrix. Also briefly introduced in this
chapter is the Mereon Matrix itself.

1.1 Background

A number of overview/reviews of evolutionary strategies reveals diverse perspectives
on the pile of evolutionary theories and elements thereof. Theories on evolution within
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the literature appear competitive, authors fighting to be right or even just to be heard.
One explanation might be that the domain still lacks a completely unified theory of
evolution that can fully accommodate all of the complexities of the evolutionary
processes. This is precisely what the present book is about, while it is NOT the purpose
to modify, extend or reconcile any of the existing theories; the purpose IS solely their
unification.

The hypothesis is — and subsequently attempted to verify in real application to
disprove — the value of the template information model as a generally applicable
approach for modelling systems, thus seeking to answer von Bertalanffy’s call for a
General Systems Theory. If the hypothesis is accurate, then the template model has to
be applicable for any knowledge domain, from domains like physics, biology, and
medicine, to organisational and social sciences including psychology and more. No
single individual can do all of this, and the task is so huge that it has to be divided into
smaller tasks for a series of the individual professional disciplines. The template infor-
mation model was published only in 2013, and thus the team of investigators is only in
the beginning of such endeavour. The approach is to carry out a trial, practical applica-
tion at increasing detail and for a highly complex knowledge domain. Therefore, our
pilot study as well as the present study both have a focus on the domain of molecular
genetics, because this is extremely complex, yet feasible to address for a researcher
educated as a biochemist, while the systems modelling is enabled by the author’s back-
ground and experience as a systems analyst/informatician.

What does it mean to be valid as a generally applicable template for information
modelling? That it will be feasible to model a complete system by means of existing
knowledge within the application domain and bring sense to it within the new structure,
nothing superfluous, nothing missing. The system of the pilot study was human molec-
ular genetics; in the present study the system is biological evolution — broadening the
application range from the pilot study to include all species, simply because evolution
of the human species is too complicated and not yet sufficiently mature as a knowledge
domain.

This work has been accused by a reviewer of being related to the New Age
movement, presumably because the Mereon Matrix first appeared in a near-death-
experience. Such accusation demands a comment. Similar events and contributions has
happened to other highly esteemed scientists like Buckminster-Fuller and more. To the
author, there is a huge difference between the New Age movement and a scientific
study in that the former is founded on a belief system with little or weakly objective
and measurable facts that may lead society toward solid evidence and hence it belongs
in the category of religions. In contrast, a scientific study is founded on a set of
stringent rules and principles that ensures a stepwise and progressive accumulation of
unbiased evidence. The foundation behind the present study is more than a decade of
simulation studies by means of a computational model of the geometry, topology and
the dynamics that gradually evolved. All of this is documented on Bob Gray’s website
through the link, http://www.rwgrayprojects.com/Lynn/Lynn01.html, and described as
a whole in [2]. From the geometry, topology and the dynamics of the Mereon Matrix, a
template information model was elicited through matching model characteristics with
systems behaviour combined with in between small scale pilot applications. An early
publication of the evolving model is provided in [8]. Since the year 1995, numerous
highly esteemed scientists of all professions contributed to an initial exploration of
what Mereon really is, cf. the series of Sequoia Meetings that are video documented,
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while only a small international team of researchers has contributed in a longer time
span. This is seen as evidence of a scientific study, while also knowing that the
research team is only at the beginning of its endeavour of exploring the Mereon Matrix
and documenting what it is and what it may be successfully applied for. At present,
there is a catch-22 situation, where colleagues repeatedly ask for peer-reviewed
evidence, while the exploration is only in its beginning and the team is struggling to get
funds for practical applications. Nevertheless, it is strongly believed that the present
results are solidly founded in scientific practice.

1.2 An Essential Question

While reading the review of Koonin, [9], it suddenly dawned on the present author that
there might be a discrepancy in the meaning of the concept of ‘evolution’. The trigger
point was the text, “Analysis of numerous sequenced genomes vindicated Ohno’s
vision of gene duplication as a major evolutionary mechanism (ref) ...” ([9] page 1021,
the underlined represent the point in question). This is slightly deviating from the per-
ception by Lynch in [10], expressing that there are four forces in evolution (natural
selection, mutations, recombination and genetic drift), where the latter three “are non-
adaptive in the sense that they are not a function of the fitness properties of individu-
als” ([10] page 8597).

The essential question derived is “what is biological evolution? ”.

There is no doubt that the concept of evolution is an integrated part of the system
of biological organisms, but does the concept of evolution include the mechanisms
providing the variation based on which evolution exerts its effect? These includes
mutations of all kind, gene drift and shuffling, duplication, and more, originating in
meiosis, mitosis and some metabolic processes in general when failing, in particular
everything related to the gene expression machinery. If the answer is yes, then evolu-
tion includes almost the entire molecular genetics. Therefore, a definition is needed.

Three definitions were found in dictionaries and Wikipedia, respectively:

e “Evolution is change in the heritable traits of biological populations over
successive generations” Wikipedia (accessed 9™ June 2016)

e “evolution ... 1. Biology. a gradual change in characteristics of a population
of animals or plants over successive generations: accounts for the origin of
existing species from ancestors unlike them.” ([5])

o “evolution 1 (in biology) the process of cumulative change occurring in the
form and mode of existence of a population of organisms in the course of
successive generations related by descent.” ([11])

Each of these definitions embraces the perception covered in this book, or at least
they do not exclude the laws of physics (Quantum Mechanics, thermodynamics) that all
processes have to obey, and thereby the analysis of pre-life evolutionary mechanisms
remain open as an option within the present Unifying Theory of Evolution. However,
none of the definitions are sufficiently detailed to clarify the above question. Therefore,
the author has to decide for herself what she means with ‘evolution’, and this is:

“Evolution is the combined set of principles and mechanisms that permanently and heritably

implements the cumulative change occurring in the form and mode of existence of a

population of organisms in the course of successive generations related by descent”.
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That is, for instance the variation (e.g. mutations) that is generated by meiosis and
mitosis and errors in the gene expression system are NOT included in the system of
evolution as such. Forces in evolution (mutations, recombination, and genetic drift) are
perceived as fuel for the evolution — that is, generating possibilities or potential for
evolution. Thus, they are factors in evolution but the processes producing them are not
part of the evolution as such, and hence these are not ‘mechanisms in evolution’, while
‘natural selection’ is still perceived as an evolutionary mechanism.

Then, “What is ‘natural selection’?”

The definition in [11] nicely expresses the present author’s perception of the
concept of natural selection:

“natural selection the principle that the best competitors in any given population of organ-

isms have the best chance of breeding success and thus of transmitting their characteristics

to subsequent generations.”.

The essential in this definition is that ‘selection’ is not an active process of choos-
ing between alternatives, but a principle (see the formal definition of ‘principle’ in
Section 2.2.3) that may have nuances to how it is interpreted in various contexts.

Further, the notion of ‘chance’ (in the definition) associates with a probabilistic
principle.

Moreover, even if Darwinian theories have a particular perception of natural selec-
tion, the present author prefers to interpret the notion of ‘natural’ in the general mean-
ing: ‘natural’ means “existing in, or produced by nature” ([11]), and in this perception,
it does not enforce any particular type of imprint or prescription on a specific principle
for the selection. Therefore, the nuances in the interpretation of selection are concerned
with various factors contributing to the fitness of an organism/organisation within a
context, for instance, purifying selection, relaxed selection, neutral selection and posi-
tive selection, where the adjectives are more or less self-explanatory.

Also, given the formulation in this definition, selection operates at an organismal
and/or a population level, while the causal evolutionary mechanisms operate beneath
this and at all levels: molecular biochemistry and genetics, physiology, morphology,
etc., and even the laws of physics.

1.3 Delimitation

Given the huge number of papers and theories, this study can only bring the essence of
the various theories on mechanisms behind evolution. It is NOT the purpose to provide
systematic reviews of the (sub-)topic(s) that are included in the model, not even a mini-
review — only outlines of the recent literature, and only to achieve sufficient infor-
mation for delineating each topic to a degree that makes the validity of the overall
framework comprehensible and plausible. Note that this is intentional. The reason is
that the certainty of accuracy in the final model does NOT come with completeness in
coverage of every subtopic, but with a balanced coverage of the literature and a homo-
geneous level of detail.

Excluded is sexual selection as an independent factor of evolution, primarily to
make the model simpler and hence more comprehensible.

While the modelling process is iterative and incremental and in principle involves
all steps at each iteration, the individual steps will not be visible to the reader within the
final model.
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2 Methods and Basic Terminology

Abstract. This chapter is of the traditional type that describes the foundation for
accomplishing a study/work, — that is, description of the theories, approach,
material, and alike, including basic terminology and premises/conditions for the
work and its derived conclusions.

Keywords. Methods, methodology, Merecon Matrix, template information model,
perspectives

However, while the modelling work is founded on the Mereon Matrix, this need not be
of major interest for the readers interested in evolution. Therefore, some details of this
material is referred to Part 4 while the present part of the study report is keep fairly free
from references to the modelling approach other than in general terms.

2.1  Outline of the Template Model

The Mereon Matrix has provided us with a template for the modelling process, de-
scribed in [2]. It consists among others of 7 interrelated functions:

A) The structural components coming into play — that is, readying the very
foundation for evolution.
B) The dynamics in terms of the following three activities:

a) Communicative interactions;
b) Stabilisation (i.e. related to efficiency’);
¢) Internal regulation/prioritization (i.e. related to effectiveness);

C) Patterning/differentiation and fidelity (orchestration).
D) Evolvability of evolution itself.

E) Integration within the external environment.

Figure 1 illustrates the principle of fixed succession of the 7 functions — that is, it
is analogous to the functionality of Krebs’ cycle — that is, cycling sequentially through
the series of processes, however, in a spiral fashion since the input resources are
incrementally modified over time by the sequence of invariant functions.

More detail on the Mereon Matrix may be found in Part 4, to which is referred.

Since the template has a fractal nature, each micro-function of a given function —
that itself may be a micro-function of a higher level function — covers the exact same
topic(s) as its macro-function but at an elaborate and dedicated degree of detail.

3 ‘Efficiency’ is related to a measure of the capability of doing the things right, while ‘effectiveness’ is
related to the capability of bringing about the result intended — i.e., doing the right things, under real
circumstances; and ‘efficacy’ addresses the performance under ideal circumstances.
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Additionally, the Mereon Matrix shows us three key concepts: Unity (in diversity),
Perspective and Paradox, of which the concept of ‘perspectives’ is outlined in a dedi-
cated chapter (Chapter 3).

Integratign
Materialisation

Prioritization

Orchest

Figure 1: A spiral diagram illustrating the incremental nature of any system (incl. biological evolution)
showing the sequential order of the functions traversed repeatedly, according to the Mereon Matrix.

2.2 Modelling Methodology

The information modelling methodology is similar to methodologies for systems
modelling in general. The difference merely constitutes the instrumental template infor-
mation model and the properties of this. More detail on the modelling methodology
may be found in Part 4, to which the interested reader is referred, but which may not be
a particular interest to people from the application domain of biological evolution.

2.2.1  Step I: Defining the 3" Level Mereonic Function

This step comprises a formulation of each sub-function of the 3™ level of the Mereon
Matrix template model. It is visible only from Chapter 16, and may not be of any
particular interest to a reader from the genomic application domain.

2.2.2  Step 2: Getting an Overview of the Knowledge Domain

Getting a solid overview of the knowledge domain comes with a literature search
(including textbooks), identifying the concepts and relating them to each other. In the
present case, the entry point for acquiring the necessary overview was the insight and
the literature acquired during our pilot study.

2.2.3  Step 3: Matching the Template Model with the Application Domain’s
Functionality

We have two descriptions at our disposal: 1) the original function descriptions of the
Mereon Matrix’s macro-function and its first micro-level, see [2] (pages 3-21); and 2)
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the corresponding, interpreted description of the ATCG macro- and micro-functions in
[1]. The latter, our pilot application, was concerned with the system of molecular ge-
netics of living beings with a focus specifically on humans; we called this model an
‘Applied Theory accounting for human moleCular Genetics’ (ATCQG), as it is a theo-
retical exercise “applied for a real case”. Within this context, the present study consti-
tutes the elaboration of one particular aspect (evolution) in terms of the model’s next
fractal level.

The purpose of this step is to identify the content — that is, to identify the headings
of what to be included where. This naturally goes via an identification of Principles and
Mechanisms within the functionality.

Figure 2 illustrates in a diagrammatic fashion how each function operates. The
functions in themselves are invariant and so are the principles and mechanisms, while
the variant factors comprise the input resources (the potential) and the output resources
(the emergent property of a function). Since each emergent property serve as input
resources (renewed potential) in the cyclical iteration through all processes, this results
in a system with resources of gradually increasing complexity, expanding the solution
space. In a biological context, the system in focus comprises nature with various popu-
lations of species phenotypes.

FUNCTION

Principle

Input : Output
(= potential)’ Processmg (:Emergeni'

property)

TMechanism

Figure 2: The diagramming type is slightly modified activity diagrams (based on IDEF0): boxes comprise
activities / processes (i.e. ‘functions’ in a Mereon Matrix context); arrows into a box from left are input
(resources serving as potential); arrows out to the right from a box are output (i.e. ‘emergent property’,

modified resources); arrows downward onto a box comprise the guiding rules / competence for control of
decision-making during the processing; and arrows upwards to a box are the acting mechanism / actors

operating within the function.

3

The ‘Principle’ corresponds to the essence of the function: “...7. a rule or law
concerning a natural phenomenon or the behaviour of a system...” ([5]).

The ‘Mechanism’ comprises the implementation approach for achieving the
Principle: Boogerd and co-workers express the purpose of spelling out a mechanism as
“... how some phenomena of interest-some reliably generated behaviour of the
system—is generated by reference to how a number of components interact.” ([12] page
727). The authors bring two definitions from the literature: “Mechanisms are entities
and activities organized such that they are productive of regular changes from start or
set-up to finish or termination conditions...” and “...a structure performing a function
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in virtue of its component parts, component operations, and their organization. The
orchestrated functioning of the mechanism is responsible for one or more phenom-
ena...” ([12] page 727).

2.2.4  Step 4: Filling Details for the Micro-Micro-Level Functions

While Step 3 of the modelling process identifies the ‘headings’, the present step fills
the actual contents under each heading. Thus, it includes for each sub-function a de-
scription of the application domain’s knowledge, formulated within the domain’s ter-
minology.

It is at this step that the perspectives (see Chapter 3) may become valuable in the
modelling process, provided that one has sufficient details in the application domain.

2.2.5  Step 5: Defining the Emergent Properties

The ‘Emergent Property’ comprises the outcome of a function’s operation. This step is
accomplished iteratively and incrementally with the previous steps 2-4 and the
following steps.

The important is that every (micro-) function elaborates on that which enables sub-
sequent functionality, since the emergent property constitutes the input resources for
the subsequent function. One example is that histone modifications enables coding for
the alternative splicing: histone modifications constitute the materialisation functional-
ity; coding constitutes a functionality of the communicative interaction; and alternative
splicing belong with the regulatory (also including prioritization) functionality.

2.2.6  Step 6: Identifying Holes in the Model

Are there wholes — i.e. missing or insubstantial pieces of information — in the model?
This could for instance have the following three causes of origin: 1) incomplete domain
knowledge; 2) incomplete literature search; and/or 3) a flaw in the template information
model. The purpose of this step is to identify and subsequently — if feasible — fill poten-
tial holes or otherwise remedy the cause to the problem identified.

The first two candidate risks are discussed in the Part 3, Discussion, while analysis
of the last candidate cause is referred in its entirety to Section 18.1.

2.2.7  Step 7: Evaluation of the Model

This step comprises validation of the final model as coherent and convincing.
Modelling based on the Mereon Matrix is judged to be successfully accomplished
under the following two conditions:

1) That there is an adequate match at macro and micro levels between data and
information of the knowledge domain and properties of the Mereon Matrix;
for instance, a) is the progression from one micro-function to the next smooth,
continuous and coherent; b) are there chunks of information in the knowledge
domain that has not found their place in the model? ¢) ... or the other way
around, are there significant holes in the model? If so, identify the reason
behind!

2) When Principles of the template information model are sequentially addressed
at both macro and micro levels and at a sufficient level of detail
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This validation is addressed in much more detail in Chapter 12.
2.3 Quality Management of Input Sources

Since no one is and cannot be domain expert in each and every niche dealt with at the
continued detailed modelling of molecular genetics, the quality management of domain
knowledge used as an input source of information had to be handled explicitly:

A) Literature search: The reference list from [1] served as a fairly up-to-date
entry point. The literature search was iterative and incremental, using in par-
ticular the PubMed literature database. The search process iterated steadily
between a) topic-oriented search (with synonyms), b) search of key authors, c)
exploiting PubMed’s concept of ‘related papers’ and ‘topic reviews’, d)
tracing reference lists for significant papers on the topic in question, as well as
¢) numerous journal mailing lists that have been followed for years and hence
have led to a growing personal knowledge base. The experience from [1] was
that the literature of the domain of molecular genetics was extensive for
almost every aspect dealt with, although more extensive for the hard-core
biochemical aspects of human molecular genetics than the more ‘soft’ aspects
also appearing within the domain of evolution.

B) Through consensus seeking: It is not the aim of this study to be exhaustive, but
comprehensive, while appraising the scope and strength of each candidate
paper. One of the lessons from [1] was that the speed of progress in the
domain of human molecular genetics is huge, and therefore the one review
follows or competes with another. Consequently, consensus seeking is made
feasible by taking advantage of reviews. Since these reviews are neither meta-
analyses in the Cochrane sense nor systematic reviews, there are no explicit
inclusion and exclusion criteria related to for instance methods or biases or the
like, neither in the literature nor in the search for information. To the extent
feasible, a consensus will be deduced by ordinary scientific principles, while
considering the fidelity of each paper.

C) Age of references: Again, based on the experiences from performing the
modelling work included in the Mereon Matrix book, the focus will be on
recent literature to secure most recent insight, with the exception of some
classical papers (Darwin is one obvious example) and some key authors.

D) Quality of papers: This criterion is in general more subjective:

a) The handling of references as evidence (cf. [13]). Of particular impor-
tance in the present context is the appropriate transmission of uncer-
tainty of conclusions within papers, taking their methods, potential bias
(e.g. in terms of inclusivity), etc., into consideration in the resulting
citations. Citations are extensively used to secure accuracy of state-
ments while attending to their context, but also to give full credit to
such sources of evidence;

b) Method bias was observed in particular through the harsh debates on
some topics, and had to be handled explicitly;

¢) Most reference lists for papers within this knowledge domain are
extensive, but in a couple of cases the age distribution of references
within a given reference list was outdated compared to the publication
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date of the reference itself, and hence, this issue had to be handled
explicitly to minimize holes in the model;

d) Observing the papers’ self-assessment and their discussion of weak-
nesses and strengths of methods and conclusions, as well as assessment
of assumptions’ validity, as for instance is common in statistics and
probability theory;

e) A final criterion is comprehensibility: a couple of papers were dis-
carded because of repeated ambiguity of statements and lack of defini-
tion of key concepts. No articles were disregarded on the basis of only
linguistic problems (loose speaking) such as in the following example:
“Kin selection theory is a kind of causal analysis.”.

2.4 The Concept of Perspectives

Our understanding of the concept of ‘perspective’ originates from the early days within
the systems development domain where it was defined as “assumptions on the nature of
the working processes and how people interact in an organizational setting” ([14]), see
also the extended discussion in [15] from which this presentation is an excerpt. Implicit
or non-conscious models of understanding behind the principles form the basis for our
methods and management principles and thus for how we deal with things in a
project/study. The concept of ‘perspective’ stands for hidden aspects and assumptions
deeply buried in the design and application of methods. In a generalized version,
‘perspective’ is the implicit assumptions of (cause-effect relations within) the object of
study. So, ‘perspective’ is synonymous with that aggregation of (conscious or subcon-
scious, epistemological and ontological) assumptions of causal relationships, e.g.
cause/effect relationships in a given object, in combination with imprinted attitudes
guiding our decision making. This should be seen in the context of our — often subcon-
scious — culturally conditioned way of perceiving a situation and interpreting obser-
vations. Few method designers are aware that our cultural background (professional,
religious and national) alone maintains a series of tacit assumptions affecting our way
of acting and perceiving things; see for instance ([16], [17], [18], [19]).

Caused by the tacit nature, some perspectives may contain pitfalls, where the
perspective of a method conflicts with the actual purpose, which the method is intended
to be used for. This is why this concept is so important in a modelling context.

The Mereon Matrix has three symmetry axes along which the structural complex-
ity appears different (see Chapter 6 in [2]), even if it is the same object looked at, while
looking at it from those three different ‘angles’, like a hologram. In an information
model context, this corresponds to three different perspectives.

An example in [2] (Chapter 2) from modelling the Mereon Matrix shows that the
above impact of ‘perspective’ is the case not only for somewhat abstract decision-
making, but also in a concrete physical context of observation. Actually, one only
needs to think of paintings to get that the painter’s angle of observing an object impacts
the picture, although the resulting model on the canvas is also coloured by the state of
the artist’s mind and his/her mastered techniques. The conclusion that came out of the
observation from modelling the Mereon Matrix was that the different ‘angles’ of obser-
vation of a single object are equally valid and coexist. Therefore, the Mereon Matrix’s
template information model suggests that a pluralistic approach likely is the accurate
one.



Part 2: The Unifying Theory of Evolution

The purpose of this part is to provide a framework that encompasses a representative
set of theories on evolution achieved since Darwin’s publication of his theory more
than 150 years ago in order to illustrate how these theories plug into a single shared
framework and together create a coherent wholeness, the Unifying Theory of Evolu-
tion. It is not the purpose here to provide a review of the individual theories of evolu-
tion within the literature or to reconcile them, only to describe them to an extend that
justifies their role within the wholeness.
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3 Perspectives in Evolution

Abstract. The various schools of evolutionary theories are evident in the literature
on biological evolution. By means of an existing template information model, the
author succeeded in unifying all evolutionary theories into one shared framework
consisting of three perspectives for each of seven functions that operates in a se-
quential manner. This chapter presents the overall Unifying Theory of Evolution,
while subsequent chapters put detail on each of the functions and perspectives.

Keywords. Mereon Matrix, template information model, perspectives, evolution,
Standard Evolutionary Theory, Extended Evolutionary Synthesis, Inevitable Evo-
lution Theory, Unifying Theory, natural selection, survival of the fittest

The essence of Darwin’s evolutionary theory may be summarised in terms of the
following excerpt “As many more individuals of each species are born than can
possibly survive; and as, consequently, there is a frequently recurring struggle for
existence, it follows that any being, if it differ however slightly from its population of
fellow beings in any manner profitable to itself, under the complex and sometimes
varying conditions of life, will have a better chance of surviving, and thus be naturally
selected. From the strong principle of inheritance, any selected variety will tend to
propagate its new and modified form.” ([20] pages 4-5).

“A widely accepted definition of evolution is change in the genetic composition of
populations, ...” says ([3] page 5), while explaining the traditional view on evolution.
Such definition unfortunately is operational by nature in that the enumerating part of
the definition is expressed in terms of measures or measurable characteristics of the
subject defined — that is, the definition per se excludes other perspectives and new
understandings and thus induces a circular inference in the derived science, with the
unfortunate side effect of debilitation. Therefore, a better — and functional — definition
of evolution was searched, found among others in [11] and subsequently elaborated;
see Section 1.2: “Evolution is the combined set of principles and mechanisms that
permanently and heritably implements the cumulative change occurring in the form and
mode of existence of a population of organisms in the course of successive generations
related by descent”. This definition leaves the opportunity for exploring various causal
explanations to Darwin’s evolutionary theory and theories gained in the period follow-
ing him.

The deep controversies among schools of evolutionary theories quickly became
prominent to the author. The viewpoints of each of the opposing parties all seemed
justifiable, as argued in their respective contributions to the domain literature. An eluci-
dation was needed. For the reader, the below will explain that the author of the present
paper is neither pro nor con either of these competitive theories but rather have a
pluralistic (dialectical) view on evolutionary theories, where ‘opposites’ are in a mutu-
ally constituting relationship, opposites are united and interpenetrate each other. Laland
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and co-workers say “a plurality of perspectives in science is healthy, as it encourages
consideration of a greater diversity of hypotheses, and instigates empirical research,
including the investigation of new phenomena.” ([3] page 10). That is, among the
perspectives there is not a single winner that has priority over the others; they co-exist
in a constructive relationship.

The ‘controversy’ that ignited the idea of incorporating the characteristic of three
perspectives from the template information model into the modelling work is noticea-
ble from Laland and co-workers’ commentary in Nature, [4]: Devotees of the Extended
Evolutionary Synthesis express that they can contribute to the understanding of evolu-
tion by means of their theory, while the devotees of the Standard Evolutionary Theory
claim that they can fully and appropriately explain the entirety by means of their
models; this includes taking advantage of the properties of plasticity within their per-
spective on evolution as ‘smoothening’ the fitness landscape as phrased by Frank in
[21]. Both parties are right — that shows the paradox. They are both right with respect
to each their observations and subsequent explanation models (provided that objective
scientific criteria are met in the various scientific studies). What is wrong is the attitude
that these theories cannot coexist as evolutionary factors in their own right, and this is
what the perspectives in the Mereon Matrix shows. From a Mereon Matrix perspective,
the various theories are not (necessarily) mutually independent, nor mutually exclusive,
but may be cooperative principles and mechanisms.

The paradox in perspectives is illustrated within [2], and the paradox vanishes the
minute one sees and understands its causal origin. An analogy that might ease under-
standing the coexistence of different perspectives is that of the wave and particle prop-
erties of light; one cannot observe both at the same time, but they are nevertheless
equally valid and coexist at all times. That is, one observes the same object/system
from two different ‘angles’. This paradox in scientific discovery showed the present
author a new perspective on the application domain of evolution and its theories and
controversies. In the context of evolutionary theories, it means that the contrasting
theories are not necessarily mutually independent, nor mutually exclusive but coopera-
tive principles and mechanisms.

The Mereon Matrix shows that there are three perspectives. Immediately notice-
able from Laland and co-workers’ commentary in Nature, [4], are the Standard Evolu-
tionary Theory and the Extended Evolutionary Synthesis. Therefore, what is the third
perspective? It might be Witting’s ‘Inevitable Evolution’ in [22]; see Section 4.1. An
alternative could be the ‘Constructive neutral evolution’ described among others by
Stoltzfus in [23]. The underlying theory and assumptions of Witting’s model and the
constructive neutral evolution model are both sufficiently different from those of the
other two perspectives, but neither can cover the entire perspective on its own from
Function 1 to Function 7. Further, since the other two perspectives are based on genes,
it has to be a theory that will enable us to find an explanation to pre-life evolution
(discussed in Chapter 11) and which still fits into the model. Therefore, the ‘inevitable
evolution’ is the preferred candidate. Unfortunately, Witting’s theory is yet so new and
controversial that it has until now gained insufficient attention to be verified by other
research groups, so the proof of this choice comes with the modelling — it will soon fail
in the modelling process if it does not work as the third perspective. The modelling is
continued with his theory as the third perspective.

Now is the time to summarise how evolutionary aspects are grouped according to
this viewpoint of diverging perspectives.
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A very first and simple abstraction of the three axes immediately came up and is
elaborated in tabular form in Table 1:

A) According to the Standard Evolutionary Theory (abbreviated ‘SET’), evolu-
tion is based entirely on changes in the genome (i.e. DNA), the contents of
which is often denoted ‘information’, and changes in biological functionality
is based on changes in DNA. Thus, this perspective could be called ‘infor-
mation-based’.

B) Without attempting to define knowledge, ‘knowledge’ is perceived as infor-
mation processed within a context. Epigenetics is the regulatory principle for
applying the information represented within the genotype throughout the life-
cycle of the biological system; therefore the term ‘knowledge-based’ is sug-
gested to capture the essence of the Extended Evolutionary Synthesis (abbre-
viated ‘EES’); however, this should not be confused with the computer
science term ‘knowledge-based’ systems for systems based on artificial intelli-
gence. When looking at the rightmost column in Table 1, one sees that there is
a ‘learning’ (adaptability) element in each part of their functionality.

C) Then to complete the metaphor, the ‘Inevitable Evolution’ theory (abbreviated
‘IET’) will be the ‘data-based’ axis in evolution. Looking at the functionality
one sees that the functionality actually is based on something comparable to
the concept of ‘data’: energy, density, population data, and so on, - that is,
basic physical measures as opposed to anything interpreted within a context.
Therefore, in analogy, this also includes instinct-based actions /behaviour at
the higher functions.

Another and perhaps better way of characterising the three perspectives is in terms
of their key features: constituent, acquired and adaptive properties, for IET, SET and
EES, respectively. These distinctions of the views on the perspectives have been useful
in identifying the positioning of various evolutionary theories. A further note, this
distinction between ‘acquired’ and ‘adaptive’ is not conflicting with the characteristics
in [24] (and others) that SET is based on ‘random’ mutational changes and that evolu-
tion from the neo-Darwinian perspective is acquired through an adaptive process where
the end result arises from subsequent selection while evolution within EES’s perspec-
tive is ‘directional’ (non-random, intentional) — that is, the former type of adaptation is
retro-active/reactive while the latter is pro-active in its adaptation. This is an important
distinction.

Note that by this categorisation in the three perspectives there is no intention to
diminish, disrespect or favour any of the three axes. They are complementary with each
their right within the wholeness.

Also note that as they are merely different views on what is going on at the same
time, they operate in parallel and may interact with each other. Further, the outcome of
one of them at the execution of a given function may be applied (exploited) by the
others in any subsequent function.

The above views on the three perspectives were used intensely in the modelling
and gave valuable inspiration for structuring the information and filling holes, the result
of which constitutes Table 1 in its present form. Note that there are deliberately more



20 Jytte Brender McNair

than one appearance of some of the concepts (or a variety thereof); they are analogous,
yet different. In some cases, following the identification of an empty cell in the table,
pieces of information were identified in the literature, while in other cases a dedicated
supplementary literature search was performed and resulted in actual studies on the
topic.

The multiple appearances of single aspects, like ‘collective decision-making’ that
appear for both Inevitable Evolution and the Standard Evolutionary Theories, need a
little explanation. For Inevitable Evolution Theory, the collective decision-making may
be based on a system of connected stimuli and response in single celled organisms or
the forces driving the seasonal migratory navigation of birds. For Standard Evolution-
ary Theory, an example might be the decision-making mechanism within a group of
lions foraging for food. The decision-making patterns corresponding to the axis of
Extended Evolutionary Synthesis will be of a more complex nature and is expected to
have a stronger element of learning; therefore, the cultural aspects of decision-making
are assigned under this axis. Further examples are found under the respective functions.

Implicit from the template information model veiled behind the table, it is now
obvious that an abstraction of the emergent property of the three ‘parallel” perspectives
on a sub-function has to be identical, and their ‘union’ of actual output from the sub-
function’s operation constitutes the input for the subsequent function’s three parallel
perspectives.

Table 1: Overview of the functionality assigned to the three paradigmatic evolutionary theories. See more

explanatory details in the main text. Even if the text in the headline says “Neo-xx philosophy”, this should

not be interpreted literally, as the Unifying Theory of Evolution goes beyond and extends such constraining
interpretation.

Function

Inevitable Evolution
Theory (IET)

Philosophy: A basic driving
force behind evolution is
‘Energetic state’”, i.e. Laws
of physics, like e.g. Quantum
Mechanics and thermo-
dynamics

Standard Evolutionary
Theory (SET)

Neo-Darwinian philosophy:
The basic driving force
behind evolution is all kinds
of genotype changes.

Extended Evolutionary
Synthesis (EES)

Neo-Lamarckian
philosophy: Basic driving
forces behind evolution is a)
a force adapting animals to
their local environments and
differentiating them from
each other, and b) a force
driving animals from simple
to complex forms.

Maturation of resources, also
depending on:

e Self-organised criticality
e  Punctuated equilibria

Maturation of the phenotype
from the genotype, including:

e  Self-organised criticality
e Punctuated equilibria

Maturation of the phenotype
from the genotype, including:

e Plasticity

e Modularity and
supergenes

e  Genetic stabilisation

e  Genetic accommodation

4 Witting in [22] does not define precisely what he means by the ‘energetic state’ of an organism. The
best guess is for instance the laws of thermodynamics that anyway are applicable for all (bio-) chemical
processes.
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Inter-individual interactive
behaviour/dynamics,
regulated through density-
dependent (competitive)
interaction:

e Quorum sensing

e Electrical signalling

e Frequency-dependent
competitive interaction

Inter-individual interactive
behaviour/dynamics,
regulated through individual
interactive behaviours, kin
selection, including:

e Altruism

e Greenbeards

e Cooperation &
Reciprocity

e Aposematism

e Prokaryotic adaptive
immunity system

Inter-individual interactive
behaviour/dynamics, -
adaptive processes regulated
through mutual interactions
and communicative
interaction with the
environment:

e Plasticity
o  Epigenetic
foundation for
behavioural
patterns
e  Prokaryotic adaptive
immunity system

Meta-population dynamics:

e Flock dynamics

Meta-population dynamics:

e  Group dynamics, multi-
level selection
e  Group behaviours
o Cheating and
deception in the
context of group
dynamics and
cooperation

Meta-population dynamics,
adaptive processes:

e Acquired team
behaviours, social
plasticity

Constitutive (instinctual
/reflex-based) collective
decision making — without
learning:

e Collective movement
patterns, such as:

o Shoal/flock
behaviour

o Sheltering

o  Dispersal
/migration

Collective cognition /
acquired rule-based decision-
making preferences:

e Collective action
patterns, such as:

o  Dispersal
/migration

o  Fission-fusion
societies

o Misc. decision-
making aspects

Collective cognition,
acquired value-based
preferences in decision-
making strategies:

e  Culture, including

o  Religion
o  Institutions
o Politics

e Informed (adaptive)
dispersal / migration

Constituent properties in
orchestration:

e Interspecies dynamics,

including:
o Symbiosis and
parasitism

o Interspecies
cheating and
deception

o Interspecific killing

e Time & timing
e Fidelity

Acquired properties in
orchestration:
e  Speciation

o Developmental
symbiosis

e  Specialisation
e Time & timing

o  Fidelity

Adaptive properties in
orchestration:

e Speciation
e Specialisation

o Eusociality

o Social patterning
e Time & timing

o Life-history theory
e  Fidelity
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6 Constituent processes in
evolvability:

e ‘Inevitable evolution’ as
a result of stochastic

Acquired processes in
evolvability:

e  Evolution of
‘evolvability’ in a

Adaptive processes in
evolvability:

e Homeorhesis

o Population genetics

variation complex space of o  Constructive neutral
comblnat.o.rlal evolution
opportunitics o Horizontal gene
o Population genetics transfer
o Horizontal gene o Selfish genes
transfer
o Selfish genes
7 Constituent integration Intentional integration Adaptive integration
processes: processes: processes:
e Niche construction e  Niche construction e Niche construction
e ‘Resource enhancement o Reciprocal niche o Reciprocity
altruism’ construction o Technology factors

Note that the model is ‘linear’ when followed for the various perspectives
individually (because the traversal from Function 1 to 7 is sequential), but transactional
when viewing the perspectives horizontally for a given function. Also note that neither
perspective has priority over any of the other two.

We have kept the literature’s concept names rather than renaming them, even if
this may appear odd in some places.

Be aware that these three axes were not visible at the higher levels of the model —
that is, in [1] — given an insufficient level of details.

Witting writes “The proposed process does not deny a role for contingency in
evolution by natural selection, it finds only that the traditional view is incomplete ...”
([22] page 260). So, he knows that the paradigmatic evolutionary theories are not
mutually exclusive, but co-exist. Witting even says that “At a first glance it is probably
fair to say that many patterns of large-scale evolution on Earth can be argued to be con-
sistent with both contingent evolution by historical selection and inevitable evolution
by deterministic selection.” ([22] page 262). Thereby, he expresses a viewpoint shared
with the Mereon Matrix, namely that different perspectives may each explain certain
properties of a system; however, one perspective may be better at explaining some
parts and another perspective may be better at explaining another part of the entirety.

Note that the functionalities listed in the table gradually zooms out from functions
related to individuals, to group-internal aspects (a localized population), to aspects of a
group as a part of the global setting; all of that while nature decides who to select as the
fittest. Also note that different strategies face different evolutionary constraints (selec-
tion pressures).

When going back to the pre-life period, evolution must have been driven solely by
the laws of physics and stochasticity, because there was no DNA (or RNA for that
sake) that served as carrier of information in the evolutionary sense. This does not
imply that the Standard Evolutionary Theory was absent or non-existent at that time,
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but it had no input resources to operate on and hence left no trace of its existence. At
some point in time, RNA existed as the only type of organismal genetic material, so
also this period should be taken into account when evolutionary mechanisms are
discussed. Moreover, there must have been a time in evolution where plasticity didn’t
exist and hence had no role in evolution, simply because it had not yet been generated
at evolution. So, one cannot justify rejecting plasticity today as an evolutionary theory
in its own right. The three perspectives of functions co-exist throughout time, although
one or more of them may presently (or at some time in the past) take the extreme
manifestation of ‘nil” for a given function for the presently known functionalities in
evolution. An alternative (or supplementary) explanation to empty cells in the Unifying
Theory of Evolution may be that there are theories and mechanisms that exists at
present but which have not yet been revealed to the evolutionary scientists.

Thus, given the assumption that the Mereon Matrix template information model is
valid, in case the author is unable to fill in all the blanks this does not necessarily mean
that a given functionality does not have a content, only that the author personally hasn’t
identified it yet within the literature, or that researchers have not yet reported it within
the generally available literature that is indexed in the literature databases.

Since all three perspectives are present at all times, each species can have all three
kinds of decision-making. Here, an example may be valuable: Individuals of the human
species’ may in different contexts show instinctual decision-making (e.g. some defence
mechanisms, and at caring for progeny), rule-based decision-making (e.g. at executing
craftsmanship) and value-based decision-making strategies (e.g. in culture). However,
since the various species are different with respect to their bodily features, one should
not expect all of the species to exhibit all three kinds. Moreover, for instance the
development of cognitive abilities will make a highly significant difference in some of
the functions, like Function 4, which is concerned with decision making.

Finally, note that resources within the system of evolution are shared among the
three perspectives all along the processing/progress at traversal through the functions.
Consequently, as an example, a function that operates according to the Standard Evolu-
tionary Theory acts upon the emergent property from the previous functions, such as
the outcome of plasticity.

Since the three axes of functions are independent, co-exist and cooperate, one may
explain the performance of the system as follows: The axis able to best, fastest, and/or
with least cost or risk (in some context) while processing the available resources is the
‘winner’ and consumes (most of) the resources, in a manner analogous to water
running downhill where the landscape is lowest; and where there is a dead-end valley,
the water will accumulate until higher than the lowest pass. Think fractal, the resources
are processed according to aptness of the functionality available at that level of
functions within the system.

5 Mayr’s definition of ‘species’ is “a system of panmictic populations that are genetically isolated from
other such systems” ([24] page 5) — that is, they are able to interbreed freely to produce fertile offspring
(1.
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4: Materialisation: Readying for the Evolutionary
Pressure, Survival of the Fitted

Abstract. Function 1, materialisation (see Table 2 and Table 3 in Chapter 14), is
concerned with the system-internal readying of the system’s resources for the
evolutionary pressure — that is, establishing the phenotype. In this process, unfit
resources are deselected, and at the same time the maturation process bring about
the potential of the phenotype adapting to its environmental conditions. Thus, the
principle of this function is ‘survival of the fitted, fitting to survive’, and the
mechanism is ‘natural selection of unfit phenotypes during the maturation of phe-
notype traits’, explained for the three perspectives: Standard Evolutionary Theory,
Inevitable Evolution Theory and Extended Evolutionary Synthesis.

Keywords: Natural selection, survival of the fittest, Standard Evolutionary
Theory, Extended Evolutionary Synthesis, Inevitable Evolution Theory, develop-
mental biology, ontogeny, epigenetics, adaptation, self-organised criticality, punc-
tuated equilibria, plasticity, modularity, supergenes, genetic stabilisation, genetic
accommodation, genetic assimilation, genetic compensation, transgenerational epi-
genetics, cryptic variation

Here, the study of Wang and co-workers ([25]) comes in, deselection of obvious fatali-
ties — that is, the non-fit phenotypes are aborted and will not participate in the subse-
quent evolutionary selections. They report that the success rate of a pregnancy (in
humans) is less than two thirds for all conceptions detected at Day 16 after conception.
It seems justifiable to state that the most severe (lethal) genetic changes are naturally
aborted first, meaning that the total rate of success may even be significantly smaller
than the mentioned two-thirds during the early pregnancy. As some non-viable changes
may survive the threshold of Day 16 detection of a pregnancy, the numbers tell us
something about the remarkably high error rate. One could call this ‘purifying selec-
tion’ in its literal sense. Evolution is not the result of imprecision, but of natural experi-
mentation. All in all, this indicates that Function 1, developmental biology, is a gate
keeper; non-viable resources are dismissed and will not enter further into the system.

Following this, de-selection comes a continuous development to increase the
fitness toward given external and internal conditions. Such development is laid out in
previous generations; and in this process further adaptation to external conditions will
be advantageous. Therefore, in addition to genomic changes plasticity and epigenetics
are perceived as founding factors to bring in.

This leads to the formulation of the principle and mechanism for this function:

Principle: Survival of the fitted

Mechanism: Natural exclusion of unfit phenotypes during maturation of pheno-
type traits

Emergent property: Selected, matured phenotype
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Mechanisms generating variation are not all mutually exclusive and may all have
contributed to who/what we humans — as well as other species — are today. Combining
the methodological opportunities for evolution will lead to an explosion of the solution
space. The principle ‘Survival of the fitted’ will secure that phenotypes unfit for the
environment will not survive and so are sorted out, while those with tolerated non-
lethal changes will withstand within the population of beings and may become silent
phenotype properties until they specifically turn out to be advantageous or the opposite.

Stochasticity — that is (in the present context), biological noise (molecular and/or
phenotypic variance), in any biological process is a factor that cannot be ignored in
relation to evolution, since it may increase the variation that is the basis for the process
of selection, see for instance the review of [26] and dedicated papers, like [27], to find
more on this topic.

Here, even if the emergent property is stated as ‘matured phenotype’, it may never-
theless be matured at many levels — just think of the state transitions from a new-born
baby, over child, adulthood, adolescence, and till senescence, which are all in them-
selves stable states while a shift from one state to the next is characterised by a series of
smooth changes in biology that are all available for evolutionary pressure, and so is the
resulting phenotype at each stage.

Inevitable Evolution Theory Standard Evolutionary Theory Extended Evolutionary

(IET) (SET) Synthesis (EES)

Maturation of resources, also Maturation of the phenotype from  Maturation of the phenotype from
depending on: the genotype, including: the genotype, including:

e Self-organised criticality o Self-organised criticality e Plasticity

e Punctuated equilibria e Punctuated equilibria Modularity and supergenes

L ]
e  Genetic stabilisation
e Genetic accommodation

4.1  Physical Foundation behind Evolution, ‘Inevitable Evolution Theory’

The basic mechanism for evolution according to Witting in [22] selection is operating
on energetic states, which the present author interprets broadly as the laws of nature
and physics, such as the laws of thermodynamics and quantum mechanics.

The metaphor of a landscape and the example of prions may illustrate what is
meant by energetic state: A prion is a subgroup of proteins with the specific property
that it can exist in various structural conformations of which one is pathological and
has a self-catalytic ability, meaning that it can promote conformational change of other
samples of the same protein to acquire the same pathological conformation. Each of the
multiple conformations corresponds to a specific energetic state, and thus one may
view these as appearing within a landscape of energy states. Since the prion state is
irreversible and easily accessible under certain conditions, its energy state — in the
mountain landscape metaphor — would correspond to a deep valley hidden behind a
ridge of mountains, from where it is impossible to escape, while other conformational
states may be switched from one to another.

Witting’s idea regarding a basic driving force behind evolution is the ‘energetic
state’, about which he says “A new formulation of thermodynamics in biological
evolution was suggested by Pross (refs). He noted that the replication reaction is an
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extreme expression of kinetic control where the thermodynamic requirements play a
supporting, rather than a directing, role.” ([22] pages 283-4). Thus, his statement of
‘energetic state’ is perceived as the laws of nature (e.g. thermodynamics and quantum
mechanics), and that these are elements behind the processes involved in evolution: For
molecular systems, according to thermodynamics, the landscape of energetic maxima
and minima of molecular chemical and physical processes determines a natural se-
quence of transitions (whether or not catalysed) that developments are forced to follow,
and hence they define the path of selected transitions. Thus, such developments are not
by-chance-changes and hence not random system developments but a change driven by
natural forces.

Witting’s idea of an evolutionary principle based on energetic state is not that far
from the argument that all biochemical processes must obey the laws of nature, and that
this therefore has to include all processes behind evolution; it will explain and make
incorporation of the pre-life evolution into the theory of evolution feasible (see Section
11 within the Discussion). So, it is likely that his suggested evolutionary theory may
have a role in evolution, and in such case it belongs in this perspective, starting with
theories related to maturation of resources.

In summary, the readying of resources (materialisation) specifically in the context
of Inevitable Evolution Theory is concerned with that part of the development of the
phenotype, which takes place according to the principles of the laws of physics.
However, whether it is a major or minor player in evolution is another question that the
author will abstain from discussing.

4.1.1  Self-Organised Criticality and Punctuated Equilibria

Note that the mechanism behind the theory of self-organised criticality and punctuated
equilibria is based entirely on the laws of physics — although taking ‘advantage’ of the
outcome (accumulated mutations) from previous functions/traversals of functions, and
this is why it is included both for the Inevitable Evolution Theory and for the Standard
Evolutionary Theory in Section 4.2.1.

Bak and co-workers (in [28], [29]) discuss self-organised criticality and punctuated
equilibria in relation to evolution. Punctuated equilibria here serves as an evolutionary
theory suggesting that the evolution for a given species as a whole shifts between
phases of stasis (where latent changes may accumulate) and phases of very rapid
morphological change (denoted ‘devils’ staircase’), based on accumulated mutational
changes. Punctuated equilibria take place when the local change in the fitness land-
scape (for the species as a whole) has developed to a point that requires adaptive
activity (‘avalanche’).

The mechanism behind punctuated equilibria is the self-organised criticality; Bak
has previously illustrated the principle with the metaphor of a sand pile on which new
grains of sand are continuously and slowly poured and as a consequence cause ‘ava-
lanches’, each time the system reaches a critical state (see a brief account in [29]). The
sand grains (in the sand pile metaphor) may be compared to mutations and the system
to an evolving organism; according to this model, the spontaneous transition arises as a
result of accumulated simple local interactions / events, and leading to complexity.

There seem to be an emerging consensus that this is a general phenomenon in
nature and hence also in biology and evolution; it has been investigated for forest fires,
earth quakes, and biological systems like nervous systems in terms of cell cultures,
brain slices, and anaesthetised rats. However, although the experimental evidence of
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self-organised criticality as the fundamental mechanisms behind neural systems has
been investigated for some years, it is still controversial; see for instance the review of
[30]. Still, these authors conclude from their review that (for brain functions) the model
of self-organised criticality as a mechanism of the brain is both feasible and plausible,
and preferred over other alternatives. And, if it is a general principle, then it is
definitely possible that we will also find it elsewhere in biology, which may include
evolution.

In short, there is no conclusive evidence at present of punctuated equilibria and
self-organised criticality as elements in an evolutionary theory as suggested by [28] and
[29], but indications suggest that this is both feasible and plausible.

4.2 Genotype Change as Driver of Evolution, ‘Standard Evolutionary Theory’

The basic mechanism for evolution according to the Standard Evolutionary Theory is
selection operating on mutation-based fitness characteristics of the phenotype, corre-
sponding to an opportunistic trial-&-error with no a priori principles to determine
directionality.

The essence of the Standard Evolutionary Theory is excellently summarised in
Laland and co-workers’ commentary in the journal Nature, [4], and in a follow-up by
the same group in [3]. The essence is that the story, which the Standard Evolutionary
Theory tells, is simple: “new variation arises through random genetic mutation; inher-
itance occurs through DNA; and natural selection is the sole cause of adaptation, the
process by which organisms become well-suited to their environments.” ([4] page 162).
Thus, the conception behind the Standard Evolutionary Theory is that the mechanisms
behind evolution are based entirely on accumulated mutations. The characterisation in
[4] continues with “In this view, the complexity of biological development — the
changes that occur as an organism grows and ages — are of secondary, even minor,
importance.”; — that is, according to the Standard Evolutionary Theory, the sole driver
of evolution is changes occurring through DNA, and that the arguments of devotees of
the Extended Evolutionary Synthesis (such as niche construction, plasticity, and epi-
genetic inheritance) are already well integrated in evolutionary biology and therefore
does not need a separate theory.

Back to the topic of genotype changes as drivers of evolution: Bihlmeyer and co-
workers in an impressive 17 cohort study collected worldwide ([31]) conclude that
“This effect was consistent between European and African Ancestry cohorts, men and
women, and major causes of death (cancer and cardiovascular disease), demonstrating
the broad positive impact of genetic diversity on human survival.” ([31] abstract), with
an estimated mean decrease of a person’s risk of death by 1.57 % per standard devia-
tion of heterozygosity that an individual has above the mean value. So, they demon-
strate that even a small genetic diversity is indeed an evolutionary advantage.

In this context, all mutations, relocations (translocations), gene drift, inversions,
etc., serve as parts of the foundation for evolution; some arise during mitosis or
meiosis, and others again at any other organismal (e.g. regulatory) processes that fail.
So, the key point here is as said in [1] (page 373) and also cited above:

“... Evolution is not the result of imprecision, but of natural experimentation; it is not
intentional in a cognitive decision-making sense, but in how that when a renewed resource
turns out to be supportive for the wholeness of the cell and its greater context (the body as
an expressed phenotype) it is exploited to its max through selection.”

(end of citation).
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Inspired by Figure 1 in Innan & Kondrashov in [32], a possible mechanism for
how the effect of punctuated equilibria and self-organised criticality come into play
might be as follows: cryptic variation continues to accumulate in individuals who
reproduce and thereby it will also accumulate in the population. At some point in time,
a fate-determining event or condition happens that opens for the exploitation of parts of
the potential within the accumulated cryptic variation, and which thereby becomes a
visible part of the phenotype trait. Following this, a preservation phase starts to main-
tain and secure continued availability of that gene expression, while the new phenotype
engages in the natural selection process.

In short, the readying of the resources at this perspective comprises maturation of
the phenotype to a point making it applicable for the selection pressure, and in this
respect also factors influencing this process in various ways.

4.2.1  Self-Organised Criticality and Punctuated Equilibria

The mechanism behind the theory of self-organised criticality and punctuated equilibria
is based on laws from physics, suggested by Bak and co-workers (in [28], [29]) as a
factor in evolution. Since it is based on laws of physics, it is referred to the Inevitable
Evolution Theory, but the present author find that it is also relevant for the Standard
Evolutionary Theory, as it may provide a mechanism to explain sudden major evolu-
tionary jumps based on the ability to accumulate mutations.

A little more information on this theory may be found in Section 4.1.1.

However, as also pointed out in Section 4.1.1, there is at present no conclusive
evidence of punctuated equilibria and self-organised criticality as elements in an evolu-
tionary theory, as suggested by [28] and [29], but indications suggest that this is both
feasible and plausible.

4.3 Regulation of Gene Expression as Driver of Evolution, ‘Extended Evolutionary
Synthesis’

As for the Standard Evolutionary Theory, the readying of resources here comprises
maturation of the phenotype to a point that makes the phenotype ready for the selection
pressure.

Beldade and co-workers introduce their article by the following simple and expres-
sive statement that clearly contradicts the attitude among devotees of the Standard
Evolutionary Theory: “It has become clear that the environment is more than just a
filter of phenotypic variation during the transgenerational process of natural selection,
as it also plays a key role in generating variation during organismal development.”
([33] page 1347). After all, it is the phenotype that is the target of natural selection, not
the genotype.

The basic mechanism for evolution according to the Extended Evolutionary
Synthesis is selection operating on fitness characteristics arising as consequence of
adaptive changes in the phenotype driven by organismal (e.g. regulatory) processes by
epigenetics (including the effect of small regulatory RNAs). Thus, it constitutes a
reactive adaptability (i.e. implicitly an a priori directionality) with directed selection.
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Evolutionary developmental biology (‘evo-devo’) is closely connected to ontogeny
(the biological development of the organism), and it is believed to bias and constrain
evolutionary pathways; as referenced by Laland and co-workers in [34]. Development-
minded evolutionists argue that development processes constitute significant but
neglected evolutionary mechanisms in their own right, emphasising the roles of
developmental plasticity in evolution, especially in the formation and prevention of
novelty. However, Laland and co-workers also assert that “...it is difficult to reconcile
conventional evolutionary thinking with the view that development must be regarded as
an evolutionary process; a process that is not fully controlled by genes.” ([34] page
209).

The discussion continues in the commentary in Nature, [4] and in [3], both of
which explicitly present the two opposing views on mechanisms behind evolution. A
citation from the Nature paper clearly expresses the Extended Evolutionary Synthesis
point: “In our view, this ‘gene-centric’ focus fails to capture the full gamut of processes
that direct evolution. Missing pieces include how physical development influences the
generation of variation (developmental bias); how the environment directly shapes
organisms’ traits (plasticity); how organisms modify environments (niche construc-
tion); and how organisms transmit more than genes across generations (extra-genetic
inheritance). For the Standard Evolutionary Theory, these phenomena are just
outcomes of evolution. For the Extended Evolutionary Synthesis, they are also causes.”
([4] page 162). The counterpart, the Standard Evolutionary Theory, similarly express
their viewpoint “In essence, Standard Evolutionary Theory treats the environment as a
‘background condition’, which may trigger or modify selection, but is not itself part of
the evolutionary process.” ([4] page 162).

While the reality of epigenetic inheritance is now indisputable, its significance to
the evolutionary process is less agreed upon by everyone. Epigenetics is a major factor
in developmental biology and therefore also a factor determining the phenotype, which
constitutes the target of natural selection, and which inevitably has an indirect or direct
effect on other evolutionary factors. For example, more or less stable epigenetic inher-
itance that silences parts of the genome will influence the rate at which nucleotide
substitutions occur (see e.g. [35]) and this way influence the mutational basis for the
subsequent evolution.

Laland an co-workers in [3] summarise the essence of the divergent views between
the Standard Evolutionary Theory and the Extended Evolutionary Synthesis in terms of
six core assumptions: i) the pre-eminence of natural selection versus reciprocal causa-
tion; ii) genetic inheritance versus inclusive inheritance; iii) random genetic variation
versus non-random phenotypic variation; iv) gradualism versus variable rates of
change; v) gene-centred perspective versus organism-centred perspective; and vi)
macro-evolutionary patterns determined by micro-evolutionary processes of selection,
mutation and gene flow versus additional evolutionary processes like developmental
bias and ecological bias (for more detail see also [4]).

The author’s view is that developmental processes will certainly influence the
evolution. One example is the epigenetic settings that regulate the developmental pro-
cesses, differentiation, influence fertility, longevity and disease resistance, and more,
and thereby throughout life prepares an individual for the evolutionary pressures; see
also the next section. Influencing for instance fertility and disease resistance interferes
with the very core of the concept of fitness. The developmental processes are the result
of the ongoing conditions, internal and external to the system, while mutations, reloca-
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tions (translocations) and more are continuously ongoing. Our metabolism constitutes
one large network of connected processes — so the developmental processes will
directly and indirectly affect the development from genotype to phenotype, and hence
also the evolutionary processes.

Consequently, developmental processes and epigenetic should definitely be con-
sidered a factor in evolution.

We prefer to apply the notion of ‘developmental biology’ for readying system
resources or their properties in terms of a state or conditions for these resources to
serve as input for subsequent evolutionary processes. Moreover, this readying is per-
ceived as an active evolutionary process and support a pluralistic perspective on evolu-
tion as this entire paper demonstrates.

In summary, the materialisation (also named ‘readying’) of resources for the evo-
lution is concerned with the maturation of the phenotype under the given environmen-
tal conditions.

4.3.1  Epigenetics as an Evolutionary Factor

Skinner defines epigenetics as “molecular processes around DNA that regulate genome
activity independent of DNA sequence and are mitotically stable ...” ([36] page 1297),
or a similar dictionary version, “the study of factors that influence gene expression but
do not alter genotype, ...” ([11]). Skinner mentions a handful of mechanisms that
implements epigenetics, such as DNA methylation (which probably should include also
the other types of DNA modifications), histone modifications, chromatin structure and
selected ncRNAs.

Methylation of DNA is an epigenetic modification of the genome that regulates
crucial aspects of its function, for instance in relation to DNA repair, CGI-based regu-
lation, and chromosome condensation during mitosis and meiosis, as well as organo-
genesis and morphogenesis. It represents a form of annotation mediating gene expres-
sion. Other kinds of epigenetic regulation are implemented through modifications of
histone with one or more (out of a series of possibilities) of usually prosthetic groups
on the amino acids in given positions on the histone variants in chromatin. From [37], it
seems that there is interplay between histone modifications and the more stable DNA
modifications (still reversible, but requiring several steps).

Epigenetic settings can be inherited over generations; see e.g. the book edited by
Tollefsbol, [38], and also Skinner’s paper, [36]. For instance, “A large number of
environmental factors from nutrition to toxicants have been shown to induce the trans-
generational inheritance of disease and phenotypic variation (ref).” ([36] page 1298),
and this has been shown in living beings as diverse as plants, insects, fish, rodents, pigs
and humans. Additionally, epigenetic processes are able to promote genetic mutations,
if not even driving genetic change, and therefore, epigenetics can directly influence the
phenotype traits as suggested by Lamarck; see also the discussion in Skinner, [36].

Valena and Moczek introduce their review with the short and strong statement “All
developmental plasticity arises through epigenetic mechanisms.” ([39] abstract) and
they conclude with “Epigenetic mechanisms feature especially prominently in devel-
opmental plasticity and its evolutionary consequences.” ([39] page 11), calling the
process ‘chaperoning action of epigenetic mechanisms’. Also other researchers refer to
epigenetic mechanisms as the regulatory principle of plasticity; see for instance [40].
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Infection with Toxoplasma gondii has several reported effects on behaviour, on
man and more, such as effects on personality, change of fear, aggression and impul-
sivity; see for instance [41], [42], [43]: “...showing that, by hypomethylation of certain
regulatory elements of key gene, Toxoplasma is able to reprogram the brain’s genetic
machinery.” ([42] page 5934). Behaviour is involved in the mechanisms determining
for instance altruism and cooperation (see Section 5.3.1), and therefore, behaviour is a
variable in evolutionary processes, in particular in relation to the communicative
interactions and to the effectiveness regulation.

Recently, the concept of transgenerational epigenetics has been acknowledged as a
factor that directly affects fitness of phenotypes and hence evolution; see chapters in
[38]. That is, the likelihood that external factors will impose an evolutionary process of
selection on the foetus is definitely present.

The concept of ‘meta-stable epialleles’ (see [44]) denote the alleles (for mammals)
in which variable expression is caused by epigenetic differences instead of genotypic
heterogeneity, and which can exist in variable epigenetic states. Obviously, these meta-
stable epialleles are a crucial factor in evolution, since they determine various traits in a
phenotype, cf. the mechanism for implementing plasticity, for instance during the
foetal development, but also later in life at acquired (non-infectious) diseases. The
reviews [35] and [45] — and more in the same book — provide long lists with examples
of epigenetic inheritance, transgenerational or through the maternal linage, and beyond.

Giuliani and co-workers in [46] suggest two different epigenetics-based mecha-
nisms that could be involved in human evolution: a) selection-based effects, which are
similar to the ‘normal’ gene-based selection; and b) detection-based effects that are
accomplished through a detection process, which leads to the generation of and
transmission of an epigenetic pattern apt to cope with the condition in question, and
which would ‘buy time’ until a new potentially adaptive genetic mutation arises.

In summary, the evidence seems convincing that epigenetics is a factor in evolu-
tion in its own right.

4.3.2  Plasticity

“Phenotypic plasticity is the capacity of a single genotype to produce different pheno-
types in response to varying environmental conditions” ([47] page 459); see also [3].
Thus, phenotypic plasticity refers to an individual’s ability to respond to environmental
changes by adjusting aspects of its phenotype (see among others the reviews [33], [39],
[40], [48]), thereby emphasising the adaptive nature of phenotypes. Adaptive pheno-
typic plasticity enables organisms to cope with environmental variability to some
extent, but also regulates the development or transition between the various alternative
phenotypes depending on environmental clues. Thus, plasticity may be 1) an integrated
part of the maturation of a phenotype, responding to the given conditions during the
development, or 2) an active response to a change in the environment. The former role
relates to the ‘structural components coming into play’, while the latter relates to
‘communicative interactions’ within the template information model (see Chapter 5);
and consequently, these two aspects will be dealt with separately, here and for the
following function, respectively.

Plasticity is inheritable and therefore itself subject to evolutionary mechanisms.

Aubin-Horth and Renn reference studies of actual investigation of affected genes
and emphasise that “...there is often no single gene whose change in expression has the
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power to define a biological state.” ([40] page 3769), and that modularity (see this
concept later) has a key role, precisely because of the necessary coordination of spe-
cific gene expression. In a study, which the authors reference, 171 genes were involved
in the plastic change. In another case, it was 15% of the genes studied, and in still
another study 39% of the genome; this impressive latter example was concerned with
the differential expression between the nurse and forager stage of honeybees.

Schlichting and Wund in [48] are more hesitant than [39] and [40]. They discuss
briefly the literatures’ suggested mechanisms underlying phenotypic plasticity charac-
terised in terms of observations, for instance:

e Trade-off genes, respectively stress genes, for which the expression reflects
the two extreme environmental conditions

e Genes whose patterns of expression change over time representing a core
acclimatisation set shared among populations

e  Genes with population-specific expression levels that do not change over time,
with local adaptation

e  Genes with shared time-dependent expression patterns and population-specific
expression levels

e  Genes whose plastic responses differed over time and among populations

e Changes in patterns of regulation of specific genes to provide adaptation to
particular local environmental regimes

Schlichting and Wund in [48] conclude that the evidence of a causal link between
epigenetic regulation and explanatory mechanisms behind plasticity is scarce. At the
same time, the authors suggest that genes with plastic expression profiles are more
likely to be targets of selection.

Another review from the same year, [49], also refers the mechanisms behind plas-
ticity to the domain of epigenetics. Sharov divides the overall mechanisms into four
groups, of which two are referred to the section on communicative interactions (i.e.
Chapter 5), while the other two according to Sharov are:

1) Adjustment, simply the capacity to activate or repress a certain function; this
is particularly relevant in the ontogeny;

2) Multitasking as the ability of sub-agents to handle multiple functions, for
instance the ability of bacteria to quickly develop resistance to antibiotics
because of flexible (multifunctional) enzymes — that is, an example of the
adaptability to environmental changes; a similar example of developmental
adjustment is the birch moth that changes colour when its habitat over time
changes colour;

Valena and Moczek in [39] review the epigenetic mechanisms underlying develop-
mental plasticity in their model species (Onthophagus):

e The regulation of gene expression

e Endocrine regulation; epigenetic regulation through DNA methylation. How-
ever, they say that this explicit regulation of plasticity is still poorly
understood, yet they conclude that the combined data are consistent with the
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hypothesis “that facultative methylation underlies adaptive, plastic responses
to variation in nutritional environment.” ([39] page &)

e Conditional crosstalk between developmental pathways by means of a tran-
scription factor

Beldade and co-workers in the invited review, [33], summarise a wealth of exam-
ples of plasticity and the mechanisms that implement such plasticity. Beyond the
mechanisms already mentioned in the above, these authors further mention a) a “switch
between alternative developmental trajectories that result in drastically different mor-
phologies.” ([33] page /355), but how it works seems little known at present; and b)
modularity in developmental genetic networks, as decreased pleiotropy® between
networks may facilitate the induction of different modules under different environmen-
tal conditions.

Ragsdale and co-workers study such a developmental switch that controls a
morphological plasticity of the nematode adult stage and demonstrates that this
developmental plasticity acts through a single enzyme, a sulfatase ([50]).

In short, the literature on plasticity convincingly indicates that plasticity is indeed
an evolutionary theory in its own rights. There are many more and perhaps more
convincing examples in the following chapters. We’ll refrain from discussing whether
plasticity has a major or minor role.

4.3.3  Genetic Stabilisation and Disruptive Selection

‘Stabilising selection’ is defined as “It is environmental change that elicits a hidden
portion of the reaction norm, with selection then favoring mutations that enhance
responses to the environmental factor; finally, selection ultimately favors a stabilization
of the reaction norm.” ([48] page 657). Or: “Stabilizing selection Natural selection
against individuals that deviate from an intermediate optimum; this process tends to
stabilize the phenotype. By contrast, directional selection pushes it towards either
extreme.” ([51] page 505). The important in these definitions is selection favouring
harmonisation of a population within the given context.

This type of selection decreases the variation of a phenotype within a population
over time, simply through removal of the more extreme phenotypes within a popula-
tion, and thereby making the population more homogeneous. Wikipedia (accessed 14th
April 2015) mentions the good classic example of human birth weight, where small
babies are disfavoured because of an increased rate of infections, and large babies are
disfavoured because of a higher rate of birth complications; in both cases their mortal-
ity increases and the medium size is thus favoured.

Tautz cites a study showing “that enhancer elements are indeed subject to fast
evolutionary changes but that stabilising selection can retain their functional conserva-
tion, by selecting for compensatory mutations.” ([52] page 576).

‘Disruptive selection’ has the opposite effect of ‘stabilising selection’, namely
favouring the extreme variants of a phenotype, probably because of heterozygote disad-
vantages or competitiveness among the average phenotypes. The effect of commercial
harvesting of fish at high harvest pressure is one example shown by Landi and co-

6 Pleiotropy is the “phenomenon in which a single gene is responsible for producing multiple, distinct,
apparently unrelated phenotypic effects” ([11]).
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workers in [53]. They explain that fishing policies can be selective for both size and
maturity stage; the size specific selection is caused by mesh-size and gear regulation or
from specific regulations, while maturity selectivity may arise when juveniles and
adults are spatially separated during spawning.

4.3.4  Genetic Accommodation and Phenotypic Accommodation

Genetic accommodation, assimilation and compensation comprise a set of mechanisms
with which given phenotypic variants in an evolutionary trajectory are integrated
genetically.

‘Genetic accommodation’ is defined as “a process by which phenotypic variants
that are initially strictly environmentally induced are selected to become genetically
determined (i.e. heritable)...” ([48] page 657); and leading to an increased frequency of
that phenotype. Or, similarly: “... genetic accommodation ... is a broad term referring
to evolutionary mechanisms whereby selection acting on quantitative genetic variation
moulds a novel phenotype, environmentally induced ... into an adaptive phenotype ...”
([33] page 1353). And further, “The concept of genetic accommodation describes
trans-generational mechanisms of (quantitative) genetic change that can both fine-tune
developmental plasticity or canalize development.” ([33] page 1353).

“Phenotypic accommodation refers to the mutual and often functional adjustment
of parts of an organism during development that typically does not involve genetic
mutation [ref]” ([3] pages 3-4), also promoting the emphasising that “phenotypic
accommodation could promote genetic accommodation if environmentally induced
phenotypes are subsequently stabilized and fine-tuned across generations by selection
of standing genetic variation, previously cryptic genetic variation or newly arising
mutations [refs].” ([3] page 4).

Note that “Evolution by genetic accommodation differs from the traditional view
of the evolutionary process merely in that it begins with environmental perturbations,
which through their effects on developmental processes alter the amount and nature of
genetic variation visible to selection.” ([54] page 303), so it is a proactive adaptation.

Then, as Moczek expresses it in [54]: “However, if by chance a certain environ-
mental perturbation alters development in a way that it happens to produce an adaptive
phenotype, and if by chance the same environmental perturbation results in the release
of previously cryptic genetic variation, selection on which could stabilize the newly
adaptive phenotype, then we have the principal ingredients in place for evolution by
genetic accommodation to occur and to allow environmentally induced phenotypic
variation to become heritable.” ([54] pages 301-2); where he refers to ‘cryptic varia-
tion’ as “Individuals within a population can be genetically different from each other
without leaving a signature of this difference in their phenotypes and reproductive
success.” ([54] page 300). That is, cryptic genetic variation is accumulated variation
that is not phenotypically expressed under the given environmental or genetic circum-
stances [55], and hence not available for evolutionary processes.

“Genetic accommodation does not require new mutations to occur, but it might
incorporate such mutations along with standing genetic variation, including variants
that were formerly cryptic, neutral or rare in a population.” ([55] page 2706). The
mechanisms include feedback regulation, duplicate or redundant pathways, a balance
between antagonistic processes and switch-like behaviour.
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In the example of hypoxia tolerance in humans, the genetic accommodation (the
fixing) is suggested to arise via mutations in genes regulating expression of plastic
responses to hypoxia, perhaps through the constitutive production of the hypoxia-
inducible factor signalling cascade. Genetic accommodation may be achieved for
instance through plasticity or modification of the interrelationships between traits
([48]). The advantage of plasticity may be that it may enable survival in the changed
environment and hence allow time for adaptation to such change by one or another
kind of accommodation through regular selection mechanisms. Thereby the plasticity
itself affects the evolutionary trajectory of the involved trait (and its correlated traits)
with respect to form, expression, regulation, associated costs as well as the possibility
of further integration with other traits or separation from these.

4.3.5  Genetic Assimilation and Compensation

‘Genetic assimilation’ is defined as “a process by which a character state, produced
initially by means of a plastic response, is sequentially fixed due to genetic modifica-
tions via selection that favors the loss of plasticity...” ([48] page 657). Or similarly:
“Genetic assimilation describes an evolutionary process by which an environmentally
induced phenotype becomes genetically fixed, so that the environmental cue is no
longer necessary for the expression of that phenotype ...” ([33] page 1353). Genetic
assimilation is a sub-type of genetic accommodation.

Plasticity may be lost, for instance if its maintenance is costly (metabolically
speaking), or because of relaxed selection when the alternative environments are not
sufficiently confronted. Or, when a population is exposed to a novel yet relatively
invariant environment then the new phenotype may become constitutive through
genetic assimilation ([55]).

‘Genetic compensation’ is defined as “selection for similar phenotypes in different
environments, achieved by divergence in underlying physiological plasticity.” ([48]
page 657), also a type of accommodation.

4.3.6  Modularity and Supergenes

The hypothesis paper of Snell-Rood and co-workers, [56], discusses the role of modu-
larity as a mechanism underlying phenotypic plasticity: they define modules “as semi-
independent, dissociable units (e.g., genes, proteins, and traits), where interactions are
more tightly correlated within modules than between modules.” ([56] page 72). This is
immediately associated with the chromosome territories and the impact of transcription
factories; see these concepts in [1]. However, the concept of ‘supergenes’ confirms and
extends this association and the plausible mechanisms behind; see [57] and [58].

“Modularity in development permits entire networks or sub-networks to be
induced by specific environmental conditions, or cues, through switch-like processes”
([56] page 73), so obviously modularity and plasticity may have a major impact on
evolution — everything else equal — those able to adapt to the local conditions have
better fitness. According to the authors, there are hundreds of examples of environ-
ment-specific gene expression, suggesting that modularity would be a common and
good strategy for coping with environmental variation.

Once established, modularity favours the evolution of plasticity through reduction
in pleiotropic constraints between alternative phenotypes ([56]), where ‘pleiotropy’
constitutes the correlated effects of a single gene on multiple phenotypic traits.
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How modularity came about is addressed by Melo and Marroig in [59], who show
1) that directional selection is a prime candidate for the engine behind evolution of
variational modularity whereas stabilising selection is critical for its maintenance, and
2) that drift is incapable of producing or maintaining variational modular structures for
many generations.

‘Supergenes’ are defined as “A genetic architecture involving multiple linked
functional genetic elements that allows switching between discrete, complex pheno-
types maintained in a stable local polymorphism.” ([58] page 3). Schwander and co-
workers in [57] review a fairly large series of example cases (beyond the system of sex
chromosomes), some of which may not (yet) fulfil Thompson and Jiggins’ strict criteria
for qualifying as a supergene: “...a biological systems needs to demonstrate clear
evidence of a complex phenotype of multiple co-adapted elements, with a pattern of
inheritance essentially identical to alternative alleles at a single locus, and maintained
in a polymorphism in a single population.” ([58] page 4). The two reviews [57] and
[58], which by the way appeared within two weeks of each other, have slightly
different angles on the topic, and both strongly argue in favour of the concept of super-
genes; moreover, Thompson and Jiggins reference Hamilton for recognising that a
supergene architecture was the likely mechanism for retaining the tight association
between the signal and behaviour in greenbeards.

Schwander and co-workers in the review, [57], discuss several candidate mecha-
nisms behind the emergence of supergenes, for instance related to: 1) clustering of loci,
which for instance may arise as a consequence of gene duplication and/or translocation;
2) suppression of recombination (e.g. through location near centromeres; structural
differences; epigenetic modifications; and chromosomal inversions — the latter seems
key to supergene systems); and 3) maintenance of the supergene polymorphism (the
fitness of the resulting phenotype that they regulate; frequency-dependent selection;
and recessive lethal alleles in one of the supergene haplotypes).

Schwander and co-workers conclude their review with the statement “It will be of
great interest to determine how frequently dimorphic phenotypes in a given species are
produced purely by phenotypic plasticity, by polymorphic regulatory elements affect-
ing the expression of several genes, or by supergenes whose sequence differences are
directly responsible for the alternative phenotypes.” ([57] page R293); indeed.
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5 Communicative Interaction: Contributing
Relational Aspects to Evolutionary Processes

Abstract. Function 2 is concerned with communicative interactions (see Table 2
and Table 3 in Chapter 14); in the present context of evolution that corresponds to
the optimisation of fitness through the relationships between individual agents.
The principle of this function is ‘survival of the fittest’, and the mechanism is
‘communicative interactions guiding natural selection among kin’, explained for
the three perspectives: Standard Evolutionary Theory, Inevitable Evolution Theory
and Extended Evolutionary Synthesis.

Keywords: Natural selection, survival of the fittest, Standard Evolutionary
Theory, Extended Evolutionary Synthesis, Inevitable Evolution Theory, commu-
nicative interactions, altruism, kin selection, inclusive fitness, cooperation, reci-
procity, greenbeards, quorum sensing, electrical communication, density-depend-
ent variation, plasticity, phenotypic plasticity, epigenetics, behavioural patterns,
aposematism

This (micro-) function is concerned with communicative interactions within the context
of evolution. The communicative interaction comes into action in terms of relationships
and interactions among a set of agents/components. Thus, this function is concerned
with the (evolutionary optimisation of) relationships between individual agents.

Principle: Survival of the fittest individual
Mechanism: Communicative interactions guiding natural selection” among kin
Emergent property: Selected phenotypes

“Selection is the differential success within a period, such as a behavioural episode
or a generation. Transmission is the fidelity by which selected traits are transmitted to
the future, the heritability. ... ... and heritability determines the fraction of selective
change that is transmitted to the future.” says Frank ([60] page 1169).

The role of selection is to promote certain advantageous parts of the gene pool, be
it alleles, phenotype traits or a full phenotype, based on an individual’s ability to
survive and generate surviving progeny that then carries the advantageous genes.

‘Natural selection’ is an iterative and incremental elimination process by which
heritable phenotypic characteristics gradually become more or less frequent in a
population as a consequence of individuals interacting with other individuals within
their environment resulting in an individual’s reproductive success.

Different variants of selection follow the same basic selection mechanisms, but are
slightly different, characterised by their effect. Characteristic is that it tends to be local
conditions that promote the one or the other of these types; for instance, boldness may

7 Note the definition of “natural selection” in Section 1.2.
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be an advantage in an environment with scarce food resources, but a disadvantage in an
environment with many predators.

‘Directional selection’ is a kind of natural selection in which a given phenotype is
favoured at the expense of other phenotypes, which are therefore de-selected as less fit
for the purpose. This means that the genotype/epigenotype behind such advantageous
traits is favoured in the population and hence will increase in frequency. There may be
many reasons for a lesser fitness: for instance, temporary illness makes an individual an
easy target for predators, environmental changes like famine favours the robust pheno-
type or the phenotype best capable of adapting and finding other solutions to a resource
need, or simply that one phenotype is stronger or more robust than another for the
conditions at stake; and so on. Directional selection is in particular relevant at environ-
mental changes or when an individual migrates from one place to another.

Inevitable Evolution Theory Standard Evolutionary Theory Extended Evolutionary

(ET)

(SET)

Synthesis (EES)

Inter-individual interactive
behaviour/dynamics, regulated
through density-dependent
(competitive) interaction:

Inter-individual interactive
behaviour/dynamics, regulated
through individual interactive
behaviours, kin selection,
including:

Inter-individual interactive
behaviour/dynamics, - adaptive
processes regulated through
mutual interactions and
communicative interaction with

e Quorum sensing the environment:

e Electrical signalling e Altruism
e Frequency-dependent e  Greenbeards e Plasticity
competitive interaction e Cooperation & Reciprocity o  Epigenetic foundation
e  Aposematism for behavioural
e Prokaryotic adaptive patterns

Prokaryotic adaptive
immunity system

immunity system *

5.1  Inter-Individual Dynamics, ‘Inevitable Evolution Theory’

The basic mechanism behind evolution in this perspective and micro-function is a)
actual exchange of information between individuals in terms of quorum sensing, but
also b) frequency-dependent ‘competitive interaction’, where the impact on evolution
comes from physical interactions.

5.1.1 Communication

5.1.1.1

‘Quorum Sensing’ is a communication mechanism between kin by which exchange of
information is achieved through chemical molecular traces or for instance visual signs.
Such chemical signalling is constitutive and is received through specific receptors that
when the signalling molecule is present (or present above a certain threshold) initiate a
chain of events in the recipient, such as transcription of specific genes. Where there are
few individuals the secreted signal evades by diffusion /dilution but as the signals
increase — for instance by an increased number of individuals in the vicinity or repeated
actions leaving traces — the amount of signalling may induce a positive feedback loop
and at some point the stimuli increases above a threshold and thereby trigger a response
action.

Quorum Sensing, Chemical Signalling
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There are many meanings of the concept of ‘quorum sensing’ / ‘quorum response’,
as summarised in [61], ranging from the one used for human decision making “... a
quorum is the minimum number of participants required at a meeting before any offi-
cially binding collective decisions can be made ...”, over one for animals where
quorum is “used ... for the minimum number of committed individuals (i.e. “votes™)
for a given option that will swiftly trigger concordant behaviour in the rest of the group
(i.e. a “quorum response”); (refs).”, to flocks of birds “the minimum number of closest
neighbors a focal individual must monitor in order to be able to satisfactorily match its
own movements to that of its group (ref.)”, and to microbes where “quorum ... trans-
lates ... to a threshold level of stimulus beyond which a standard response is effected.”
([61] pages 5-6).

Dandekar and co-workers in [62] report from their studies on bacterial quorum
sensing and the mechanism behind metabolic incentives to cooperate: the chemical
signalling in Pseudomonas aeruginosa is complex and involves multiple signals and
receptors. This communicative interaction controls the production of public goods
(secreted extracellular factors like proteases). Not all individuals respond to the quorum
signal to produce public goods — that is, a kind of ‘cheaters’. Some intracellular en-
zymes are also controlled by quorum sensing (private goods), and the authors show that
such private goods can put a metabolic constraint on social cheating (suppress indi-
viduals with the cheating mutant) and thereby a group of cooperators can prevent a
‘tragedy of the common’ (collapse of the entire colony).

Quorum sensing and response is in particular used for communication to achieve
coordination in connection with collective decision making; therefore, see also details
in Section 7.1.

5.1.1.2  Electrical Communication

Communication based on electrical signals is well known from studies of the brain. But
now it has been demonstrated that Bacillus subtilis in bio-films use the ion channels
also for long-range communication; see [63]. Specifically, this bacteria use the potas-
sium ion channel, called YugO, for spatial propagation within the community of
bacteria in a biofilm of signals on its metabolic state. Potassium flux, which keeps the
internal cellular concentration 40 times higher than in the surrounding environment, is
known to be regulated in an oscillating way as a function of the metabolic state of the
cell. Their study points to a mechanisms “where metabolically stressed cells release
intracellular potassium, and the resulting elevated extracellular potassium imposes
further metabolic stress onto neighbouring cells” ([63] page 61). The potassium-
mediated depolarisation in the neighbouring cells transiently disturbs the forces that
maintain the potential across their cellular membrane, and thereby — in a chain of
metabolic responses that the authors nicely demonstrate — may give account of the link
between the potassium-mediated electrical signalling and metabolic stress and how it
propagates in an active fashion. The net result is that the metabolism is coordinated
throughout the biofilm.

5.1.2  Frequency-Dependent Competitive Interaction

“In the natural world, chance events (amount of food, weather, etc.) interact with more
deterministic biological rules to generate the emergent behaviour of population dynam-
ics.” ([64] page 1176).
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Kapeller and co-workers used Witting’s simulation model from [22] at empirical
application of population dynamics; see [65]. The authors used it for modelling the
selection pressure of density-dependent competitive interactions in a discrete spatio-
temporal model. They conclude that Witting’s theory is recommendable for spatio-
temporal population dispersal models, provided the assumption of the two following
factors can plausibly be viewed as the major determinants of population dynamics: a)
intraspecific competition and b) density-dependent variation in population growth rate.
They summarise the most important aspects of Witting’s model this way in [65] (page
1294): a) there is no constant reproduction rate; b) the modelling takes into account
also data from the previous generation; moreover, c) high population density favours
competitive traits and a low population growth rate, whereas a low population density
causes a high growth rate, due to a higher environmental capacity and a shift to in-
creased reproductive output.

5.2 Kin Selection, ‘Standard Evolutionary Theory’

The basic mechanism behind evolution in this perspective is ‘kin selection’, based on
altruism and similar collaborative/cooperative bilateral interactions.

Webster and Ward in their review conclude “...Personality can affect interactions
among individuals within groups, determining social network structure, as well as
influencing individual propensity to lead or follow, and produce or scrounge.” ([66]
page 771). The authors reference a series of studies on actual behaviours influenced by
personality, ranging from reproductive success, dispersal, response to environmental
perturbations, interspecific interactions and competition, and divergence in habitat
usage and resource polymorphism. All of this is part of the communicative interaction
between kin, and which contribute to determining the actual outcome of the interaction.

5.2.1  Altruism and Inclusive Fitness

The defining feature of the kin selection theory is the concept of ‘inclusive fitness’.

‘Altruism’ in the context of evolutionary theories refers to a behavioural pattern
that increases the fitness of a recipient individual (the beneficiary) at the expense of the
fitness of the benefactor (by lowering its relative fitness), whether or not this act is
performed with conscious intention of helping another. ‘Fitness’ denotes an individ-
ual’s ability to both survive and reproduce, and hence to contribute to the gene pool of
the next generation of individuals. The altruistic mechanism operates by helping a kin
to gain a higher reproductive success and/or survival, and works only if the beneficiary
and benefactor are genetically related. Such relatedness is defined as the probability of
sharing a gene ([67]).

Hamilton suggested that the ‘Inclusive Fitness’ offers an explanation of the evolu-
tion of altruism. The underlying assumption is that certain behavioural patterns are
affected by genetic mechanisms and hence can evolve by natural selection through
favouring those individuals that behave in ways promoting their own fitness or that of
related individuals. ‘Kin selection’ is the mechanism favouring the reproductive
success of a being’s relatives at the expense of his/her/its own survival and reproduc-
tion through an altruistic behaviour.

Hamilton discussed how inclusive fitness should be considered as the fundamental
process that embraces kin selection, group selection, and other approaches to social
interaction between genetically similar individuals ([60]). Thereby, the Inclusive
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Fitness Theory would account for fitness effects to express the evolutionary
mechanisms in socially-driven evolution: “Thus, the inclusive fitness of a particular
behavioural act is the indirect reproductive gain through the recipient, B, multiplied by
the relatedness, 7, minus the loss in direct reproduction, C. The relatedness, », measures
the genetic discount of substituting the reproduction of the recipient in place of the
actor.” ([60] page 1153). Following Hamilton’s suggestion in 1970 and his own use of
this concept to explore evolutionary causal relations, his theory has been studied
quantitatively and has shown its value/validity in many respects and in numerous
studies. It has, however, also been the object of extensive and quite heated disputes (see
for instance [68]) — not because of his theory per se, but of some derived hypotheses,
applications and suggestions.

Frank’s review, [60], includes studies addressing whether altruistic behaviour by
one species toward a second species (called interspecies altruism) can increase by
selection, and concludes that inclusive fitness in the traditional interpretation has no
meaning in relation to altruism between species, while Hamilton’s rule may be applied
when the concepts are interpreted in a broader manner — with problems, for instance, on
how to interpret the concept of genetic relatedness. Wyatt and co-workers in [69]
analyse the issue of whether interspecies altruism can evolve by natural selection, and
conclude with the statement “... our analysis supports Darwin’s suggestion that natural
selection does not favour traits that provide benefits exclusively to individuals of other
species.” ([69] page 1854).

For the purpose of the present modelling, a slightly different perspective is needed
than that of Frank in [60], and others, on the evolutionary theories and models, namely
looking for the mechanisms rather than the emphasis on an equation’s ability to explore
causal decompositions and relations. Nevertheless, changes in phenotypes cause
changes in fitness, and with his definition one sees that the behavioural altruistic act
induces a disadvantage to the benefactor but gives a reproductive gain for the bene-
ficiary, and the balance in magnitude of these two effects determine the overall repro-
ductive success of that gene pool. “The basic principles of kin selection theory and its
descendant ideas always hold. Those principles are: cost and benefits of phenotypes
matter; statistical associations between actors and recipients of behaviours matter; and
heritability traced from the expression of phenotypes to representation among
descendants matters.” ([60] page 1160), in a context-dependent manner. However, one
problem with these simulation studies is that to achieve the simplicity necessary for
simulation studies, constrictive assumptions are made, dynamics is ignored as well as
certain details of genetics and the developmental complexities that lead the develop-
ment from genotype to phenotype. For instance, Benton and co-workers discuss the
effects of plasticity, trade-offs and inter-generational effects (for plasticity effects, see
Section 5.3.2; for timing effect on such dynamics, see Section 8.3.3.2); for instance:

e Changing resource availability (e.g. abiotic conditions caused by the weather,
or biotic interactions resulting from density-dependent competition) may
trade-off the different life-cycle elements under different conditions: “Under
low food conditions, hatchlings from large eggs ‘defend’ survival at the ex-
pense of growth, under high food conditions they defend fecundity, presum-
ably by investing in reserves, at the expense of growth, and in medium food
conditions they grow fast.” ([64] page 1174).

e  “One particularly important context-dependent trade-off is the parental provi-
sioning of offspring...” ([64] page 1174), as this constitutes the link between
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generational conditions. Moreover, the number of off-spring may change with
conditions, as may the investment in individual offspring.

Consequently, as different traits will be affected by competition at different times
and different densities (both within and between age classes) and under different condi-
tions population dynamics becomes indeed very complex — thus, details for the
individual matters.

Altruism affects evolution within a population of individuals of a given species, as
shown by a large number of research groups. Altruism is expressed with a vast number
of diverse and specific strategies for helping others ([70]). Based on simulation studies
with a handful of assumptions (that the authors point out needs to be explored), van
Dyken and Wade identify at least four distinct types of altruism differing in the param-
eters that they modify and which control fitness, and hence these types also differ in
their consequential selection pressures ([70]):

e  ““Survival altruism” includes common altruistic traits such as defence against
predators or parasites, alarm calling to warn of danger ..., nest climate control
..., and collective thermoregulation” and “... local competition (high crowd-
ing, scarce resources) impedes survival altruism.” ([70] page 2489);

e  ““Fecundity altruism” occurs when help donated by an actor causes recipients
to increase their investment in reproductive effort, ...” ([70] page 2489) and
“...fecundity altruism is favoured in elastic environments (low crowding
and/or abundant resources)...” ([70] page 2490), where fecundity is the actual
reproductive rate (fertility);

e “ “Resource-enhancement” helping occurs when altruists act to increase local
resource concentration.” ([70] page 2490), such as agriculture and rearing of
livestock, the latter exemplified by ants milking aphids for their honeydew.
This type of altruism is referred to the section on ‘Integration’ (Section 10.1),
since it is realized by individuals increasing fitness through intentional and
explicit modification of their environment;

e “ “Resource-efficiency” helping enhances the efficiency with which social
partners convert resources into fitness. Communication of the location and
quality of food source to colony members ...” ([70] page 2491), for instance
through pheromone trails (ants) or dancing (honeybees), or pack hunting (e.g.
lions).

Moreover, van Dyken and co-workers find that the first two types of altruism
increase the growth rate of social groups and are counter selected by intense local
resource competition, whereas the last two increase the growth yield of social groups
and are favoured when local resource competition is most intense ([70], [71]).

Also Lehmann & Keller provide a classification scheme for altruistic models,
dividing them into kin selection models and greenbeards (see this concept later); how-
ever, not as convincing a classification as the above ([72]).

Lehmann and Keller outline four general scenarios that they have identified and
where helping (altruism) is favoured and hence will evolve ([72]): 1) the helping
provides direct benefits to the benefactor that outweighs the cost of helping; 2) the
benefactor is able to alter the behavioural response of its beneficiary by helping and
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thereby in return receiving benefits that outweigh the cost of helping (i.e. reciprocity);
3) the benefactor interacts and provides help to genetically related individuals (kin
selection); and 4) (a special case of scenario 3) related to the greenbeard effect (see
Section 5.2.3).

Where there are altruistic individuals, there may also be cheaters benefitting at the
expense of others. According to [70], there may — similar to altruism — be diversity in
the form of selfish cheating strategies. When kin selection is weak or resources abun-
dant, cheating can prevail, because the selection favouring resource-based altruism is
weak. Cheating is dealt with in more detail in Section 6.2.1.1.

5.2.2  Cooperation

‘Cooperation’ in the context of evolution refers to the act of several individuals taking
actions together for mutual benefit or for the common benefit. Thus, an individual en-
gaging in cooperation helps transmitting his/her/its genes to future offspring either
indirectly through a relative belonging to the same gene pool, or directly through
his/her own increased progeny. Nowak in [67] uses a broader interpretation of the con-
cept of ‘cooperation’ in his paper, in that it covers the range from kin selection, over
three types of reciprocity to group selection. The present author sees ‘kin selection’ as a
unilateral communicative interaction and reserve ‘cooperation’ to multilateral interac-
tions between individuals, including bilateral interactions. Similarly, group selection is
seen as a distinct concept different from cooperation, as a group may consist only of
altruists or defectors without cooperation.

Parts of behaviour (heritable cooperative tendencies, which means that individuals
interact non-randomly) is correlated with the genotype, and that behaviour is a
determinant factor at altruism and cooperation. The non-random element in cooperation
can be facilitated by a series of mechanisms “including kin recognition, cognitive
bookkeeping (ref), spatial assortment with limited dispersal (refs), or goal-directed
movement away from free riders (refs). ..., once established, cooperation can be
enforced by social institutions such as direct reciprocity (ref), indirect reciprocity (ref),
reputational exclusion (ref), and punishment (refs).” ([73] page 247).

Inclusive fitness theory predicts that individuals will only invest in helping others
when they either receive indirect benefits (by helping relatives) or direct benefits from
the beneficiary. Even so, “...consistent individual variation in cooperative behaviour is
apparently widespread in nature.” ([74] page 2752), where the authors use the term
‘cooperation’ in a broad sense. Bergmiiller and co-workers in [74] reviews individual
differences in animal behaviour for a very large number of species, from invertebrates
(such as microbes, Cnidaria and insects) to vertebrates (like fish, birds and mammals),
demonstrating a large variety of cooperative phenomena. They say that “... assuming
the existence of an optimal behavioural phenotype, natural selection should reduce
genotypic variation over time (ref). However, behavioural phenotypes typically show
heritable variation, which appears not to be eroded by selection ...” ([74] page 2751).
Further, they say that “Animal personality has been found to be heritable ... (refs) and
to affect fitness ... (refs) showing that it is subject to evolutionary change.” ([74] page
2751). Among others, from their paper one identifies the following mechanisms for
establishing and maintaining cooperation: a) consistency in the level or type of
cooperative behaviour provide a fitness gain; b) group level benefits from cooperative
task sharing seem to increase reproductive output for cooperative breeding; c)
commitment as a plausible explanation for consistency in cooperative behaviour;
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consistency in behaviour may be a means to reduce conflict; and d) stabilising
cooperation through punishment mechanisms.

Lehmann and Keller say that there are two general scenarios where helping can
evolve and the act is cooperative ([72]): a) when there are direct benefits for both, and
the evolutionary pressure on helping is expected to be high when the fitness of an
individual critically depends on its investment in cooperation; and b) at repeated inter-
action, provided that the interacting individuals have an initial tendency to be coopera-
tive.

Lehmann and Keller outline different mechanisms involved in facilitating helping
in general, therein cooperation, such as ([72]): 1) evaluation of the cooperative
tendency of the counterpart; 2) use of spatial cues with individuals expressing condi-
tional altruism in the natal nest or colony (common in social insects); 3) comparison of
phenotypic characteristics with those of other individuals; and 4) alteration of the
interaction with coercion, punishment, and policing of defectors as a mechanism for
suppressing selfish behaviour. They further suggest four types of models as particularly
interesting principles for the evolution of cooperation and altruism ([72] pages 1372-3):
i) ‘spatial structuring models’, where the actual selective force is kin selection; ii)
‘reproductive skew models’, defining the conditions under which the best strategy is to
cooperate and sacrifice part or all of its direct offspring production; iii) ‘tag recognition
models’, which are in essence greenbeard models (see next section); and iv) ‘group
selection models’ as a multi-level selection approach to partition selection into compo-
nents within and between groups. See more on type (iv) under the section ‘Group
Selection (Multi-Level Selection)’.

5.2.3 Greenbeards

“A greenbeard gene is defined as a gene that causes a phenotypic effect ... that allows
the bearer of this feature to recognize it in other individuals, and results in the bearer to
behave differently toward other individuals depending on whether or not they possess
the feature.” ([72] page 1370), whether this is intra- or interspecies.

Required is either a single gene or tightly linked genes encoding both the coopera-
tive behaviour and causing cooperators to associate. “Greenbeards are one of the two
ways in which natural selection can favour altruistic behaviour, with the other being
interactions with genealogical kin ...” ([75] page 1344), however, greenbeards are only
favoured in the case that its frequency exceeds a certain value, so it is obvious that it
needs cooperative mechanisms in order to gain importance in an evolutionary context.

5.2.4  Reciprocity

‘Reciprocity’ refers to repeated encounters between individuals, which may comprise
different species ([67]). Like ‘cooperation’, ‘reciprocity’ constitutes bi- or multilateral
communicative interactions.

According to Nowak, ‘direct reciprocity’ requires repeated encounters between the
same two individuals, and both shall provide help to the other, which is less costly for
the benefactor than it is beneficial for the beneficiary; the mechanism with which it
affects evolution is kin selection. ‘Indirect reciprocity’ comparably relies on asymmet-
rical interaction between more than two individuals, relying on accumulated reputation
based on previous deeds in similar situations ([67]). Natural selection favours strategies
that base the decision to help on the reputation of the recipient, and both theoretical and
empirical studies of indirect reciprocity show that helpful people are more likely to
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receive help themselves ([67]). A third type of reciprocity is ‘network reciprocity’,
which is a type of indirect reciprocity yet multilateral in its nature, as everybody in
principle interacts equally likely with everybody else, and hence beneficial help to
someone will sooner or later return to the benefactor.

The cognitive element in the indirect and network reciprocity may explain why it
appears that only humans seem to engage in the full complexity of indirect reciprocity;
if so, natural selection will favour further evolution of the cognitive aspect.

In a recent study by Hein and co-workers ([76]), it is nicely demonstrated by
means of functional magnetic resonance that altruism and reciprocal altruism are
indeed distinct behavioural actions with each their behind motivation and mechanisms:
“Empathy-based altruism is primarily characterised by a positive connectivity from the
anterior cingulate cortex (ACC) to the anterior insula (AI), whereas reciprocity-based
altruism additionally invokes strong positive connectivity from the Al to the ventral
striatum.” ([76] page 1074). Further, they demonstrate that “predominantly selfish
individuals show distinct functional architectures compared to altruists, and they only
increase altruistic behaviour in response to empathy inductions, but not reciprocity
inductions.” ([76] page 1074).

5.2.5  Aposematism

Aposematism is a signalling mechanism for avoiding becoming a prey. It is defined as
the “... combination of unprofitability (e.g. physical protection, chemical toxicity, or
difficulty of capture) with one or more signals (such as warning or conspicuous colora-
tion) warning of that unprofitability to potential predators.” ([77] page 933). This is a
kind of cheating or deceit, as one ‘pretends’ to be something / someone else than one
is, while it is simply exploitation through mimicking of the signalling mechanisms,
such as warning colours or patterns that signals danger, that have been established and
hence widely incorporated in interaction between predators and potential prey.

In the case of signalling by means of warning colouring, it was speculated for a
long time how this would be able to evolve in nature, simply because being brightly
coloured means that one is highly visible to predators, which is usually a selective
disadvantage for prey. However, it turns out that neophobia and dietary conservatism
are strong preferences in the foraging of many predators ([77]), avian as well as others,
and thereby often paradoxically serve as a selective advantage for the prey.

According to Marples and co-workers ([77]), “The repeated evolution of apose-
matism across and within a range of taxonomic groups constitutes strong evidence that
aposematism can readily evolve in a wide range of ecological contexts and predator-
prey systems.” ([77] page 937). The authors list conditions identified to avoid imme-
diate demise for a fully palatable conspicuous new prey morph: 1) both the old and new
morphs are fully palatable; 2) the new morph is much more conspicuous than the old;
3) the new colour is associated with existing aposematic signals; 4) irrespective of
whether one or several predators have access; 5) the novel prey exist over several
generations and in increasing numbers; and 6) the novel prey change from being a
minority to being the majority, and hence become fixated.

5.2.6  Prokaryotic Adaptive Immunity System

The CRISPR-Cas adaptive immune system — also described in Sections 5.3.3 and 9.3.3
— seems to exist in several versions that range from Neo-Darwinian at the one extreme
to Neo-Lamarckian at the other extreme ([78]); or at least the various versions each
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have characteristics that better fit the one or the other of the evolutionary perspectives,
and seemingly in a continuum between the two extremes. It is the Neo-Darwinian
version that is described here.

The immunity system is applied by prokaryotic organisms infected with bacterial
and archaeal organisms. The CRISPR-Cas immune response as a first stage (adaptation
stage) involves the insertion of pieces of foreign DNA, such as a viral or plasmid
genome, specifically into the CRISPR array; these inserts are denoted spacers as op-
posed to the sequences in the foreign DNA that give rise to spacers, called proto-
spacers. Next stage is the utilization of processed CRISPR transcript (crRNA) as guides
for inactivation of the cognate target. “The net result is the acquired, heritable, highly
specific and efficient protection against the cognate (parasitic) element.” ([78] page 2).

The critical point is the self-nonself discrimination, and such discrimination is the
feature for distinguishing whether a CRISPR-Cas mechanism belongs here or in the
parallel section for the Extended Evolutionary Synthesis. Inability of self-nonself dis-
crimination leads to an autoimmune reactions, resulting in cell death from suicide. It
has turned out that the type II-A CRISPR-Cas system (from Streptococcus thermo-
philes) inserts an apparent random spacer, resulting in cellular suicide, except that “the
few that incorporate spacers homologous to the invader genome could survive” ([78]
page 3), and therefore, this type is extremely wasteful but will nevertheless continue to
exist.

5.3 Regulatory Adaptation, ‘Extended Evolutionary Synthesis’

The basic mechanism behind evolution in this perspective is ‘adaptation’, based on
adaptive interactions with the environment, enabled through plasticity and modularity.

Laland and co-workers in [3] emphasise that there are multiple mechanisms con-
tributing to the development of an organisation rather than only through the transmis-
sion of DNA. Throughout the development, there are multiple kinds of interactions that
are now known to contribute to the shaping of the phenotype, from (bio-)chemical
interactions (nutrients, hormones, polluents), over behavioural interactions (maternal /
parental care and teaching or imitation; see later under ‘Life-history Theory’), to inher-
itance of symbionts. This is a broader notion of inheritance, [3], and “... can bias the
expression and retention of environmentally induced phenotypes, thereby influencing
the rate and direction of evolution [ref].” ([3] page 4).

5.3.1  The Genetic/Epigenetic Foundation of Behavioural Patterns

Wolf & Weissing say that “In many animal species, individuals of the same sex, age
and size differ consistently in whole suites of correlated behavioural tendencies,
comparable to human personalities (refs).” ([79] page 3959). So, what is it that deter-
mines behavioural patterns?

One of the latest news is that even primitive life forms like sea anemones — and
others at the same primitive developmental stage with a simple nervous system — have
‘personality’, where “‘Animal behaviour’ means that individuals differ from one an-
other in either single behaviours or suites of related behaviours in a way that is con-
sistent over time.” ([80] page ), and that such behaviour is correlated with relatedness
([81]). Wolf and Weissing emphasize that “the concept of personalities does not require
that individuals are completely consistent in their behaviour but rather that individual
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differences are consistently maintained over time and across contexts (ref).” ([79] page
3959).

Observations similar to those of the sea anemones are found also for the cockroach
Periplaneta americana ([82]). This shows that also primitive organisms have a con-
sistent behaviour. Such consistency in behaviours is the background for the effect lead-
ing to altruism and cooperation in more advanced organisms than those mentioned, and
thereby behavioural patterns may become a fitness variable in the selection process.

Behavioural types “often exhibit (i) time consistency of behaviour (...), and (ii)
suites of correlated behavioural traits” ([79] page 3960). Further, the authors say that
behavioural correlations can often be understood in terms of the genetic, physiological,
neurobiological and cognitive systems underlying behaviour, “examples include plei-
otropic genes (ref), hormones (ref), neurotransmitters (ref) and emotions (ref) affecting
multiple traits at the same time.” ([79] page 3960). The authors express that behav-
joural correlations caused by inherently stable states® may reflect either a genetic
polymorphism or phenotypic plasticity. For labile states (which “... include gene
expression patterns, levels and compositions of hormones and neurochemicals, receptor
sensitivity and density, blood pressure, energy reserves, ...” ([79] page 3961)) in some
situations, the state and behaviour of individuals are coupled with a positive feedback
mechanism, which can lead to consistency in labile states and associated state-depend-
ent behaviour and hence stabilisation of the behaviour. For instance, “Animals often
learn how to recognize predators (ref), which in turn reduces the cost of exploring and
foraging in a risky habitat.” ([79] page 3961), an adaptive pattern that increases fitness
within the current context. The authors conclude in this respect that initial variation in
states or behaviour combined with positive feedback mechanisms can explain adaptive
behavioural consistency and “can explain that seemingly minor and labile differences
in state are enhanced into major and stable differences (refs).” ([79] page 3966).

In section 5.2.4, it was shown that behavioural patterns are imprinted in the
structural architecture of the brain; at least this was shown for humans.

The human psychology, normal and pathological, is pretty complex. There are
behavioural patterns among the ‘normals’ (humans); for instance, a psychological tool
like the enneagram include 9 different personality traits that sometimes exist in combi-
nations. Other tools show different sets of behavioural categories. Orthogonal to this
come highly sensitive traits (see e.g. the review [84], which by the way conclude that
such variance in sensitivity is also found in animals), and so on, and so on. It is antici-
pated that all of the behavioural patterns may influence for instance the kin selection
mechanism and the mechanisms in all of the functions following the present function
(i.e. Chapters 6 to10). The behavioural patterns may determine the individual’s influ-
ence on group fitness or fitness in a cultural context — see these concepts later. Even if
there are many more factors affecting evolution for the individual, for the present pur-
pose it suffice to outline only the mechanisms behind the effects of altruism and
cooperation on an individual’s fitness and hence their ability to promote the dispersion
of their gene pool into the future either directly by themselves or indirectly through
genetically related kin individuals.

8 The authors define a state of an animal as: “all those features that are strategically relevant, i.e. features
that should be taken into consideration in the behavioural decision in order to increase fitness (refs).”
([79] page 3960), or in a later reference of the same authors: “those features of an animal (e.g. morpho-
logical, physiological, neurobiological or environmental) that affect the cost and benefits of its
behavioural actions and thus its optimal behaviour [refs].” ([83] page 440).
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Wolf and Weissing in [79] further discuss how different behavioural types can
adaptively coexist within a single population in a set of scenarios, as follows:

1) Externally induced differences in states can coexist even without achieving the
same fitness: “Different behavioural types can adaptively coexist whenever
individuals differ in state and behavioural variation among types reflects a
state-dependent response of individuals (refs).” ([79] page 3963); here, con-
sider the life-history theory discussed in Section 8.3.3.1. The behavioural
variation in this context does not reflect a genetic polymorphism, but may be
explained by phenotypic plasticity ([79]);

2) Frequency-dependent selection; negative frequency-dependent selection can in
a producer scrounger scenario lead to fitness equality through selection,
because the rarest behavioural types has an advantage until there is a balance
in fitness. The authors list three general mechanisms that at negative
frequency-dependent selection can give rare behavioural types an advantage
over more common types: i) competition avoidance; ii) enemy avoidance, and
iii) complementation. The authors emphasise that variation in behaviour
caused by frequency-dependent selection may be cause by either phenotypic
plasticity or genotypic polymorphism;

3) Spatial variation in the environment, where they argue that context-dependent
fitness is the rule rather than the exception. If individuals are constrained in
their ability to match the environmental conditions the variation will be
maintained for the population; this variation can in principle be realized by
behavioural plasticity or a genetic polymorphism; see [79]. According to the
authors, the result will arise as a consequence of phenotypic plasticity, and
there will not be fitness equality;

4) Non-equilibrium dynamics — despite sustained variation in fitness. “In several
examples, it has been demonstrated that non-equilibrium conditions have a
high potential for maintaining variation even in cases where equilibrium
theory would predict the dominance of a single behavioural type (refs).” ([79]
page 3965). The authors state that phenotypic variation in this respect may or
may not be associated with genetic variation.

Further, Wolf and co-workers — in a subsequent simulation study ([83]) — conclude
“Whenever sufficient variation among individuals is present, however, a coevolution-
ary process between responsiveness and consistency is triggered which, in turn, gives
rise to populations in which responsive individuals coexist with unresponsive individu-
als who show high levels of adaptive consistency in their behaviour.” ([83] page 447).
Further, in the absence of sufficient initial variation, “... individuals evolve a mixed
strategy which gives rise to inconsistent behaviour in repeated social interactions.”

([83] page 447).

5.3.2  Plasticity

See also the discussion on ‘plasticity’ in Section 4.3.2. Here, the aspects of plasticity
related to its role as the mechanism behind adaptability are addressed — that is, as a
response to the communicative interaction with the environment. For instance, Beldade
and co-workers in their invited review sum up that “... DNA methylation plays a key
role in mediating many cases of environmentally induced phenotypic variation (ref)
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including caste determination in honeybees (ref). ... leading to the suggestion of an
association between methylation and morphological specialization (ref).” ([33] page
1357). Benton and co-workers add to this that plasticity is likely ubiquitous, but that
the traits affected will vary between organisms (see [64]), for instance, some organisms
have fixed size or age at maturity, but that the plasticity instead may show up in other
traits like reproduction or senescence; and further, they say that traits are unlikely to be
independent of each other, but may co-vary in a positive or negative fashion.

Environmental cues can have systemic effects but also localised effects in develop-
ing organisms. In this process, phenotypic plasticity — also called developmental plas-
ticity — increases the phenotype’s ability to adjust to environmental conditions, usually
as a result of induced changes in gene expression. Such adaptation may be imple-
mented not only through DNA methylation (which is the one typically mentioned), but
also by means of regulatory microRNAs and post-translational modification of regula-
tory proteins, as well as mechanisms of signal reception and signal transduction ([33]).
Environmental cues can invoke direct biochemical effects and/or be mediated by the
neuroendocrine system through its natural role of transducing a trigger signal into a
physiological response — that is, a developmental trajectory. “a hormonal regulation has
been characterised for most, if not all, well-described examples of developmental plas-
ticity (refs). ... ... often associated with different sensitivity thresholds (ref) and/or
different sensitivity periods (refs).” ([33] page 1356). Such trigger may result in either
a change in hormonal titre and/or even at the level of dynamics of the hormone produc-
tion, since some hormones regulate the production or secretion of other hormones.

The environmental prompts are transduced into cellular ones and propagated
further by means of hormones, metabolites, receptor molecules, nerve signals, osmotic
changes or physical interactions among cells ([55] page 2708).

Further, Moczek and co-workers in [55] (Figure 1) convey the following exam-
ples: 1) “When a bluehead wrasse ... male ... is removed from his harem, a female ...
will change phenotype completely and become a male.”; and 2) the Arctic fox’s sea-
sonal shift in coat colour. These examples show that plasticity is not only taking place
in the developing organism, but also in adult individuals.

Schlichting and Wund reference a couple of studies explaining the mechanism(s)
behind plasticity’s facilitation of evolutionary responses by means of modelling inves-
tigations: 1) “through initial evolution of adaptive plasticity followed by fixation of a
new phenotypic optimum.”; 2) “by blunting the effective size of the environmental
change and subsequently increasing the rate of adaptation.”; 3) by “ameliorate the
effects of the flow of maladaptive alleles from central populations by raising fitness
and, concomitantly, overall population size...” ([48] page 658). What happens is that
the ability to respond to environmental changes “...enables the generation of func-
tional, integrated phenotypes, despite development occurring in previously unencoun-
tered, or greatly altered, conditions. ... Developmental plasticity thus has the potential
to determine which phenotypic and genetic variants become visible to selection in a
novel environment, thus delineating the nature and magnitude of possible evolutionary
responses.” ([39] page 2).

Snell-Rood and co-workers in [56] introduce the concept of ‘relaxed selection’,
referring to the weakening of the selection resulting from the ability to adapt to chang-
ing conditions. The weakening of selection due to environment-specific gene expres-
sion (the nature of plasticity) enables mutations (in principle deleterious as well as
beneficial ones) to accumulate in the population, and this to a larger extent than for
constitutively expressed genes. Thereby, the plasticity as an evolutionary factor enables



52 Jytte Brender McNair

a larger variation within the population, and at the same time affects the purification
and the fixing of mutations, because of the delayed selection pressure on them. By this
mechanism, it has been shown that sporulation, a complex response to stress in
bacteria, is predominantly lost through neutral processes of mutation accumulation
instead of selection, when the populations are not induced to sporulate for 6000
generations ([56]). Nevertheless, when we think of human evolution, 6000 generations
comprise quite a lot of calendar time where one cannot expect constant environmental
conditions; and still it is a lot less than the span of existence of humans.

As said previously, also Sharov in [49] refers the mechanisms behind plasticity to
the domain of epigenetics. He divides the overall mechanisms of plasticity into four
groups, of which two are dealt with in Section 4.3.2; the other two are:

e Connection is the ability to coordinate changes in previously independent
components through communicative interactions, depending on the establish-
ment of an agent that is able to perform the link. An example is connection
between regulatory networks resulting in coordinated variation of cell orga-
nelles or organism organs

e Interaction is the ability of organisms to communicate and coordinate their
activities. An example is organisms living in colonies (polyps, ants rodents),
where functions of individuals are regulated by contact or quorum signalling

In summary, environmental cues can have local or systemic effects in developing
organisms and/or in adult organisms, modifying the fitness and hence, the selective
pressure at evolution.

5.3.3  Prokaryotic Adaptive Immunity System

“The CRISPR-Cas system of prokaryotic adaptive immunity displays features of a
mechanism for directional, Lamarckian evolution. Indeed, this system modifies a spe-
cific locus in a bacterial or archaeal genome by inserting a piece of foreign DNA into a
CRISPR array which results in acquired, heritable resistance to the cognate selfish ele-
ment.” ([78] abstract). The neo-Darwinian version of this system is described in Sec-
tion 5.2.6, to which is referred with respect to the general mechanism of this immune
system.

As said in Section 5.2.6, the distinguishing feature is the self-nonself discrimina-
tion, and only discriminatory CRISPR-Cas systems are truly of the Lamarckian type
([78]). For type I-E CRISPR-Cas system, for instance at E. coli, the ratio of foreign
over host DNA among the inserted spacers is 100-1000 times in favour of the host, and
thereby the autoimmunity is avoided ([78]). In particular, the spacers are acquired at
stalled replication forks and are produced during the repair of double-stranded breaks
associated with stalled replication forks; so this process of generating spacers is not by
itself based on an intrinsic difference between the foreign and the host DNA, but rely
on a much higher density of replications forks and subsequent also breaks. Koonin and
Wolf explains that, after recognizing the cognate protospacer, the Cas machinery
efficiently generates new spacers, and apparently without dissociation from the target
DNA and without the special mechanisms for recognition of a protospacer adjacent
motif (PAM) that other types of CRISPR-Cas systems use in the adaptation phase; see
Section 5.2.6. Koonin and Wolf express that “In stark contrast, the type I-E CRISPR-
Cas system seems to operate via a bona fide Lamarckian mechanism where the
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mutational process is dominated by directional, adaptive mutations which is achieved
via the coupling of spacer acquisition with replication accompanied by the DSB
formation and the priming mechanism.” ([78] page 4).

Koonin and Wolf further express that “The key feature of the Lamarckian mode is
the non-randomness of mutations that is achieved via evolved mechanisms that are
highly specific, elaborate and subject to regulation.” ([78] page 5).
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6 Stabilisation: Balancing Efficiency and
Effectiveness at Evolution

Abstract. Function 3, stabilisation (see Table 2 and Table 3 in Chapter 14), is
concerned with maximising efficiency (‘doing the things right’, taking the fullest
advantage of evolutionary resources), while founding stability — that is, enhancing
the capacity and capability for ‘doing the right things right’. Such optimisation
may come at a cost somewhere somehow. The principle is ‘survival of the fittest
group of individual resources’, and the mechanism is ‘natural multilevel selection’,
explained for the three perspectives: Standard Evolutionary Theory, Inevitable
Evolution Theory and Extended Evolutionary Synthesis.

Keywords: Natural selection, survival of the fittest, Standard Evolutionary
Theory, Extended Evolutionary Synthesis, Inevitable Evolution Theory, group
selection, multi-level selection, group dynamics, meta-population dynamics, flock
dynamics, team behaviour, cheating, deception, social plasticity

The definition of ‘system’ explicitly states that a system has an internal structure. Such
internal structure encompasses individual resources and their relationships. Thus, the
necessary regulation to achieve optimisation may have the consequence of prioritising
that which is beneficial for the system as a whole or for parts of its internal structures at
the expense of individual resources, rather than doing what is beneficial for given
individual resources. Therefore, here, the concept of ‘group’ comes in as embracing a
set of individuals.

Principle: Survival of the fittest group of individual resources
Mechanism: Natural multi-level selection’
Emergent Property: Selected phenotypes

A ‘group’ comprises interacting individuals, and those individual resources are
also individually exposed to the evolutionary selection as described in the previous
chapter, so the evolutionary pressure for a group of individuals comes on top and is
intertwined with the individual selection — therefore, the term ‘multilevel selection’.

Groups in the sense that the literature on evolutionary theories uses this concept
are similar to the concept of systems in the sense that groups are self-contained entities
with internal structure. Moreover, when thinking of groups in the context of evolution
of biological beings, such groups have dynamics, their component parts are inter-
relational, acting internally, and also affecting conditions externally. The difference
between a system and a group is that a ‘group’ 1) may dynamically change in various
contexts — which a system does not; 2) may have overlapping groups; and 3) there is no
requirement regarding discrete functions or roles.

% Note the definition of “natural selection” in Section 1.2.
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The closest that the author has come to finding a formal definition of ‘group’ in the
literature on evolutionary theories is Luo’s “a collection of individuals” ([85] page 43)
and Pievani’s a “group is a context of relationships that make adaptive sense to individ-
ual behaviours, in most cases pre-adapted by classical natural selection.” ([86] page
320). Therefore, a definition of ‘group’ that serves the present purpose was established,
based on the above definitions, the literature’s use of the concept, and the definition of
‘social group’ that was found on Wikipedia (accessed 14™ February 2015) together
with inspiration from the discussion by Gerkey and Cronk in [87]: A group is a set of
individuals comprising a self-contained wholeness (an organisation) with coordinated
actions, shared motives and purpose, accepted norms and values with respect to matters
relevant to the group. So, the concept of ‘group’ does not apply for a set of cells organ-
ising into a tissue or a multicellular organism.

Gardner points out that ambiguity exist over the precise meaning of group trait and
group fitness ([88]). Such ambiguity reveals itself in quantitative modelling. For in-
stance, the change may take place in the frequency of the different types of individuals
within the group, or as a change in the frequency of different types of groups. To
achieve unambiguity in this respect, he distinguishes between ‘unit of selection’ (the
entity upon which the selection acts), ‘arena’ (the assemblage within which selection
acts), ‘character’ (the numerical property of the units, whose aggregate change may be
driven by selection) and ‘target’ (the numerical property of the units which provides the
measure of success); and then defines ‘natural selection’ as “a particular kind of
selection defined by the conjunction of a particular unit, arena, character and target.”
([88] page 306) — that is, this definition is different from the definition in Section 1.2;
however, by relaxing the constraint (“a particular kind”) the difference is minor, and
his suggested framework will still work. Further, “That is, the change in average fitness
ascribed to the action of natural selection is equal to the (additive) genetic variance in
fitness (ref).” ([88] page 307), implying that change is driven by differential fitness.
Also social groups can be considered a viable unit of selection. He defines “... the
reproductive success of any unit in terms of its expected long-term genetic contribution
to future generations.” ([88] page 310).

‘Group-level traits’ are characterised by Smaldino as “The properties that allowed
one group to triumph or persist against another in these cases did not belong to each
individual group member, but rather emerged from the organized interactions between
those individuals.” ([73] page 244). In this respect, it is also important — as shall be
seen in the below — that the individuals and their specific advantageous or detrimental
traits are balanced in number and character within a given trait — that is, the intra-
species dynamics of a population that may be divided over several patches.

In the below, there are three aspects concerning meta-population dynamics in evo-
lution: 1) the dynamics concerning a population of populations (or groups within
groups); ii) the concept of ‘group’ in the most commonly used meaning in the literature
on evolution; and iii) patterns of group behaviour. The last (i.e. patterns of group
behaviour in general) has a focus on optimisation of the system’s behaviour through its
members. The meta-population dynamics in general has the purpose of for instance
dealing with issues like habitat suitability, competition between kin, inbreeding, and
resource competition; finding the right habitat is key to fitness, determined by factors
like availability of appropriate food resources, density of inter- and intra-species
competitors and/or cooperators, suitability of nesting and breeding options, and/or
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sheltering as well as density and properties of predators. The three aspects are dealt
with in each their perspective, as is seen from the table.

Inevitable Evolution Theory Standard Evolutionary Theory = Extended Evolutionary
(IET) (SET) Synthesis (EES)
Meta-population dynamics: Meta-population dynamics: Meta-population dynamics,
e Flock dynamics e  Group dynamics, multi-level adaptive processes:
selection e Acquired team behaviours,
e Group behaviours social plasticity

o  Cheating and
deception in the
context of group
dynamics and
cooperation

6.1  Meta-Population Dynamics, ‘Inevitable Evolution Theory’

The basic principle behind evolution for this function in this perspective is related to a
population of individuals clustering into groups, with a marked yet steady display of
migration among the groups to optimise fitness in a balanced way between the individ-
ual and the population as a whole.

With meta-X being ‘X-about-X’, a ‘meta-population’ is a population that can be
divided into a number of geographically separated subpopulations — that is, meta-
population dynamics is concerned with intra-species spatial distribution and the
dynamics in this respect. Most populations in nature exhibit some form of spatial
structure, for instance in terms of fragmented habitats (like clan/herd territories, cities
versus farming areas, mountain areas or deserts) or just simply because dispersal is
limited ([89]). When dispersal is limited, individuals aggregate within clusters where
related individuals tend to live together, affecting the dynamics of altruism and hence
also population dynamics. At the same time there is a fitness cost to the clustering in
terms of reduced fecundity or reduced survival because of increased competition ([89]),
which may even counteract the beneficial effects of the clustering.

The dynamics include/involve selection at the (sub-)population level. Modelling in
this respect has in particular been used to describe meta-population dynamics for insect
pests, infections spreading between individual hosts, the ecological stability of species
within isolated circumscribed ecology (such as a pond), species that are territorial as
well as species at risk of extinction. Therefore, it will also include herd and clan
dynamics. A given population is relatively independent of parallel ‘sister’-populations,
while at the same time migration/dispersal dynamics between groups are relevant for
the fitness of individuals within their social context and hence for the survival of both
individuals and such subpopulations.

6.1.1  Flock Dynamics

Relevant here is the mechanisms behind characteristics that influence flock dynamics —
including behavioural ones, while the influence of decision-making strategies are re-
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ferred to Chapter 7. In short, it is the stochasticity and specific dynamics that are the
factors in flock dynamics and may be stable over ontogeny and/or across situations.

The introductory statement in the review of Krause and co-workers is that “rela-
tively little is known about the size, composition and dynamics of free-ranging fish
shoals.” ([90] page 477), and not much new information has been added since then. A
lot of it is about decision-making criteria related to the question of joining a given
shoal, where the ‘oddity effect’ regarding preference toward conspecifics, manoeu-
vrability, size and colouring are important factors. Beyond the decision-making as-
pects, the authors reference a couple of factors regarding shoal dynamics: a)
“Familiarity among the members of a shoal may reduce the fitness cost of competition
by reducing aggression between the contestants.” ([90] page 489); b) “fathead min-
nows that originated from the same shoal exhibited more effective antipredatory tactics
under predatory threat ...” ([90] page 489); c) “that association preferences of Arctic
charr are at least partly based on major histocompatibility complex (MHC) genotype,
...7 ([90] page 491), pointing at a role of kinship; d) the release of 788 marked (free-
range) fish from 10 shoals showed that “...distribution of the marked fish between
shoals was not different from random suggesting low shoal fidelity which may be a
result of breakdown of shoals overnight and/or random reformation in the mornings
(ref).” ([90] page 495); and “In some species, males are territorial and keep harems
thus controlling group structure (ref).” ([90] page 496); “Fish may develop an
attachment to familiar sites ... Remaining in the same area will allow an individual to
build up an increasing store of information on predator habits and distribution and food
locations.” ([90] page 496).

A recent study by Cavagna and co-workers of the dynamics of natural flocks of
birds applies quantum mechanics, using an inertia-spin model according to which the
birds communicate their movements to each other in either of two ways ([91]): by spin
fluctuations or density fluctuations. The authors demonstrate that the flock has to be
either small or large, while medium-sized flocks cannot propagate their information in
a linear and underdamped way — that is, “...either under the form of orientational
fluctuations or under that of density fluctuations, making it hard for the group to
achieve coordination.” ([91] page I). The consequence is that information cannot prop-
agate appropriately within medium-size populations, rendering such flocks unviable.

6.2  Meta-population Dynamics (Group Selection), ‘Standard Evolutionary Theory’

The basic mechanism behind evolution in this perspective is selection operating on
group fitness characteristics, based on behavioural traits of the group and its individuals
— that is, multilevel selection.

6.2.1  Multilevel Selection

The discussion on group selection within the literature is fierce (see for instance [86],
[92]), and the fight is still ongoing. The mentioned two references deal with the theo-
retical and formal premise of the debate, centred on group selection theories. A reason
might be that the models discussed are of a descriptive correlational nature rather than a
causal nature, even if they attempt to find causal models behind observations made in
nature.

At the one extreme (according to [60], [72], [93] and many more), it is wrong to
say that there is a dedicated group selection theory, with the argument that the mathe-
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matical modelling of groups may be achieved by means of kin selection models that
considers individuals — that is, there is no such thing as dedicated group processes
(mechanisms) in evolution. Frank concludes that the group structured perspective
works like a special case of kin selection within the broader analysis of phenotypes,
and that pathways of causation replace the group selection theory.

At the other extreme, several papers successfully develop theories for modelling
group selection, for instance: [85], [88], [94], [95]. Simon and co-workers strongly
conclude that “...this kind of group selection is not mathematically equivalent to indi-
vidual-level (kin) selection.” ([95] page 1561) in a dynamic setting, thereby contrasting
the above mentioned reviews of Frank and Lehman and co-workers (and more
researchers) by pointing at scenarios that will not be solved by inclusive fitness ap-
proaches. van Veelen is more moderate in his statements, saying 1) that different views
need not be incompatible; 2) that not all group selection models are the same; and 3)
that there are models containing synergies; and 4) “that as soon as a group selection
model implies a public goods game that is not linear, inclusive fitness can give the
wrong prediction.” ([94] page 594).

Correspondingly, van Veelen’s group selection theory in [94] is based on the prin-
ciple that selective forces work at the different levels (group level versus individual
level) and in opposite directions, with factors like altruism, selfishness, spitefulness and
mutualism involved. In a later paper by van Veelen and his co-workers ([92]), the
authors take their gloves off in the discussion on group selection versus kin selection
and their alleged ‘equivalence’. Their discussion boils the problem down to research-
ers’ lack of self-assessment and lack of assessment of assumptions’ validity, and/or
uncritical adoption of established approaches from the literature. The authors conclude
that inclusive fitness gives the correct prediction only for a well-defined strict subset of
group selection models with defined characteristics, such as when the dynamics are
payoff monotonic and when effects on fitness are additive. They re-analyse a set of
cases from the literature and point out what is wrong and how these problems may be
remedied. In a recent paper, van Veelen and co-workers in [96] elaborate on the same
topic and with the same conclusion. Also Allen and co-workers use surprisingly strong
words against inclusive fitness as a universally applicable theory to explain the
evolution: “..., it is claimed that inclusive fitness theory (i) predicts the direction of
allele frequency changes, (7i) reveals the reason for these changes, (iii) is as general as
natural selection, and (7v) provides a universal design principle for evolution.” ([97]
abstract). In their paper, the authors evaluate these four claims, and show that all of
them are unfounded.

It is not the task of the present study to solve or reconcile their dispute. The papers
of van Veelen and others similarly are so convincing from a professional perspective
that the discussion will be left here and the attention turned toward the Mereon Matrix
for reconciliation to see what it can bring.

The Mereon Matrix’s template information model shows that a pluralistic ap-
proach likely is the accurate one as said earlier — that is, normally a ‘both/and’ rather
than an ‘either/or’ is the accurate standpoint. And again, a system has internal structure.
So, from the present modelling perspective, based on the understanding synthesized
from the literature together with the template model characteristics, the existence of a
theory on multilevel selection (group selection) is supported in the present model.
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According to Smaldino, “If well-defined groups compete, however, and the
variance of a trait tends to be higher between than within groups, then it is theoretically
possible for an altruistic, group-beneficial trait to emerge, because groups with many
individuals possessing such a trait will have higher mean fitness than groups with fewer
altruists.” ([73] page 245). This characterises the multilevel selection framework.

Simon and co-workers describes ‘group selection’ as “... is about the effects of
group-level events on a two-level evolutionary process.” ([95] page 1562). The reason
that it operates at two levels is that while the mechanism of evolution operates at the
group level, it is inescapable that such group-oriented selection mechanism penetrates
and thereby interacts with and affects the individual level, directly and/or indirectly.

In nature, many groups have collective behaviours without specialisation. Those
with specialisation are discussed in the section on ‘patterning’ (Chapter 8).

Both Luo and Simon and co-workers present multilevel selection theories that
operate on two levels in combination, a group level and an individual level, based on
the idea, as described by Simon and co-workers, that “... genes encoding traits that are
detrimental to the individual carrying those genes might still thrive on an evolutionary
scale if the trait confers an advantage to the group in which the individual is living.”
([95] page 1561). Thus, group selection is about the effect of group events on individu-
als in a synergistic two-level evolutionary process: “... the group-level events directly
affect group-level population dynamics, and only indirectly affect individual-level
population dynamics, and conversely for individual-level events.” ([95] page 1566).
Furthermore, they define that a trait evolves by group selection in a model if it only
establishes itself when group-level events are present, and a trait is assisted by group
selection in a two-level population dynamics if it only establishes itself more quickly
and/or more completely only when group-level events are present — that is, they only
talk about group selection when there is a demonstrable effect of such grouping. Luo
demonstrates that “selection at the group level is favoured when group-level events
occur frequently relative to individual-level events, when there is little or no mutation,
and when there are many groups relative to the number of individuals in each group.”

([85] page 41).

In conclusion, the Mereon Matrix template information model tells us that the
system has an internal structure and therefore, selection will act upon all component
elements — that is, the group structures as well as the individuals.

6.2.1.1  Cheating and Deception in the Context of Group Dynamics and Cooperation

According to Ghoul and co-workers, cheats are broadly classified on the basis of four
distinctions: “(i) whether cooperation is an option; (ii) whether deception is involved;
(iii) whether members of the same or different species are cheated; and (iv) whether the
cheat is facultative of obligate.” ([98] page 318).

van Dyken and Wade mention ‘cheaters’ and ‘selfish cheating strategies’ and say
that cheaters may have as many diverse strategies as altruistic individuals and may
create conflict within a group by securing personal gain at the expense of others — the
polar opposite of altruism ([70], [71]).

Ostrowski and co-workers studied ‘cooperation and conflict’ (cheating) in a social
amoeba while searching for the corresponding genes ([99]). The genomic signatures
were quite complex and consistent with frequency-dependent selection acting to
maintain multiple alleles. They suggest that their results indicate stalemate rather than
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an arms race, with balancing selection on these genes allowing multiple types (or
alleles) to co-exist.

Ghoul and co-workers illustrates the effect of cheating on the (relative) fitness, and
how cheating/deception may evolve. “A key factor is whether the fitness of cheats is
frequency dependent, such that the relative fitness of cheats decreases as they become
more common in the system (refs).” ([98] page 326). For instance, when cheaters have
less relative fitness one may expect equilibrium, and oppositely when cheaters have a
higher fitness than co-operators — because there is a cost to cooperation — one would
expect the cheating trait to go to fixation.

As there is competition between groups and hence a fight for survival, the amount
of cheating matters; cheaters destabilise cooperation ([100]). For instance, groups com-
prising only altruists will grow faster than groups with only cheaters / defectors, while
in mixed groups defectors may have higher reproductive success ([67]); and only when
kin selection is weak, can cheaters prevail ([70]). However, this picture seems to be a
lot more complicated, as seen from the introduction in Velicer’s review: “Selfish social
strategies are not limited to mammals with complex behavioural plasticity, ... . Cheat-
ing is also common in social insects and in microbes with relatively hard-wired social
traits.” ([100] page RI73). There are cheating both at the kin and the group levels of
cooperation.

Since the presence of cheats imposes a fitness cost on cooperators, mutations that
confer resistance to such cheating will be favoured at selection. Cooperators could be
selected to reduce the cooperative behaviour that is exploited, even to the point that the
cooperative ability is lost. Or alternatively selection can change the cooperative mecha-
nism, for instance, by evolving a receptor molecule that is harder for cheats to exploit;
examples are mentioned in [98]. However, if co-operators evolve to become harder to
exploit, so will the cheaters, “Consequently, not only does the presence of cheats im-
pose a selection pressure on co-operators, but this can lead to a coevolutionary arms
race between co-operators and cheats.” ([98] page 327); one of the authors’ example in
this respect is the “brood parasitic cuckoos and their hosts, where the hosts are selected
to reject cuckoo eggs, and the cuckoos are selected to circumvent this.” ([98] page
327).

In his review, Velicer summarises several hypotheses from the literature regarding
mechanisms for handling the detrimental effects of cheaters, for instance, that cheating
might be restrained at the genetic level within potential cheats: “The most direct way to
accomplish this would be to make mutations that cause defection from cooperation
intrinsically harmful to fitness (‘intrinsic defector inferiority’) ...” ([100] page R173).
Velicer then in detail references a study observing such defector inferiority in a coop-
erative slime mold. It seems that cheaters may be obtained by a single mutation or a
few mutations, and defector inferiority has been observed in a number of microbial
defectors. One advantage of this mechanism for a social organism is that social inter-
actions or selection against the cheaters are less relevant (although not superfluous),
and therefore that efforts may be focussed on other and more productive activities to
optimise fitness of that society, such as finding the optimal nest or foraging (in more
advances species), etc.

Cheating/deception may be based on aposematism; see this in Section 5.2.5.
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6.3 Group Dynamics (Acquired Team behaviour), ‘Extended Evolutionary
Synthesis’

It took the author some time to realise the topic of this ‘cell’ in Table 1, while knowing
that it had to be about group dynamics and at the same time have a significant aspect of
adaptation / learning in order to align with the rest of this perspective in a gradual, pro-
gressive manner: What is it that makes a group a team rather than being a collection of
mere individuals?

A ‘team’ is a group of individuals cooperating to achieve a shared goal. Examples
are: 1) lions hunting as a group to lay down prey; 2) two birds cooperating to build a
nest for their progeny; 3) last year’s progeny helping their parents to feed and raise the
next generation of their siblings; 4) the guard in a group — this is not a specialised role
like in Section 8.2.2 and 8.3.2, since it is accomplished in a round-rabbit fashion
amongst the grown-up individuals; and 5) defence mechanisms, such as a herd encir-
cling the new-born calves to defend them from predators.

6.3.1  Acquired Team Behaviour

The suggestion for topics to be included here are those aspects that are based on
acquired team behaviours — that is, learning. That which is learned is not stored in the
DNA sequence, and therefore, it can be defended in this place irrespective of the
mechanism for learning. Learning is a huge topic in itself and with diverging theories
and no definitive and conclusive full explanation. Comparing memory and plasticity
reveal that both have short-term adaptation that is converted into a long-term memory
by some mechanism (fixation for properties in the plastic trait, and long-term memory,
resp.). Of the examples mentioned above, the lions’ hunting skills are clearly an
acquired skill that is transferred from parent generation to progeny.

Webster and Ward in [66] review the social influences upon individual behaviour,
in terms of two behavioural traits, ‘conformity’ and ‘facilitation’. They define ‘con-
formity’ as “...the positively frequency dependent tendency of individuals to adopt the
behaviour of the majority of their group mates, or their near neighbours within the
group, such that they become disproportionately more likely to perform a behaviour as
the proportion of others performing it increases (ref).” ([66] page 761). The authors say
that predators exert substantial pressure, contributing to the selection pressure, in that
they disproportionally target oddly behaving individuals (e.g. because pattern recogni-
tion will make these particularly visible in the group), and that conformity may operate
through simple local rules of for instance alignment with neighbours while attending
closely to their behaviours, thus establishing uniformity amongst group members. This
could be valid also for both instinctual decision-making and informed decision-making.

Correspondingly, Webster and Ward define ‘facilitation’ as “Social facilitation
occurs when the presence of group mates affects the behaviour of an individual, allow-
ing or causing them to engage in certain behaviours at a different rate, or to perform
behaviours that they would not perform at all if they were alone (ref).” ([66] page 762).
The mechanisms driving such facilitation may include reduced perception of risk,
decreased investment in vigilance and/or increased levels of competition. The authors
reference studies investigating the variation for a given personality trait between
asocial and social contexts; they conclude that these studies demonstrate a complex and
context-dependent influence of sociality upon individual behaviour, and that “Many
behavioural responses are known to be strongly influenced by the number of group



6. Stabilisation: Balancing Efficiency and Effectiveness at Evolution 63

mates present (ref).” ([66] page 765). Further, they find that “In particular, the
composition of personality types within the group can feed back to affect both the
behavioural responses of its constituent individuals and the way in which the group as a
whole functions in relation to the environment.” ([66] page 766).

Webster and Ward show that there are a number of adaptive aspects in group
behaviour ([66]). They say “The genetic and endocrine systems underpinning behav-
ioural responses are highly complex, and the behaviour expressed by the individual,
and its underlying genetic basis, may be separated by many hierarchically arranged
steps or stages, which themselves may be subject to feedback and interactions with
other systems.” ([66] page 760). They continue by stating that “This complexity poten-
tially allows for a degree of behavioural flexibility, and the environment, including the
social context, that an animal experiences can have considerable influence upon its
neuroendocrinology and subsequent behaviour (refs).”.
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7 Prioritization: Maximising Effectiveness of
Evolution

Abstract. Function 4, prioritization (see Table 2 and Table 3 in Chapter 14), is
concerned with a goal-orientation, thereby putting the emphasis on ‘effectiveness’.
‘Prioritization’ entails selecting between a set of available options, and therefore
explicitly involves decision-making processes. The principle is ‘survival of the
fittest (combination of) decision-making strategies’, and the mechanism is ‘natural
selection of decision-making preferences, explained for the three perspectives:
Standard Evolutionary Theory, Inevitable Evolution Theory and Extended Evolu-
tionary Synthesis.

Keywords: Natural selection, survival of the fittest, Standard Evolutionary
Theory, Extended Evolutionary Synthesis, Inevitable Evolution Theory, collective
decision making, decision-making strategies, cultural selection, prioritization,
flock behaviour, sheltering, dispersal, migration, fission-fusion societies, speed-
accuracy trade-off, quorum sensing

Decision-making processes within a system constitute the means to ensure effective-
ness through avoiding appropriate resources. ‘Cycling’ here is not to be understood in
the sense of a wheel going round and round, but of repetition or returning to a point of
departure, from which to start again, and again, ..., i.e. recycling. Viewed from a single
resource, it is the processing by the seven functions that are operating in a continuous
cycle; an analogue in biochemistry is Krebs’ cycle, and an example from everyday life
is a crossing with a traffic light. The processing at each cycle of the slightly changed
resources from previous cycles (see the spiral of progression in Figure 1) leads to
incremental changes. Such incremental nature in terms of repeated (small) steps is a
built-in characteristic at evolution in the sense that we know this.

Effectiveness is concerned with the capability and capacity for bringing about the
result intended for the system — that is, securing the system’s raison d’étre. Thus,
effectiveness implies the employment of appropriate decision-making strategies incre-
mentally to achieve a goal. And doing the right thing in any situation — and hence also
in an evolutionary context — is closely linked with the maintenance (or optimisation) of
fitness, as the opposite — doing the wrong thing — may put fitness at risk, thereby
affecting evolution of the individual as well as the group. In some decision-making
scenarios, the group decision may be critical for its survival. Examples are the choice
of an appropriate nest site, foraging, the behavioural reaction to the appearance of
predators, migration dynamics, and the decision to cheat in an otherwise cooperative
scenario. Therefore, decision-making strategies cannot/should not be ignored or under-
estimated as an evolutionary factor in itself, operating indirectly through the endeavour
to optimise the capability and capacity for bringing about the result intended for the
system — survival and reproduction; and in an evolutionary context the system’s fitness
is the capability strived for.
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Principle: Survival of the fittest (combination of) decision-making strategies
Mechanism: Natural selection'® of decision-making preferences
Emergent property: Selected phenotypes

In Chapter 3, a couple of examples of individual decision-making were given for
the three perspectives: Individuals of the human species may in different contexts show
instinctual decision-making (e.g. in caring for progeny), rule-based decision-making
(e.g. at craftsmanship) and value-based decision-making strategies (e.g. in culture). The
present chapter is dealing with the corresponding collective decision-making strategies.

As expressed by Cronin, “Group-living organisms in a wide range of taxa must
make behavioural decisions that affect the entire group while maintaining group
cohesion. This is often achieved via a decentralised process known as a consensus
decision-making, in which a group response emerges as the product of the actions of
multiple individuals ...” ([101] page 1262).

Given that culture — in short — is ‘acquired preferences at decision making’', this
has in social systems a tight link with the concept of ‘effectiveness’. As effectiveness is
related to ‘doing the right things’ (actually, the perceived right things) decision-making
preferences determine the individual’s actual decisions. Thus, it seems that this func-
tion with its focus on decision-making strategies is also concerned with aspects of
cultural selection. This is discussed in much more detail in Section 7.3.

This point at a distribution of decision-making strategies over the three perspec-
tives shown in the table:

Inevitable Evolution Theory Standard Evolutionary Theory Extended Evolutionary
(IET) (SET) Synthesis (EES)
Constitutive (instinctual/reflex- Collective cognition / acquired rule-  Collective cognition, acquired
based) collective decision making —  based decision-making preferences:  value-based preferences in
without learning: e Collective action patterns, such decision-making strategies:
e Collective movement patterns, as: e Culture, including

such as: o  Dispersal/migration o  Religion

o  Shoal/flock behaviour o  Fission-fusion societies o Institutions

o  Sheltering o Misc. decision-making o Politics

o  Dispersal/migration aspects e Informed (adaptive)

dispersal / migration

Definitions in this respect are nicely provided by Ross-Gillespie and Kiimmerli in
[61]: ‘collective decision making’ is defined (in its broadest sense) as “... the process
by which a group of individuals uses social information to arrive at a state of adaptive
group-level coordination. By “social information” is meant signals and/or cues gener-
ated by other individuals (refs), which could be transmitted directly, or indeed
indirectly ... .” ([61] page I). Moreover, “By “group-level coordination” we mean
anything other than a random distribution of individuals — or their behaviors — in space

19 Note the definition of ‘natural selection’ in Section 1.2.
! See details in Section 7.3.
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or time.” ([61] page 1). Jeanson and co-workers present examples of collective
decision-making scenarios are selection of nest site, colony emigration, foraging,
colony defence and division of labour ([102]).

Note that for all three perspectives, it is the individual that performs the decision-
making whether within a group context or not and that some of the decision-making
processes literally are group processes, for instance through various positive and nega-
tive feedback mechanisms. The text in the following three sections brings more
examples.

7.1  Collective Decision-Making, ‘Inevitable Evolution Theory’

The basic mechanism in this perspective of evolution comprises instinctual / reflex-
based decision-making strategies or decision-making as we for instance see in shoals of
fish responding to a predator’s attack, and in flocks of birds migrating. Here, it is the
synchronous and aligned response by all individuals that constitutes the collective
decision-making behaviour in this perspective. As Jeanson and co-workers express it
“collective decisions can emerge from the combined action of individuals and the direct
or indirect interactions between individuals.” ([102] page 1), or as Couzin says, “...
collective behaviour can arise from repeated and local interactions and need not be
explicitly coded as a global blueprint or template [refs].” ([103] page 36). This is how
the present perspective in collective decision making is perceived, while the distinctive
characteristic is the absence of cognition within the decision-making process.
Ross-Gillespie and Kiimmerli compare microbial decision-making with the collec-
tive decision-making of higher taxa. They “conclude that collective decision making in
microbes shares many features with collective decision making in higher taxa...” ([61]
page 1). They say that the individual microbe chemically monitors their close environ-
ment and respond according to simple innate (instinctive, inherent) rules. This might
seem obvious since microbes have no cognitive ability and have to act basically
through a metabolic response to received physical and chemical signals. Unlike most
higher taxa, microbes have limited ability for fast, intentional movement (migration)
and therefore a favoured reproduction locally leads to large populations of individuals.
Since such populations are fairly homogenous, their (metabolic) response to environ-
mental cues can mimic self-organised patterns of decision making at a group level.
Ross-Gillespie and Kiimmerli describe three rules that have been explored by
simulation; these three rules are related to concentric zones relative to the localisation
of a given individual, which guide that individual’s decision-making ([61]): 1) if a
neighbour entered their outer zone (‘zone of attraction’) they would move toward it; 2)
if such neighbour entered the second zone (‘zone of orientation’) they would align to
its orientation; and 3) if it entered their innermost zone (‘zone of repulsion’) they
would direct them to move away. The authors continue by saying that “Simple sets of
rules like these are thought to underlie the complex collective movement patterns
observed in fish shoals (ref), bird flocks (ref) and insects (ref).” ([61] page 3). They
reference a study by Shklarsh and co-workers from 2011 providing hints that similar
rules may model collective swarming mobility in a population of bacteria.
Ross-Gillespie and Kiimmerli in [61] state that:

1) The flexibility (speed-accuracy trade-off) in microbial response to environ-
mental changes, and which is interpreted as a kind of bet-hedging, may arise
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“... because individuals stochastically switch between alternating distinct
responses (ref).” ([61] pages 3-4;

2) In higher taxa, “positive and negative feedbacks work together to modulate the
trade-off between the speed and accuracy of the decision-making process.”
([61] page 4), where the combined action of the two types of feedback
generally counterbalance each other to stabilise emerging collective patterns
([102]). Both types of feedbacks are features that have been demonstrated in
bacterial decision making, and for instance the positive feedback facilitates the
formation of fruiting bodies in amoebae;

3) For quorums and quorum sensing, when the chemical stimulus from the
environment (with sensing through receptors) is above a threshold level then
the standard response is to induce the production of more of the same signal
component — corresponding to positive feedback — and once the receptors are
sufficiently stimulated then a ‘coordinated’ group response in terms of a shift
in gene expression is induced;

4) Conflicts of interest (e.g. cheating in the case of aggregation among amoebae
to develop a fruiting body): experimental studies confirm that relatedness is a
key factor in microbial collective action, which is understandable because the
more identical the population of individuals is the better their response to a
quorum will be coordinated to achieve a shared goal; on the other side, the
differences, and hence the conflicts of interest, will allow for evolution in
patterns of fitness;

5) The necessity of aggregation of information for centralised decision making
also has an analogue in microbial systems. For instance, the formation of
fruiting bodies in starving amoebae, where — at the aggregation — a positive
feedback loop is generated, which establishes a chemical gradient that individ-
ual amoebae follow, until a dense aggregation is formed.

Couzin in [103] discusses the scaling from individual to collective behaviour and
ways these operate. In microbes, this may — as also found in more advanced species —
happen through various feedback mechanisms. For instance, Pseudomonas aeruginosa
exhibits both positive and negative (local) feedback mechanisms, implemented through
secretion of various chemical components.

Not all decision points require instant action for survival, and consequently, there
are other approaches for accomplishing decision making, more like consensus
decisions. Consensus decisions frequently employ a ‘quorum’ mechanism, whereby the
likelihood that a given individual will undertake a specific action increases markedly
once a threshold number of individuals is already performing that action. Information
exchange through the quorum sensing systems “... is overwhelmingly chemical in
nature, whereas in more complex metazoan it may be audial, visual or tactile, etc.”
([61] page 8). In microbes the signalling is effected through receptors and with subse-
quent metabolic responses to achieve a certain goal. Ross-Gillespie and Kiimmerli
concludes from their review of decision-making mechanisms that many features for
decision making among microbes are shared with collective decision-making in higher
taxa; see these in the next section.

“Ratio dependence has been found in a wide range of taxa, and to apply to a range
of perceptions, including tactile stimulus (ref), visual quantification of number (refs),
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auditory discrimination (ref), task repetition (ref), sucrose concentration (ref), visual
contrast (ref), and abstract concepts such as the estimation of price (ref).”, as expressed
by Cronin in [101] (page 1262). It has been proposed that spatial, temporal and numeri-
cal sensory information share a common mechanism of magnitude estimation ([101]).
Ratio dependence also applies to the quantification of group size as an important
instrument in the tuning of group size which frequently affects group fitness. It has
been reported that the ratio-dependent distance estimation applies to slime mould, and
hence that the mechanism is independent of a neural system ([101]). This kind of
decision-making process can be adjusted to suit the environmental conditions, and they
are in some cases proportional to the group size, for instance as a function of a ratio
between stimuli that increases above a threshold to call forth a decision.

Planas-Sitja and co-workers study the collective decision-making process for the
cockroaches (Periplaneta americana) in relation to sheltering ([82]). Cockroaches are
characterised by a self-organised process of aggregation, rather than individuals leading
or following in the process. The authors emphasise that this does not exclude an aggre-
gation pheromone as the underlying mechanism, at which those producing more than
others will contribute more than others to the collective decision-making that lead to
aggregation. An alternative hypothesis for the aggregation mechanism is variation in
the response to the pheromones from individual to individual owing to differences in
their threshold response. According to Cote and co-workers, individual differences in
exploratory behaviour are found to be consistent. “Artificial selection experiments over
four generations produced fast exploring/bold versus slow exploring/shy individuals,
thus demonstrating that exploratory behaviour and copying style are heritable (refs).”
([104] page 4067).

Planas-Sitja and co-workers study the group aspect versus the individual behav-
ioural patterns in collective decision-making for their cockroaches ([82]). They defi-
nitely see variation in the cockroaches’ individual behaviour even if there is a col-
lective personality at the group level. The individuals vary with respect to sheltering
(i.e. their tendency to explore the environment). The “...group personality, which arises
from the synergy between the distribution of behaviour profiles in the group and social
amplifications, affected the sheltering dynamics. However, owing to its robustness,
personality did not affect the group probability of reaching a consensus.” ([82] page 1).
The point here and now is that an individual’s behaviour is different when he/she/it is
alone as compared to its behaviour when it is member of a group. And naturally, this
goes both ways, as the group behaviour also depends on the personality of the majority
of members or the leaders of a group. Consequently, the decision-making processes of
an individual influence group behaviour and thereby also the fitness aspects of both the
group and its members as individuals.

Further, the group personality influences the exploitation pattern of the environ-
ment; a social group is not the mere sum of individual behaviours, but is modified by
amplification. Thus, the sheltering dynamics is sensitive to the composition of the
group: groups with homogeneous individuals are more likely to perform particularly
fast or slowly in the aggregation processes. Planas-Sitja and co-workers caution the
interpretation while summarising findings in the literature that behaviours, which are
more sensitive to the environment, and therefore more flexible, tend to be less
repeatable than behaviours under morphological or physiological constraints ([82]).
The authors observe that the cockroaches showed behavioural stability over a week and
state that they cannot exclude epigenetic factors.
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We mentioned in Chapter 5 pheromones as a means for communicative interac-
tion, and this may in a group context serve as a means for achieving and maintaining
the group behaviour. Couzin in [103] reviews how ants use pheromone trails to coordi-
nate activities within a group, which in some cases include multiple pheromones,
where variation in volatility adds a time-scale to the trail information laid out since the
newest information has the strongest impact, and this way the group avoids becoming
trapped in suboptimal solutions. The decision mechanism evolved is primitive but
efficient: when foraging for food resource, the ant finding the nearest source returns
home the fastest; another one follows the trail and return equally fast, so the closest
source of food will immediately achieve the most intense pheromone trail.

Pelé and Sueur review experimental findings exploring trade-off mechanisms
applied for prioritization between alternative options, similar to the choice scenario of
‘one bird in the hand is better than two in the bush’ ([105]). They discuss factors like
delay/speed in decision making as well as decision accuracy and risk'2. The mechanism
of the ‘Diffusion Model’ implies that when the relative advantage of a given alternative
exceeds a threshold then that decision is chosen. According to Pelé and Sueur ([105]),
this model is the only one able to explain the speed-accuracy trade-off (in binary or n-
ary decisions). The Diffusion Model seems valid for a large variety of decision situa-
tions and for species that range from monkeys over ants and bumblebees to slime mold,
both for the individual and the collective decision making. However, the authors also
mention that other types of decision making may lead to other mechanisms, involving
for instance survival mechanisms; one such could be a heuristic mechanism with
simple exclusion of less advantageous alternatives, and specifically for survival this
could also be the constituent decision-making mechanism.

In summary, collective decision making within this perspective seems to primarily
be performed by means of a quorum sensing in terms of chemical cues, ratio-depend-
ence and/or threshold mechanisms, but also potentially involving bet-hedging, trade-off
mechanisms and simple rules. This does not exclude the influence of individuals’
behaviour and personality.

7.1.1  Decision Making in Relation to Dispersal/Migration

Dispersal (or migration) is defined as the “active or passive attempt to move from a
natal/breeding site to another breeding site.” ([106] page 209).

Dispersal is divided on three behavioural stages in succession ([104], [106], [107]):
a) departure from the current patch, b) movement between patches, and c) settlement in
a new patch. However, there is not a single behavioural pattern that covers all species
and all cases for the various stages of dispersal, showing that it is a complex issue.
What belong here are the mechanisms influencing the decision making in relation to
passive dispersal.

In short, the following are all factors at dispersal and may be stable over ontogeny
and/or across situations: stochasticity and/or various differences in behavioural types or
behavioural syndromes, such as behavioural profile (e.g. boldness, shyness, aggressive-
ness, foraging, neophobia, and proactive-reactive strategies). Activity patterns as well
as some kinds of social behaviour (altruism and cooperative tendency belong in Section
7.2.6, while mating decisions and parental caring have adaptive decision-making

12 pel¢ & Sueur use the concept of ‘risk’ in the sense of “when actions may lead to different possible
outcomes” ([105] page 546).



7. Prioritization: Maximising Effectiveness of Evolution 71

strategies involved and hence belongs in 7.3.2), and risk management (e.g. avoiding
predators or competition for resources) belongs here, when this is purely instinctual.
Overall, dispersing individuals are not a random subset of the population ([104]).

An example in this respect involving humans is concerned with lactose tolerance.
Lactose tolerance has long been considered a culturally-determined trait in humans, but
this is now debated, see for instance [108]. Hypotheses originally suggested that lactose
tolerance co-evolved alongside the cultural adoption of milk-drinking where lactating
domesticated animals are an integrated part of the conditions for living (i.e. belonging
under ‘culture’), or as adaptation to a new source of food under extreme climate
conditions (i.e. belonging under ‘plasticity’). However, an alternative hypothesis that is
gaining evidence now is that the lactose tolerance is related to patterns of migration
carrying the relevant mutation (see e.g. Allentoft et al. [109]) rather than the conversion
from hunter-gathering to farming. If the original hypothesis of cultural adaptation as
the mechanism is valid, then this example belongs in Section 7.3; if the new hypothesis
is valid, then it may belong here under the Inevitable Evolution Theory under dispersal
— the distinguishing feature then would be whether the dispersal is based on an active
and intentional decision or passive.

7.2 Collective Decision-Making, ‘Standard Evolutionary Theory’

The basic mechanism in this perspective of evolution comprises acquired, rule-based
(informed) decision-making strategies, employing cognition.

7.2.1  Scaling from the Individual to a Group

Couzin in [103] discusses the scaling from individual to collective behaviour in terms
of behavioural tendencies within the zones discussed in the previous section: “Near-
range repulsion from others enables collision-avoidance and maintains individual per-
sonal space ...”, and “A relatively long-range attraction maintains group cohesion,
minimizing potentially dangerous isolation ...” ([103] page 37). Further, Couzin
describes that the collective states can be dependent on previous history, “This demon-
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strates that animal groups can exhibit a form of hysteresis, or ‘collective memory’.

([103] page 37).
In social insects, according to Jeanson and co-workers the scaling from individual
to collective behaviour “... could be explained by self-organized mechanisms based on

the use of simple rules by individuals relying solely on local information, and on the
direct and indirect interactions among these individuals (refs).” ([102] page 2). The
combination of direct and indirect interactions that are not mutually exclusive can
further enhance amplification and thereby enforce collective decision making. Further,
“In non-linear systems, fluctuations at the individual level, even small ones, can lead to
profound changes at the collective level, highlighting the fact that noise and stochastic-
ity are intrinsic to any collective decision (ref).” ([102] page 6); and undirected noise
can suffice for a system to behave adaptively to changing environments by facilitating
transitions. Still, the combination of *...simple behavioural rules are able to account for
the production of complex collective patterns.” ([102] page 11).

7.2.2  Overall Mechanisms of Animal Decision-Making

Couzin in [103] reviews the mechanisms of collective cognition in relation to decision
making in groups of animals, and step by step he draws an analogy of these with
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specific neuronal processing mechanisms in the brain, although the underlying detailed
mechanisms are not known. He says that: a) multiple stable modes of collective
behaviour can co-exist for given individuals; b) alignment among individuals (a
tendency to move in the same direction as near-neighbours) can enable coordination of
change in direction, and such amplification of local fluctuations through positive feed-
back is important in case of threats; c¢) incorporating negative feedback can prevent
over-sensitivity (‘informational cascades’) of collective responses to individual error or
environmental noise and can enable distant patterns to be observable in relief of
undesirable local fluctuations; d) quorum mechanisms, threshold mechanisms and aver-
aging are employed to improve the accuracy of individual decision-making by integrat-
ing own preferences with that of others.

Similarly, in case of searching for a new nest, scouts will make the search and
subsequently recruit fellows with an eager that depends of the site quality and may
culminate in carrying fellows to the site to show commitment; thus, a graded signal
where the process speed is tuned according to urgency ([103]). Social insects like ants
and honey bees employ quorum sensing in connection with the collective decision-
making process on deciding among potential nest sites ([103]). For instance, honey
bees will initiate swarming once 10-15 scouts are in a single location: when a colony
needs a new home scouts go out to find a suitable new location, and the voting is
achieved by recruitment of nest mates to each their favourite site, and once a threshold
number of scouts is reached the quorum is achieved on that nest site. Cronin in [101]
reports from his investigation with ant quorum sensing that a clear positive association
between quorum threshold and colony size exists without an observable influence of
experience. Thus, ants are employing an analogue to the chemical trace with a magni-
tude mechanism involving the ants’ ability to discriminate quantity.

Conradt in [110] reviews models for studying animal collective decision-making
with a focus on information uncertainty and conflicting preferences as factors in the
decision making. The reason that this is important in an evolutionary context is that the
difference between a wrong and a right decision may be the survival of the individual
and/or the group. It is obvious from the review that there is still a lot of work to do in
this area, and in particular, that the combination of the two factors (information uncer-
tainty and conflicting preferences) is unexplored within the literature ([110]). Conradt
discusses models dealing with uncertainty within the decision-making information, for
instance:

3

1) Quorum response mechanisms: “...the probability of an animal to choose a
particular option increases steeply once a threshold ‘quorum’ of other animals
has chosen that option.” ([110] page 227). However, even if simple animals
can, and do, use quorum responses the behind cognitive mechanism(s) are not
clear. It seems that beyond simple all-or-none approaches it may involve even
complicated ratio estimates (see this concept in the previous section). In very
large groups the quorum model may become very slow and thereby inefficient
for certain decision-making situations, such as the attack by predators;

13

2) Conradt says “...it is generally accepted that movement decisions in large
groups are based on local self-organizing interactions between neighbouring
individuals that result in global cohesive and synchronized group movements
[refs].” ([110] page 228), while the behind cognitive mechanism as well as the
penetration of the outcome is still unclear;
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3) The independence-interdependence model is addressing noisy but independent
information combined with interdependencies between the decision makers;
and because of the interdependency information pooling may be facilitated. A
study that Conradt references concludes that “...without interdependence, the
rapid convergence to a consensus would be undermined... , without independ-
ence, a consensus would still emerge, but it would no longer robustly be in
favour of the hi