-

View metadata, citation and similar papers at core.ac.uk brought to you byf’f CORE

provided by VBN

Aalborg Universitet
AALBORG UNIVERSITY

DENMARK

The Challenge of Wireless Connectivity to Support Intelligent Mines

Barbosa, Viviane S. B.; Garcia, Luis G. U.; Caldwell, George; Portela Lopes de Almeida,
Erika; Rodriguez Larrad, Ignacio; Sgrensen, Troels Bundgaard; Mogensen, Preben Elgaard,;
Lima, Hernani

Published in:
24th World Mining Conference (WMC) 2016

Publication date:
2016

Document Version _
Peer reviewed version

Link to publication from Aalborg University

Citation for published version (APA):

Barbosa, V. S. B., Garcia, L. G. U., Caldwell, G., Portela Lopes de Almeida, E., Rodriguez, I., Sgrensen, T. B.,
... Lima, H. (2016). The Challenge of Wireless Connectivity to Support Intelligent Mines. In 24th World Mining
Conference (WMC) 2016: Automation and Robotics (pp. 105-116). IBRAM.

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

? Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
? You may not further distribute the material or use it for any profit-making activity or commercial gain
? You may freely distribute the URL identifying the publication in the public portal ?

Take down policy
If you believe that this document breaches copyright please contact us at vbn@aub.aau.dk providing details, and we will remove access to
the work immediately and investigate your claim.

Downloaded from vbn.aau.dk on: May 01, 2017


https://core.ac.uk/display/60666046?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://vbn.aau.dk/en/publications/the-challenge-of-wireless-connectivity-to-support-intelligent-mines(1e19ee74-2826-4721-986d-c3f5f011ebdd).html

THE CHALLENGE OF WIRELLES CONNECTIVITY TO SUPPORT INTELLIGENT MINES

*V. S. B. Barbosh“and L.U. Garcig G. Caldwef and E. P. L. Almeicfa3 |. RodrigueZ, T. B.
Sgrensehand P. MogensénH. Lima'

vale Institute of Technology
Avenida JK, 31
Ouro Preto, Brazil
(*Corresponding author: c0440610@itv.org)

2Institute of Technological Development
SCS Quadra 01 Bloco F, Asa Sul
Brasilia, Brazil

SWireless Communication Networks Section
Department of Electronic Systems, Aalborg Universit
Fredrik Bajers Vej 7 A3-A4, 9220

Aalborg gst, Denmark

40Ouro Preto School of Mines
Campus Morro do Cruzeiro, s/n
Ouro Preto, Brazil



THE CHALLENGE OF WIRELESS CONNECTIVITY TO SUPPORT INTELLIGENT MINES
ABSTRACT

The need for continuous safety improvements anck&sed operational efficiency is driving the mining
industry through a transition towards large-scal®mnation of operations, i.e., “intelligent mine§’he
technology promises to remove human operators frarsh or dangerous conditions and increase
productivity, from extraction all the way to thelidery of a processed product to the customer.hia t
context, one of the key enablers is wireless cavigcsince it allows mining equipment to be rerigt
monitored and controlled. Simply put, dependablesless connectivity is essential for unmanned mine
operations. Although voice and narrowband dateosadlave been used for years to support severa tfpe
mining activities, such as fleet management (d@patand telemetry, the use of automated equipment
introduces a new set of connectivity requirements@oses a set of challenges in terms of netwanhhg,
management and optimization. For example, the dd¢s required to support unmanned equipmentae.g.
teleoperated bulldozer, shift from a few kilobitsfend to megabits/second due to live video feetls T
traffic volume is well beyond the capabilities ofofessional Mobile Radio narrowband systems and
mandates the deployment of broadband systems.dfartine, the (data) traffic requirements of a milse a
vary in time as the fleet expands. Additionallyseless networks are planned according to the cheniatics

of the scenario in which they will be deployed, libes change by definition on a daily-basis. T a
careful and continuous effort must be made to enthe wireless network keeps up with the topogaphi
and operational changes in order to provide theessary network availability, reliability, capaciand
coverage needed to support a new mining paradignm&ans of simulations, we analyze the effectden t
wireless network along 7 years of constant topdgcaphanges in an open-pit mine coupled with much
higher data requirements. The authors also preseatv network topology that is able to partiallyetnthe
requirements posed by mining automation and disthesgonsequences of not providing connectivity for
all applications. The work also discusses how theefal positioning of the heavy communications
infrastructure (tall towers) from the early stag#fsthe mine site project can make the provision of
incremental capacity and coverage simpler.

KEYWORDS

Mining automation, wireless communication, intedid mines, communication requirements, mining
application

INTRODUCTION

The replacement of human labor by mechanical agctreinic devices is not new in the industrial
world. Specifically in the mining industry, whicmempasses higher operational risks, process atitoma
has the potential to ensure exploitation with higegels of safety and efficiency. Autonomous equéimt
has been adopted to a greater or lesser degreederground and surfaces mines. Although automated
processes are well established in underground nigueh as the use of longwall shearers at coalshine
open-pit mines are still employing initiatives thgh pilot-projects for testing automation of loagliand
haulage equipment, as those working in mines liledbrigéla Mistral (Codelco), Pilbara (Rio Tinto) and
Brucutu (Vale). Collaboration between equipmentpdigps and mining companies are common to the
development of these systems, often customizethéoproject in terms of volume and capacity (Belfa8n
Pravica, 2011; Hargrave et al., 2007; Korane, 2013)



Monotonous and repetitive activities are immediadidates for the automation process. There
are natural candidates in open-pit mires, operations whose automation is less challentfing others,
such as the work of trucks (hauling the materiaifrexcavators sites to the dump area), drill riyglihg
according to a previous mesh for loading explogiMadidozers (working on haul roads and strip@nggas),
and water trucks (spraying water to reduce dust)th@ other hand, the excavators are still far flaimg
100% automated, because there is a complex setsk$ that cannot be classified as monotonous and
repetitive, currently requiring greater interventiof a human operator (Bellamy & Pravica, 2011;dizaet
al., 2016; Hargrave et al., 2007; Korane, 2013).

The common denominator of all applications thatinegjconnection of mobile field equipment to
an Operational Control Center (OCC), for exampléviming Dispatch System(MDS), is wireless
communications, as shown in Figure 1. The automaioject will only be successful if the communioas
requirements are met by the wireless network. Déipgnon the task and the desired level of automatio
these requirements will be more or less restrictioe example, sending the mesh to the drill rigyrba
delay tolerant whilst teleguided operation may fielerant to network delays. A larger amount ofaglel
and error-intolerant data leads to the need tceas® the transmission capacity, without compromitie
reliability and responsiveness of the system. Theee mapping the requirements is essential fopgro
network planning (Boulter & Hall, 2015; PetersorD&ave, 2013).
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Figure 1 — Assets, OCC, MDS (hosts) are connettexigh links and nodes of a communication network

In the mining industry, variabilities in topograplind geological domains compound the challenge
of making the quality of service provided by theeléss network manageable. Radio waves are sensitiv
morphological changes, which can lead to eitheofalle or unfavorable conditions for telecommuricsat
systems, and the impacts of these changes in tladess network are still poorly studied in opentpihe
environments. Furthermore, the introduction of $exen industrial applications requiring connectivéyg.
the Industrial Internet of Things, will further irase the burden on the mission-critical wirelestsvark.
Simply put, the mining environment needs a contirsuavireless network planning, monitoring and
optimization due to ever changing morphology andmation needs (Garcia et al., 2016).

In this context, we present and discuss the amgdle of providing reliable wireless networks to
support intelligent mines. First, a brief overviefvfundamental communications concepts, necessary t
understand the paper discussions, is given. IniosectMining Applications”, the communication
requirements of conventional mine applicationspaesented and compared with the requirements gnsed
intelligent mine applications. Section “Case Stugygsents and discusses network simulations ovesla
mine deployment considering two different momenistime, 7 years apart, and also the fleet and
communications requirements changes. Finally, &e¢tConclusions” wraps up this present work.



WIRELESS COMMUNICATIONSFOR MINING ENGINEERS

In this Section, a brief overview of important coommitations concepts is presented. Interested
readers are referred Rappaport (2002) for more information.

Wireless communications comprise the task of trattisig information among devices that are not
electrically connected. The transmitted signal tiegrefore, propagated through the air by different
mechanisms such as reflection, diffraction andtedat, which allow the signal to be received euen
locations where there is no Line-Of-Sight (LOS)viren transmitters and receivers. The dispersidheof
transmitted signal over the wireless medium, alibwéh the losses associated to these differeniggation
mechanisms, cause fluctuations in the received paw@ function of distance, frequency, receivspsed
and the environment over which the signal is praped) Another relevant source of random fluctuation
over the received signal is the noise inherentleéteonic circuits. It is important to mention thatise
increases with the bandwidth of the transmittedalig

Although many types of communication links exist,this work focus will be given to point-to-
multipoint systems, where a central transmitteesponsible for providing connectivity over a givaea.
The communication range, or coverage probabilitydefined as the area within which the receivedgrow
is above a given power threshold with a certairbphility. This threshold also considers the reasiveise
and other sources of interferences, indicating drethe original message can be decoded at theveece
side. Usually, this signal threshold is definetkinms of a minimal signal-to-noise ratio (SNR)aaninimal
signal-to-noise-plus-interference ratio (SINR), aedeived signal strength indication (RSSI). Aduitlly,
the definition of the coverage area also considagsal fluctuations caused by the different propiaga
mechanisms.

Although it is a fundamental concept, coveragdfithees not guarantee that a given transmission
will be successful. There are different types ofaddor example, that are time sensitive. Real-time
monitoring, for instance, lose its value if theeddirames are not sent with a minimum data ratet éauses
delays in the transmitted data. The Shannon-Hattlegrem (Equation 1) defines the maximum dataatte
which information can be sent over a communicatirennel:

C =B xlog,(1+ SNR) Q)

In Equation (1), C represents the channel capaicitlits per second, B is the channel bandwidth
in hertz (Hz) and the SNR is given in linear powatio. A direct conclusion from the Shannon-Hartley
theorem is that it is possible to increase the cigpaf a communication channel by increasing thetesm
bandwidth, or by enhancing the SNR. However, iimportant to remember that there are limits for the
increase in capacity, since spectrum is a scaréeegpensive resource, transmit power levels acagly
controlled by regulatory authorities and that tleeeived power decreases with the distance between
transmitter and receiver.

The last two fundamental concepts to be mentionedis brief overview are the latency and jitter
in a communication system. Latency considers niytthie delay caused by the channel insufficienecity
but the end-to-end delay in a transmission. Otberces of delay are, for example: collisions in tipig
access techniques, insufficient processing powdreahodes or congestion in upper layers. Depenaling
the application, upper layer protocols,ewen the users can desith latency if it is constant. For example,
if the latency of a video transmission is constauttsmall, in a remote control application, thecegtion of
it by the end user will be minimized, since theaflof information is continuous. Variable latency jitter,
on the other hand, can damage severely the qudléxperience of a user over the network.

It is also worth mentioning that a typical systesmprises a base station (a tall tower usually kxtat
in a high place to have a better LOS) and a nurmberodes and relay stations (for example cell-oreeis)
to extend the radio coverage and/or capacity. Bintle choice between commercial carrier servanes a
private infrastructure hinges on service availailicosts, digital security policies, quality ofrgee
requirements and the foreseen mining applications.



MINING APPLICATIONS

Mines are characterized by dynamism and intengegim@aphical changes, as a result of mining
excavations. Nonetheless, there are also some coitations “hot spots” in a mine, namely, placed tha
will always have equipment around to transmit areree data. Excluding excavation areas, development
areas and haul roads, all being itinerant, ore dpaipts (crusher area) and waste rock dump (dureg)ar
can be considered fixed. The primary crusher isritexface between the mine and the processind:plan
infrastructure for it, such as conveyor belts aiodlgiles areas, is planned to be there for alt tifeof the
mine. Waste rock sites are permanent until theghreéheir designed capacity with a maximum volume of
material. When that happens, a hew site needs podpared.

Although autonomous systems are still restrictedatge enterprises, MDS are common in the
mining sector and rely on wireless communicatidiiee average throughput per node for MDS are usually
around few tens of kilobits per secofitbps) in the uplink, the link between the host #mel network node
(the base station, for example), or downlink, defims the link between the network node and thie fibe
haulage of Run-Of-Mine (ROM), waste rock and theggaphical position of the trucks are monitoredrfro
inputs that operators report to the interfacestimtén the cabins which, among other options, céorin
the MDS if the truck is "full and going to dump" G&mpty and waiting to load" or "hauling material
"maneuvering". Each asset has a roll of typicalomstto their tasks that are sent periodically O34 The
system is defined as passive if only monitoringassible, for example to generate reports contgittie
Key Performance Indicators at the end of a per@uthe other hand, the system is defined as aiftive
allows for dynamic allocation. In the latter, aftermping the hauled material, a target is givetinéotrucks
by the MDS, to reduce queues sizes at excavatimesathus increasing individual assets’ produgtivi
(Martins, 2013). Optionally, embedded sensors taguee tire pressure, engine temperature, andduveld
can be installed in the equipment to enable manigjdhe machine’s performance from the MDS. Witisth
tools, the team of technicians and engineers deg@ldetermine more accurately the best time fevgntive
maintenance or refueling, reducing the unprodudtive and increasing the machine’s lifetime — fystg
the saying “what gets measured gets managed”.

Horberry and Lynas (2012) describe three levelubdmation associated with the mining industry,
as shown in Table 1. They differ mainly by the néadremote connection to an OCC that, in the first
instance, aims to monitor or teleoperate the egeiginNote that the link that provides the remotenaztion
between the OCC and equipment in the open pit enrient cannot be achieved through coaxial cables or
optical fibers, due to intense movement and evangimg topography. One alternative solution tolisthb
the remote connection is the use of electromagmedices in radio frequency channels that enable the
transmission and reception data.

In an intelligent mine, the communication requiests, linked to those applications with a higher
autonomy degree levels as listed in Table 1, atdimited to dispatch and telemetry systems: they a
integrated to all autonomous tasks to control refgdhe whole production. The wireless communiaatjo
therefore, will become robust to support all newlaations and the merge of OCC and MDS. It is inbgiat
to note that control applications require highetadates and are less tolerant to latency and, jiésulting
in strict capacity, reliability and coverage regmrents from the network. Video applications, a lstépr
teleoperated machinery, may consume an averagegtfypat from 2.25 to 7.75 Megabits per second (Mbps)
depending on the desired resolution and frame Téitey are very sensitive to the network qualitytdmms
of bandwidth and latency.e., interruptions or delays in real time audio odeo are unacceptable. The
satisfactory transmission of videos from severatiiae mounted cameras, the downlink of operational
command, and in some cases, the transmission ofeengise enable the operator to run the equip fnemt
a OCC, as if he were running it on the site (Gagtial., 2016; McHattie, 2013; Peterson & Daviel 20



Table 1 — Degrees of automation (Horberry & Lyr¥ 2), with current examples

Euet?);eoemo; Description Example

This category includes perceptiorToothMetrics™ (“ToothMetrics™ for
systems, usually installed inloaders”, 2013): constant bucket
vehicles. The operator has fullmonitoring through videos and
control of the equipment at allautomatic identification of missing
times, handle with alerts andteeth. The operator received an alert on

Low information about system healtha screen into the excavator’s cabin.
The devices are simpler compared
to automation systems in large
scale. The connection to a OCC is
unnecessary.
Most of the time, the operator had eica Geosystems Mining® (Korane,
control of the equipment, but some013): the unmanned (track or wheel)
functions are controlled by adozers can clear and prepare a particular
system and only supervised. larea.

. includes semi-autonomous and

Mid . .
remote operations. The connection
to the OCC is optional or may be
necessary depending on the
application.
Most of the tasks are controlled by)Komatsu’s FrontRunner® (Korane,
software. Human-element issue2013): the trucks are monitored from the

Full here might include ongoingOCC and run on the hauling road under

supervision of operation. Thethe supervision of remote operators.
connection to the OCC is required.

Preliminaries

CASE STUDY

In order to evaluate the impact of the mine topphyavariation and the fleet variation over the time
on the quality of the service provided by the vées network infrastructure, we now present thie cds
study. It considers the mine topography, fleetlftmders, haul trucks, drill rigs and loaders) aricklgss
network infrastructure in two distinct points img: 2007 and 2014. The following terminology is jaieal
for the coverage and capacity’s simulations ofwireless communication in an open-pit mine:

« Conventional minghe communication network requirements are lichitetelemetry and dispatch
(narrowband) applications;

« Intelligent mine the communication network requirements includesléband) applications of
video, audio, commands and high-precision positignin addition to telemetry and dispatch
applications, due to the higher automation degsse@ated with machinery operation.

By means of two digital surface models correspamttin2007 and 2014’s surfaces, it was possible
to simulate the behavior of a given wireless comication network infrastructure using a network iizry
toll, such as Atoll®, considering a number of assdth their respective geographical positions average
throughputs. Table 2 shows 2007 and 2014’s flegtl@ir communication requirements for applicatiohs
a conventional and intelligent mine.

An increase of 38% in the quantity of assets in2@8]justified by the increasing average hauling
distance, increasing stripping ratio and reducedighl availability of initial fleet. Therefore, fadhe ROM



production not to decay along time, the fleet ndetbebecome bigger. If the mine continues to operat
conventionally in 2014, traffic on the communicatizetwork increases proportionally. Also, if a mpians

to employ equipment with medium or high degreesuabmation in its operation, it should prepare the
wireless network to support new applications. Ia gudy case, the aggregated demand (offeredrdéfte)

for an intelligent mine in 2014 is more than 44dsxgreater than the total of a conventional min20id7.
Briefly, more capacity is required for autonomopsliations.

Table 2 — Number of hosts, data requirement arad tate (uplink) in an iron ore open-pit mine
Number Number Average throughput (kbps)

Assets in 2007 in2014 Conventional  Intelligent Data services enabling automation
Video, audio, commands, telemetry,
Bulldozer 3 5 32 3500 dispatch,  precision  positioning.
Teleoperated asset.
Video, telemetry, dispatch, precision
Drill ig > 4 32 3 600 positioning. Operated asset by
software.
Telemetry, dispatch, precision
Haul 26 32 32 500 positioning. Operated asset by
Truck software.
Loader 6 10 32 500 Vldgp, t.elemetry, dlspatch,_ precision
positioning. Operated traditionally.
Conventional mine aggregated demand in 2007 1.2sMbp
Intelligent mine aggregated demand in 2014 52.99bp

As a rule, the communications network is desigrefiilfill the application requirements. Thus, it
iS necessary to ensure coverage and capacity fadicafions, but the latter is not necessarily umifo
throughout entire the area of the mine, but attledthin the area where the equipment is expeabelolet
located. Each asset is located within a specifiggum, according to mine scheduling, as shown ibl&8.

Table 3 — The fleet is allocated into specific ulgs (regions)
Total area (krf)
2007 2014

0.2364 0.6197
11.2% 15.4%

Geometry’s name Features of allocation

These areas are prepared for future exploitation by
Development drillsanddozers.

3.4% 2.8% '
Areas linking the excavation areas to dump points

0.1528 03446 (crusher and waste pile). Roads fiancks anddozer s.

Hauling road 7 20 8.6%

Crusher 0.0022 0.0056 g\(r;:rssfor dumping ROM. It is commotrucks and
0.1% 0.1%
Dum 0.0890 0.5040 Areas for dumping waste rock. It is comntoncks and
P 42%  12.6% dozers.
Area total of 2.1180 4.0150 Area of entire mine (including the ones witch thisret
operational mine 100% 100% any equipment allocated in).




In this simulation, 5 types of polygons were coasidl to allocate equipment in. Figure 2 shows a
part of the mine where some polygons are enclosg@)a2007 and (b) 2014. The development area
corresponds to the future area that will be mirsed] those places depend upon the orientation (dip a
direction) of the geological body, so, drill rigscbulldozers should be located in these areaseXtewvation
areas are characterized by loader tasks and these @e connected to the crusher and waste dummth
hauling roads. Bulldozers are found in all the dgolygon geometries due to its flexibility andbriity
inherent to its work, while trucks can only rurr@ads previously prepared. Table 3 also highlightts last
column the assets that were allocated into a spegbmetry for the simulations.

Figure 2 shows the same enclosed mining area (Il&2.314 m = 2.691 kfhfrom 2007 and
2014 and the position of some polygons, as weld asmparative figure showing the variation in heigh
within the mine area. Figure 2 (c) shows the atkashave become deeper in blue, and the areakdbat
their heights increased in red.

Differences of Altitude (2014 - 2007)|
ERTEI
1,000 m

Figure 2 — Mining evolution. Dark brown regionseefo haul roads, white ones to development atkas,
blue ones to excavator areas and the pink onestortisher area: (a) 2007; (b) 2014; (c) Mine topphy
change between 2007 and 2014

Network Planning

The next step in evaluating the impact of fleetéase and topographic variation on the quality of
service provided by the wireless network is to dateia given wireless network performance over time
using a network planning software. The first sirtiola considered the deployment of a network
infrastructure capable of providing the servicesvah in Table 2, for the conventional mine scenaltio.
order to design such a network, it is importartdosider the traffic constraints, the local toppéwraas well
as practical issues such as the optimal (and fleasilzation to place base stations (macro andlsrabs$ of
communication). The deployment of macro-cell baséians (tall tower) is expensive and, ideally,ithe
location should not change over time. Consequeittiy,interesting that network-planning enginegns in
contact with mine-planning engineers to evaluateliate points, desirably on the border of the ntirae
will not be mined. However, this is not always ttese; the macro cell location is chosen considetiag
topography at the time of the initial deployment.

Considering the contour of the mine, the task efrtetwork-planning engineer is to select locations
to place the transmitter such that the coveragmaty and latency requirements are met as costtafely
as possible. In order to do that, the engineer ldhperform a set of simulations selecting the traitter



parameters, such as location, height, bandwidtinsmission power, antenna types, tilt (inclinatidérihe
antenna) and the desired communication systenmeetsimulations, the authors considered a LongiTer
Evolution (LTE) network, with the parameters prdasdrin Table 4.

Table 4 — Transmitter parameters for conventioriaem

Transmitter Parameter
Height [m] 40
Transmit power [dBm] 36
Downtilt [7] 0
Bandwidth [MHZz] 5
Frequency [MHz] 1800
Antenna [type] Omni
Antenna gain [dBi] 11

The network planning software employs propagati@uefs that, in summary, relate the variation
of signal level with the distance, frequency aruktpf scenario to predict the signal level in alings within
the desired area (Rappaport, 2002). In the resuksented below, the Standard Propagation Model,
calibrated with real measurements results, wasderesl. Figure 3 (a) shows the Reference SignatiRed
Power (RSRP) levels in this simulation. As expldirie Section “Wireless Communications for Mining
Engineers”, the received power levels are relatetthe achievable data rates applications runnirey the
wireless network will experience.

BRUCO1_0 1800 2007 RSRP
[l RSRP Level (DL) (dBm) >=-70
[l RSRP Level (DL) (dBm) >=-80
I RSRP Level (DL) (dBm) >=-90

RSRP Level (DL) (dBm) >=-100
I RSRP Level (DL) (dBm) >=-110
[ RSRP Level (DU) (dBm) >=-115
[0 RSRP Level (DL) (dBm) >=-140

(a) (b)
Figure 3 — RSRP levels for: (a) 2007 Macro deplaynaand (b) 2014 Macro deployment. The red circle
represents the cellular tower.

In order to capture the effects of the statisticaiation on the channel realizations, and al&o th
impact of the change in position of the networlemts over the zones defined in Table 3, a MontdoCar
simulation was performed. In Monte Carlo simulasioiine users are randomly positioned within théreg
of interest and the results are collected in agshat” of the network performance for a given skt o
parameters. The results are stored, and then meulaions are repeated, with new users’ positior a
channel realizations. After several snapshotsiabelting statistical distributions are analyzed #re mean
values and standard deviations of the desired csaire calculated. In Table 5, we summarize thegpéage
of satisfied users as a function of the networki@gpent and user requirements. We present two m&two
deployments: the macro deployment, and the hetaemes deployment, a combination of macro and small
cells. As detailed in Figure 3, although the netwdeployment is the same in 2007 and 2014, theeava



topographic change between the two years, causimadt on the coverage. Concerning the traffic
requirements, we follow the description detailed @ble 2: conventional and intelligent mine traffic

Table 5 — Percentage of connected users in diffenements in time, and distinct traffic conditions.

2007 Macro 2014 Macro 2014 Heterogeneous
Network Deployment d
eployment deployment deployment
Traffic Requirements Conventional Mine Intelligéviine Intelligent Mine
Equipment type Percentage of satisfied users (%)
Haul Truck 100.0 40.0 99.2
Bulldozer 100.0 26.6 92.8
Drill rig 100.0 28.9 94.3
Excavator 100.0 36.7 100.0
Total of connected 100.0 378 98.3

users

From the Monte Carlo simulations, considering tihgt £ase, we conclude that this deployment is
capable of meeting the requirements of all the eatisnal mine applications and users, within thiygans
defined in Table 3 and Figure 2(a), at the mintheyear of 2007, as shown in the second colunirabie
5.

Moving now in time, and taking into account theeflgrowth observed from 2007 to 2014, and the
topographic variation, we repeated the aforemeatiametwork predictions, considering the same né¢wor
infrastructure as in the first simulation. Sincerdhwas a topographic change between 2007 andtB@l14
observed RSRP levels also varied, as shown in &g\b), in comparison to Figure 3 (a). Actuallytérms
of coverage, the results of the year of 2014 atebthan the results of year 2007. The reasothfircomes
from the particular features of this mine that agtrore and waste mainly from the hill, improvihg L. OS.
The extraction of the material, between these yeaesited valleys and removed obstacles for thelegs
signal, extending the coverage of the LTE trangmitt

However, when we look at the applications that néedbe served by the initial network
infrastructure at 2014, we see that there was p iréhe percentage of connected users (third colam
Table 5). The main reason for that is that theastiucture deployed in 2007 does not provide enough
capacity to serve the traffic demand of an inteltigmine. The practical consequence of the ladapécity,
and resultant increased delay, is that the autonsmeguipment may not receive adequate (and timely)
control information, halting its operation to avaicalfunctions. In the long term, frequent operadion
downtimes may bring substantial production losses.

In order to meet the demand of an intelligent minis,necessary to increase the system’s capacity.
There are many alternatives to achieve that gdad. first one is to increase the bandwidth of theteay.
For example, if we had considered 20 MHz insteaohdf 5 MHz, the capacity of the LTE macro cell wbu
increase. However, spectrum is an expensive arfgitigegulated resource. For example, Brazilian
government got R$ 5.85 billion in the auction fbetuse of 4G spectrum among telecom operators.
Therefore, one common approach is the use of Indysscientific and Medical (ISM) band for incréag
the total available bandwidth. However, the ISM d&nunlicensed and prone to high interferenceléeve
which may not be suitable for reliable applicatioAsuccessful approach to increase a system’'sitgps
to increase the number of networks nodes, or kaserss, and reuse the available spectrum by i
available set of frequencies among the new tramsrsitin this approach, it is very important towesthat
the interference between the network nodes is phppwnaged.

In LTE networks, the capacity can be increased dgireg small cells to the network, which are
defined as low power network nodes, placed closé¢hé ground level when compared to the macro-base
station. The combination of small cells and ma@&itsds usually referred to as a heterogeneousogiapnt.
However, if the small cells share the same spectwitinthe macro-cell, it is very important to méig the
interference between macro and small cells. Sewechhiques are available, such as inter-cell fietence



coordination, that coordinates the use of the spetin the frequency by different nodes, and theseeed
inter-cell interference coordination, that coordésathe use of the resources in time.

Each small cell, placed at strategic locationsllefdng the mining face equipment — such as the
polygons defined in Table 3, is capable of prowdan fraction of the system capacity, accordingh® t
fraction of the spectrum (or time) it was allocatgth. However, for the frequency reuse to be bieraf it
is important to ensure that the increase in SINRpensates the loss of spectrum and time.

In order to fulfill the requirements of intelligentining, in the 2014 scenario, there is a need to
modify the network deployment. The alternative @ this work was to include small cells, at slaene
frequency of the macro base station. This patholvasen because it reduces the costs associateglioiiag
new spectrum; furthermore, in terms of network plag, this is one of the most challenging scenafosir
small cells were included, with the parameters showTable 6. Moreover, the original was moved o a
optimized and future-proof location, i.e. no furthelocations due to mining activities. The macail c
increases the reliability of the network, for iteverage overlaps with the small cells coverageskiwg as
a backup link in case of failure, or as the mailk in areas outside the coverage of small cells.

Table 6 — Small cell transmitter parameters foelligent mine

Transmitter Parameter
Height [m] 20
Transmit power [dBm] 36
Bandwidth [MHZz] 5
Frequency [MHz] 1800
Antenna [type] 65° horizontal beamwidth
Antenna gain [dBi] 17

This setup is able to cover the entire mine ared,rt only the focus polygons, and also provide
much better connectivity, as shown in Table 5, whaore 98.3% of the total number of users arefiatis
However, even with the significant improvement #imelconcern of providing a backup link, the peraget
of satisfied users is still far from what is reqarfor automated applications, usually 99.999% ofsted
systems are expected to operate seamlessly, andrkedutages lead to efficiency losses, exposingela
equipment and operators to risks, and also expdbmgnining industry to significant costs. From Teab,
it can be observed that the two equipment witHdhgest percentage of unsatisfied users are thedaars
and the drill rigs, 92.8% and 94.3%. Combining thfermation with Table 3, that describes the arbaach
polygon, one can see that the service outage ospesally in the Development Zone, suggesting tiat
network plan should still enhance the capacity withat area.

CONCLUSION

The incorporation of new technologies in opemagiites is a natural consequence of the computing
evolution and workforce reorganizations. Commuiiices systems that suit conventional narrowband
applications (dispatch and telemetry) become ovelmbd by the inclusion of wideband applications
required to support large-scale automation initegtj e.g. tele-immersive operations.

The case study simulated the behavior of an LTE) (#ireless communications network deployed
in 2007 that successfully supported dispatch afeimietry applications, but fell short when data ficaf
increased from 1.2 Mbps to 52.9 Mbps in 2014. Titéal infrastructure satisfied only an averageaf8%
of users in 2014. Furthermore, the mine becameebiggd more areas needed to be connected by wgireles
communications.

To solve the problem without acquiring more expanspectrum, four small cells were included in
specific areas following the mining face equipmentl the macro cell position was replaced, resuiting
98.3% of connected users. Despite the undenialpeovement, the solution is not, however, a permanen
one: the topography and fleet changes require momtis wireless network planning to avoid lack of



coverage or capacity for operations. The integratibradiofrequency (RF) and mine planning processe
the subject of ongoing research. Integration wittyide the required knowledge to design an adequate
infrastructure, which can ensure quality of servaggropriate for the customized mining operation.
Moreover, such tight collaboration will lead to aegictable and successfully positioning of the
communications infrastructure from the early stagéshe mining project, enabling greater scalailit
besides having the potential to reduce capitalogetational expenditure costs.
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