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A novel test-area (TA) technique for the direct simulation of the interfacial tension of systems
interacting through arbitrary intermolecular potentials is presented in this paper. The most
commonly used method invokes the mechanical relation for the interfacial tension in terms of the
tangential and normal components of the pressure tensor relative to the interface (the relation of
Kirkwood and Buff [J. Chem. Phys. 17, 338 (1949)]). For particles interacting through
discontinuous intermolecular potentials (e.g., hard-core fluids) this involves the determination of &
functions which are impractical to evaluate, particularly in the case of nonspherical molecules. By
contrast we employ a thermodynamic route to determine the surface tension from a free-energy
perturbation due to a test change in the surface area. There are important distinctions between our
test-area approach and the computation of a free-energy difference of two (or more) systems with
different interfacial areas (the method of Bennett [J. Comput. Phys. 22, 245 (1976)]), which can also
be used to determine the surface tension. In order to demonstrate the adequacy of the method, the
surface tension computed from test-area Monte Carlo (TAMC) simulations are compared with the
data obtained with other techniques (e.g., mechanical and free-energy differences) for the
vapor-liquid interface of Lennard-Jones and square-well fluids; the latter corresponds to a
discontinuous potential which is difficult to treat with standard methods. Our thermodynamic
test-area approach offers advantages over existing techniques of computational efficiency, ease of
implementation, and generality. The TA method can easily be implemented within either Monte
Carlo (TAMC) or molecular-dynamics (TAMD) algorithms for different types of interfaces
(vapor-liquid, liquid-liquid, fluid-solid, etc.) of pure systems and mixtures consisting of complex

polyatomic molecules. © 2005 American Institute of Physics. [DOI: 10.1063/1.2038827]

I. INTRODUCTION

Interfacial systems are ubiquitous in both nature and our
technologically based society. The subsistence of life itself is
in a large part due to the lipid bilayer structures that form cell
membranes and provide an active interface between the
aqueous environments inside and outside the cell; the selec-
tivity of the membrane proteins to the various solutes and
other molecular species supports the complex functions of
the cell. An understanding of interfaces and inhomogeneous
systems is essential to all manner of industrial processes. For
example, the surface tension between a liquid and its vapor
or two coexisting liquids is of central importance in under-
standing capillary rise and the solubilization of immiscible
fluids. Surface active agents (surfactants) are routinely used
as detergents in products ranging from washing powders to
toothpaste and lubricants; the water-surfactant interfaces of
lyotropic liquid-crystalline amphiphiles are designed to give
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a formulation (soaps, cosmetics, foodstuffs, etc.) the desired
macroscopic properties. At another length scale, colloidal
suspensions of large particles are stabilized by tuning the
interactions of the colloid surface with the solvent.

It is not therefore surprising that molecular theories of
inhomogeneous systems are now well developed,k3 with
major advances since the pioneering work of van der Waals.*
Molecular simulation techniques are also routinely used to
examine inhomogeneous systems. It is relatively straightfor-
ward to simulate the interfacial profile between two coexist-
ing fluids' or a fluid in contact with a solid surface,5 and
complex systems including surfactant solutions,’ biological
membranes,7’8 and nematic liquid-crystalline ﬁlms,g’13 and
coexisting liquid-crystalline phases which possess orienta-
tional and translational order'* have now been simulated.
The interfacial tension is generally more difficult to deter-
mine, particularly in the case of large nonspherical or poly-
atomic molecules or of systems interacting through discon-
tinuous potentials. The essentially exact simulation data for
the interfacial properties of fluids and fluid mixtures not only
allow one to understand the nature of the interface at the
microscopic level, but also provide a basis from which to test
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the adequacy of a specific intermolecular potential model
and the approximations inherent in a given molecular
theory.15 For example, we have recently assessed the ad-
equacy of a density functional based on the statistical asso-
ciating fluid theory (SAFT) in describing the density profile
and vapor-liquid surface tension of associating chain mol-
ecules by comparison with simulation.'®

Three general types of simulation techniques can be used
to determine the surface tension 7y of fluids. The first, and
most widespread, class of technique involves a mechanical
route which requires the calculation of the tensorial compo-
nents of the pressure.1 In the case of a planar interface
(which is assumed to be perpendicular to the z axis of a
Cartesian frame of reference) the surface tension is given by

Y= f dz[Py(2) = Pr(2)], (1)

—00

where Py(z)=P and P;(z) are the normal and tangential
components of the pressure, and P is the equilibrium pres-
sure. The use of the mechanical expression thus involves the
computation of the components of the pressure tensor as a
function of the distance from the interface. In practice the
tensorial components are related to the derivative of the in-
termolecular potential to give an explicit expression for the
interfacial tension, as was first shown by Kirkwood and
Buff;'” the explicit form of the Kirkwood-Buff relation is
given in the following section. The second route to the sur-
face tension involves a thermodynamic perspective in which
the free-energy difference between two (or more) systems
with different interfacial areas is determined to estimate the
surface tension (the method of Bennettls). The standard ther-
modynamic relation for the change in the Helmholtz free
energy A in terms of changes in the temperature 7, volume
V, number of particles N; of each species i, and interfacial
area A is'

dA =—SdT - PdV + >, wdN;+ yd A, ()

where S is the entropy, and u; is the chemical potential of
component i. At constant temperature, volume, and number
of particles, the surface tension can thus be defined as

J0A
= . 9 (3)
7 ( dA )Ni,V,T

i.e., the change in free energy for an infinitesimal change in
the interfacial area. One can also integrate the differential
relation (2) to identify the surface contribution A® to the total
Helmholtz free energy as the difference A=A—-A%—AP,
where A=—pV+2,u;N;+yA is the total free energy of the
inhomogeneous system with two coexisting phases « and S,
and A%=—pV+Z,uN* and AP=—pVF+3 ;NP are the free
energies of each homogeneous phase. For a system with two
coexisting phases the so-called surface free energy can be
defined as
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A =2 N+ YA, (4)

where N; =N,-—Ni“—N;8 represents the surface contribution to
the number of particles of each species. Clearly, the surface
tension can be identified with the surface free energy per unit
area, y=A°/A, only when the surface contributions N;=0
vanish for all species. The more natural thermodynamic po-
tential when dealing with interfacial systems is the grand
potential Q=A-3,u;N; for now the surface grand potential

) is always given by
O =vA. (5)

These thermodynamic expressions can be used to estimate
the surface tension from the free-energy difference of sys-
tems with and without an interface. The third class of tech-
nique is based on the concepts of finite-size scaling. In the
case of the method developed by Binder'” one estimates a
Landau free-energy barrier between coexisting phases from a
simulation of the density of states, which in the limit of large
system sizes can be related to the interfacial tension. Alter-
natively, a capillary-wave model"? can be used to estimate
the interfacial tension from a finite-size analysis of the width
of the interfacial profile (or from a Fourier analysis of the
amplitude of the capillary waves). There are advantages and
disadvantages inherent in the application of the various tech-
niques: the mechanical approach is difficult to apply to sys-
tems consisting of molecules which interact through discon-
tinuous potentials or which are nonspherical, and is relatively
inefficient; two (or more) simulations have to be performed
with the free-energy difference method, something which
can be quite computationally demanding; the density-of-
states method fails at low temperatures because the high-
density configurations are difficult to sample adequately.

In this paper we present a novel test-area Monte Carlo
(TAMC) method for the efficient determination of the sur-
face tension from a single simulation. The approach can be
applied to molecules interacting through continuous or dis-
continuous potentials, to highly nonspherical molecules, and
to mixtures over a wide range of temperature. In order to
demonstrate the validity of the approach we examine the
vapor-liquid interface of Lennard-Jones (LJ) systems for dif-
ferent values of the potential cutoff, for which there exists a
wealth of simulation data, and of square-well systems of
variable range. Comparisons are made with the surface ten-
sion determined with the other techniques, and the advan-
tages of the TAMC method are highlighted. Before our
TAMC method for the computation of the surface tension is
discussed in detail, it is important to place the available tech-
niques in historical context and provide a brief review of the
key milestones in simulating interfacial systems.

Il. SIMULATION OF THE INTERFACIAL TENSION

As we mentioned earlier, molecular simulation is now
commonplace as a technique for studying complex fluids,
and can readily be implemented to different types of systems
under different conditions (thermodynamic ensembles).21
The stabilization of a fluid interface (corresponding to a sys-
tem with a nonuniform density within a single simulation
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box) is relatively straightforward with molecular dynamics
(MD) or Monte Carlo (MC). This was first demonstrated by
Croxton and Ferrier” who performed molecular-dynamics
simulations of the vapor-liquid interface of a LJ system in
two dimensions. Shortly afterwards Leamy et al.? stabilized
the interface of a three-dimensional lattice gas (Ising model)
by Monte Carlo simulation. The first estimates of the vapor-
liquid surface tension from simulations of LJ systems were
made by Lee et al.”* and by Liu® using the mechanical re-
lation of Kirkwood and Buff'” within a standard Metropolis
Monte Carlo scheme. A couple of years later a thermody-
namic approach based on the free-energy difference method
of Bennett'® was used by Miyazaki et al.*® to determine the
surface tension of the LJ system by simulating the free-
energy change associated with the creation of an interface
from a block of liquid in a series of steps (17 in all). It is
rather surprising that though the thermodynamic route can
lead to an improved accuracy of the simulated surface ten-
sion (in the case of the LJ fluid, Miyazaki et al. quote an
error which is an order of magnitude smaller than that ob-
tained from the mechanical route), little use of this type of
approach has been made since. The alternative approach of
Binder,19 which allows one to estimate the surface tension
from a knowledge of the energy barrier between the two
coexisting states, is also less widespread than those based on
the calculation of the pressure tensor. Molecular dynamics is
the technique of choice for the simulation of interfacial sys-
tems as the pressure tensor (and surface tension) can be
evaluated directly from the forces.

The early simulation studies?>*+>%7 appeared to suggest
that the vapor-liquid interface exhibited marked layering, but
this view was later discounted as being due to slow conver-
gence and system-size effects.”* ! The constraints on com-
putational time meant that the early work was restricted to
relatively small systems (ca. N=200-300 particles), and as a
consequence pronounced finite-size effects were seen. The
molecular-dynamics simulations of N=4080 LJ particles un-
dertaken by Chapela et al®' were quite ambitious for the
time, and their accurate interfacial data remained the stan-
dard for many years. It was not until the work of Chen™* that
a clearer understanding of the finite-size effects involved in
the simulation of the vapor-liquid surface tension emerged;
Chen™ showed that a minimum cell dimension of ten mo-
lecular diameters (L > 100) was required for accurate results.
The large systems simulated by Chapela et al®' exceeded
this requirement. The significant discrepancies in the esti-
mates of the vapor-liquid surface tension reported in the nu-
merous simulation studies of LJ fluids cannot, however, all
be attributed to finite-size effects. An inconsistent treatment
of the long-range interactions in Monte Carlo and molecular
dynamics has also led to conflicting results for the interfacial
properties,33 and great care has to be employed when using
truncated potentials. The problems associated with the trun-
cation of the potential have been very clearly illustrated by
Trokhymchuk and Alejandre34 by simulating LJ particles for
various values of the potential cutoff r.. A relatively large
value of the cutoff (r,=5.50) has to be used in order to
obtain a good estimate of the surface tension of the full LJ
potential; for example, the surface tension of the system with
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the commonly employed cutoff of r.=2.5¢ is about half that
of the system interacting through the full potential.

With great improvements in computing power since the
early 1970s the simulation of interfacial properties for rela-
tively complex systems is now possible; in view of the large
body of research in the area we mention only the most rel-
evant work here. Some caution should be taken in assessing
the findings reported in these studies as the first simulations
of the interfaces of complex molecules (e.g., water”) were
attempted prior to a full understanding of truncation effects
in the simpler LJ system.34 Molecular-dynamics simulation
has now been used to simulate the vapor-liquid interfacial
structure and surface tension of watelr,35’3 ®  carbon
tetrachloride,37 acetone,3 8 pentane,3 o hexane, decane,
hexadecane,40 heptadecanef” and eicosane.*” The liquid-
liquid interface of mixtures of immiscible components has
also been examined by molecular simulation (see Ref. 43 for
a review).

By contrast, however, simulations of the interfacial prop-
erties of systems interacting via discontinuous potentials still
remain relatively rare. This is because the pressure tensor
and surface tension of such systems are more difficult to
treat, due to the discontinuous nature of the force (derivative
of the potential). To our knowledge the first simulated values
of the vapor-liquid surface tension of the confined square-
well fluid were reported by Henderson and van Swol* using
the mechanical relation and a thermodynamic route (square
gradient approximation of the free-energy functional). Extra
care must be taken in the calculation of the surface tension of
such systems when the mechanical route is employed within
a Monte Carlo approach (e.g., see Ref. 45). In the case of
spherically symmetric potentials such as the square well, im-
pulsive (collision-by-collision) molecular-dynamics simula-
tion offers a significant advantage, but this type of approach
is difficult to undertake for systems comprising nonspherical
particles. Data for the vapor-liquid surface tension of square-
well fluids of variable range obtained using the mechanical
route by both Monte Carlo**® and molecular—dynamics47
simulation have recently been reported. The method of
Binder'? can also be used to determine the surface tension of
systems with discontinuous potentials from the density of
states obtained during a grand canonical Monte Carlo simu-
lation. Singh et al.*’ have coupled the Binder method with an
improved sampling (transition matrix Monte Carlo) to deter-
mine the surface tension of square-well fluids of range N/ o
=1.5, 1.75, and 2. As we have already mentioned this method
is not suitable for use at temperatures well below the critical
point (e.g., close to the triple point) due to inefficiencies in
sampling the liquid states at low temperatures. A simulation
technique which remains efficient over the entire temperature
range and avoids the difficulties associated with the me-
chanical route is therefore particularly desirable. We propose
a novel test-area Monte Carlo simulation scheme based on
the formal thermodynamic definition of the surface tension
which is simple, efficient, and can easily be applied to sys-
tems interacting via discontinuous potentials, particularly in
the case of more complex polyatomic molecules. In the fol-
lowing sections we will briefly review the microscopic (sta-
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tistical mechanical) techniques which are currently employed
in simulating the surface tension of fluids, and then present
our approach in more detail.

A. Mechanical relation

As we have seen the determination of the surface tension
from the mechanical expression [Eq. (1)] requires an evalu-
ation of the components of the pressure tensor in terms of the
intermolecular interactions. The pressure tensor is a micro-
scopic function that, in general, varies from point to point in
the fluid. It can be defined as the ensemble average of the
negative of the stress tensor at position r."** The stress ten-
sor contains two terms: a Kkinetic term, arising from the
change in momentum due to particles crossing the bound-
aries of an elemental volume at r, and a configurational term,
related to the change in momentum due to external fields and
the intermolecular interactions between the particles within
the elemental volume and the rest of the particles of the fluid.
For a homogeneous fluid the components of the pressure
tensor do not depend on r. In the absence of external fields,
and assuming pairwise interactions as well as central forces,
the tensorial components of a homogeneous system can be
defined as

B = pkT B+—<22 >
i j>i
2 aJM (6)

lj ’
i j>i Tij d}’

= kaéaB

where 9,4 is the Kronecker delta, the brackets denote a con-
figurational average r is the a component of the intermo-
lecular vector r;;, fl ;18 the B component of the intermolecular
force f;;,u(r;;) is the pair potential, k is the Boltzmann con-
stant, and p=N/V is the number density. For a homogeneous
fluid the Cartesian components are ]_’xx=l_’),y=ﬁzz=P, where

P is the bulk pressure. Alternatively, this can be defined as an

average P=(P, + Isyy+l_’zz)/ 3, from which the expression for
the bulk pressure can be cast in the familiar virial form,">°

1

i i
1 du(r )

= pkT — — . 7

PR3y E ,§ 7 dr, ™

Here, r;-f;;=—r;du(r;;)/dr;; is the intermolecular pair virial.

The conﬁguratlonal average can also be expressed in terms
of the two-body distribution function p,(r,) as>°

1 u(ryy)
P= PkT—a/ drdr,r, dr,j pa(r2)
1 du(ryy)
=ka—_fd1‘12”12 2 p,(ry). (8)
6 drs

The two-body density p,(r,) is of course related to the pair
distribution function g,(r|,) through p,(r,)=p*g,(ry»).

For inhomogeneous systems, the density and pressure
tensor are functions of the position in the fluid. As was first
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recognized by Kirkwood and Buff' there is more than one
way of deforming the volume of an inhomogeneous system,
leading to different relations between the various compo-
nents of the pressure tensor and the derivatives of the pair
potential. This can be ascribed to the fact that the configura-
tional part of the pressure (or stress) tensor cannot be defined
in a unique way as there is no unambiguous way of deciding
which molecular pairs contribute to the stress at a given
point r. Following the analysis presented by Schofield and
Henderson,*”’ we define the a- component of the pressure
tensor as

P og(r) = p(EKT S+ <2 S ,fﬁ> ©)

i j>i

where the asterisk indicates that the double sum is restricted
to those molecular pairs that contribute to the virial (or
stress) component at a given fixed position r. The ambiguity
in the definition of the pressure tensor can also be understood
as resulting from the difficulty in specifying where a given
intermolecular virial is acting in the fluid, and how it is dis-
tributed in that region. For this purpose we define
&.p(r,1r;,1)) as the fraction of the intermolecular virial be-
tween a given pair of molecules at r; and r; to be assigned to
position r when evaluating the «-f component of the pres-
sure tensor. Though completely arbitrary, it follows from its
definition that this function satisfies the normalization condi-
tion

f dr &,p(r,r,r) =1, (10)

when integrated over the volume of the sample. Using this
function allows one to define the pressure tensor as the con-
figurational average of the unrestricted sum

P og(r) = pOKTS B+<22

ga,B(r rz’r)> (11)
i j>i
A possible choice, which is appropriate for homogeneous
fluids, would be to distribute the intermolecular virial evenly
throughout the system. In this case §,z would not depend on
r and from Eq. (10) it follows that &,z=1/V. With this
choice, Eq. (11) reduces to the definition of the pressure
tensor for a homogeneous fluid given in Eq. (6).

For an inhomogeneous system with a planar interface
perpendicular to the z axis, the pressure tensor depends only
on the distance z from the interface. In this case it is appro-
priate to define &,z as

Eqp(r,r,r)) = aﬁ(Z,Zi,Zj)- (12)

Here, £,4(z,2;,2;) represents the fraction of the intermolecu-
lar virial between a given pair of molecules at positions z;
and z; to be assigned at a slab of area A parallel to the
interface and centred at position z. The normalization condi-
tion Eq. (10) requires that
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f dz faﬁ(Z,Zi,Zj) =1. (13)

The symmetry of the planar interface also implies that the
transverse and normal components are P, (z)=P,(z)=P(z)
and P_.(z)=Py(z), respectively. From the definition of
£.p5(2,2;,2;) given in Eq. (12), the tensorial components can
be written in the form of Eq. (11) as

dr

i j>i l] lj

Pu(z) = p(2)kT - —<E > J%SN (z, zi,z,)>, (14)

P(z) = p(2)kT

<22<x Tt iy )MST(Z z,,Z)>, (15)

i i 2r;; dri;

where the tangential component has been expressed as
P(z)=[P,(2)+P,,(2)]/2. Here, &y and &; refer to the appro-
priate definition of the function ¢ for the normal and tangen-
tial components, respectively. A judicious (but again not
unique) choice of ¢ implies an even distribution of the pair
virial among all slabs z between z; and z; for both the normal
and tangential components (Irving- Kirkwood* rempe) This
is equivalent to taking

1
év=~¢&r=E2,22) = f d\ 8(z - z;— Nz;;)
0

%[H(z WD-HG-2)].  (16)
Zij

where N\=(z-2,;)/z;;, and 8(x) and H(x) are the Dirac delta
and Heaviside functions. It is straightforward to check that
this choice satisfies the normalization condition Eq. (13).
This choice yields the Irving-Kirkwood (IK) definition of the
pressure tensor, normally expressed in terms of the two-body
distribution function:

du Ty
PAlE) = pLOKT - Z<E 3 e

i j>i rij

1
Xf d\ 5(Z_Zi—)\Zij)> (17)
0

1 hd
=p(z)kT—ﬁJdrldr12Z£M

rip dry

1
Xf d\ 8z =21 = Nz12)pa(ry.ry)), (18)
0
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P1(z) = p(2)kT - A<E D (x X+ Vi )du(r du(r;;)

i i 2r dr

1
Xf d\ 5(Z—Zi—)\Z,‘j) (19)
0

1 x%z +y%2)du(r12)
=p()kT— — | dridr,| ——— | ——
p(Z) 2./4 f rl r12< 2r12 dr12
1
Xf dN 8z -z = Nz12)po(ry,1 ). (20)
0

The definition of Harasima®" for the pressure tensor follows
from the choice

1
gN(Z,Zi,Z]’) = J dN 5(2 —-Z;— )\Zij)
0

%[H(z 2) - Hz- )], @)
Zij

gT(Zin’Zj) =0z~ Zj)~ (22)
The Irving-Kirkwood or Harasima choices yield the same
normal component, but differ in the expression of the tan-
gential component, Harasima’s convention of placing the
whole of the contribution of the virial acting on i at position
J being the simpler. The computation of the surface tension
with the Harasima recipe appears to lead to larger errors than
with the Irving-Kirkwood recipe.

It is also useful to define average (macroscopic) values
of the pressure tensor components for an inhomogeneous
system as

ﬁaﬁ=‘l/ f drP (). (23)

From the definition given in Eq. (11), it follows that

_ 1
Pop= kaﬁa‘B+ ‘—/<2 2 r;fg dr §aﬁ(r r,r ])>

i j>i

= pkT 8,5+ <EE ,,>, (24)

i j>i

which, with the normalization condition Eq. (10), turns out
to be independent of the particular choice of function §; the
average tensor is therefore well defined. It is clear from a
comparison with Eq. (6) that expression (24) applies to both
homogeneous and inhomogeneous systems. By substituting
the expressions (14) and (15) for the components of the pres-
sure tensor into Eq. (1), the surface tension can now be ob-
tained explicitly in terms of the derivative of the pair poten-
tial as
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Y= f dz[ Py(z) = P7(2)]

—o0

=Lz[f_)1v— IST]
AN\ j>i 2ry rij/ drij
1 1 321'2' du(r;;)

=— EE—(l——zl)ru—L : (25)
AN j>i2 ij drij

where L, is the dimension of the container along the z axis.
The last form of the expression, which is particularly conve-
nient for calculation from a simulation, can be seen as a
straightforward reformulation of the virial expression. The
outer average corresponds to the configurational average
(time average in the case of an MD simulation or ensemble
average in the case of a MC simulation). It is important to
realize that in simulations of a slab of fluid there are two
interfaces and A represents the total area of both surfaces.
The mechanical route for the calculation of the surface ten-
sion embodied in Eq. (25) is the obvious choice with a MD
simulation as the evaluation of the intermolecular pair forces
is required to determine the particle trajectories during the
course of the simulation.

Just as the virial expression (7) for the pressure of a
homogeneous system can be deduced from the equivalent
thermodynamic derivative of the free energy with respect to
the volume,53’54 expression (25) for the surface tension can
be obtained from the thermodynamic relation (3) for the de-
rivative of the free energy with respect to the area;’ % 4
particularly clear demonstration of the equivalence of the
mechanical and thermodynamic expressions for the surface
tension has been given more recently by Salomons and
Mareschal.”” In the context of a statistical mechanical treat-
ment, the thermodynamic route to the surface tension in-
volves the corresponding derivative of the logarithm of the
partition function. It is important to point out, however, that
when a thermodynamic free-energy difference method (such
as that of Bennett'® described in Sec. II B) is employed to
determine the surface tension (e.g., the work of Miyazaki et
al.*®), the free energy is estimated directly from the average
of the Boltzmann factor without the need to invoke the pair
virials.

The accuracy of the surface tension obtained from a me-
chanical relation such as that given by Eq. (25) in a typical
simulation is about 10% (unless large system sizes and very
long runs are undertaken). The large errors associated with
the mechanical route can be attributed to the very large value
of the tangential component of the pressure tensor in the
vicinity of the interface: for a typical fluid at its normal boil-
ing point (P=1 bar), Py(z) is a very peaked and rapidly vary-
ing function in the interfacial region with an average value of
about -200 bar;1 as the interfacial thickness is small
(~1 nm) compared with the typical cell dimensions em-
ployed in a simulation (~30 nm), the accuracy of the nu-
merical integration involved in Eq. (25) tends to be poor.
This is increasingly true for complex polyatomic systems
(e.g., see Ref. 58).
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As stated in Sec. II a major problem with the mechanical
route for systems interacting through discontinuous poten-
tials is that the derivative of the potential at the point of
discontinuity is also discontinuous and has to be represented
by a delta function. An estimate of the delta function must
therefore be made to evaluate the surface tension from Eq.
(25). This means that the mechanical relation is difficult to
use for systems comprising molecules interacting through
truncated forms of the LJ potential or the square-well poten-
tial. A thorough study of the effect on the vapor-liquid sur-
face tension of truncating the LJ potential has been made by
Trokhymchuk and Alejamdre34 for spherically truncated LJ
interactions by both molecular-dynamics and Monte Carlo
simulation. They demonstrate that in the absence of a term
which accounts for the “impulsive” effect of the potential at
the point of truncation, the spherically truncated (ST) poten-
tial is equivalent to the spherically truncated and shifted
(STS) potential. The treatment or otherwise of the disconti-
nuity has a significant effect on the calculated value of the
surface tension. This contribution was ignored in much of the
earlier literature apart from the work by Chapela et al.”?' In
the case of interactions decaying to zero with distance (such
as the LJ model) the difference between the ST and STS
versions of the potential decreases with the radius of trunca-
tion. However, the contribution due to the discontinuity is
not, as was commonly believed, correctly accounted for in
the analytical tail corrections used to map the surface-tension
data from simulations of systems with a truncated potential
to that of the full LJ potential. The problem is particularly
acute in the case of the square-well potential which is dis-
continuous both at contact and at the limit of the attractive
interaction. The accuracy of the surface tension obtained for
the square-well fluid from an expression such as Eq. (25) is
highly dependent on one’s ability to estimate the correspond-
ing delta functions during the course of the simulation. Orea
et al.**® have recently reported accurate data for the vapor-
liquid surface tension of square-well systems of range \/o
=1.5, 2, and 3 from Monte Carlo simulation estimating the
virial contributions with the method of Trokhymchuk and
Alejandre.34 One should note that though the mechanical ex-
pression (25) is written in a configurational form in terms of
the derivatives of the pair potential (which is proportional to
the force f;), it can also be written in an impulsive form in
the case of the square-well potential because the forces only
change at the points of the discontinuity (collision). If one
denotes the change in momentum of particle i with particle j
at the point of collision by Ap;;of; then the mechanical
expression for the surface tension can be written in kinetic
form as

11
y=—— >

A t sim collisions

1
ZijAPz,ij - E(XI‘_/AP):,U + yijApy,ij) .
(26)

The sum is now over all collisions for all pairs of particles
occurring in the time ¢, of the MD simulation. In the case
of spherically symmetric discontinuous potentials such as the
square well, impulsive (collision-by-collision) MD simula-
tion offers a significant advantage for accurate estimates of
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the surface tension.*” However, this type of approach is dif-
ficult to implement for systems comprising nonspherical par-
ticles or larger more complex molecules.

B. Thermodynamic free-energy difference

A glance at the thermodynamic relation given by Eq. (4)
immediately suggests that the surface tension can be ob-
tained by computing the contribution to the free energy due
to the formation of the interface. It is possible to formulate
different procedures to estimate such a free-energy difference
by molecular simulation. Here, we distinguish free-energy
difference methods from free-energy perturbation methods;
the latter will be discussed in Sec. II D. The simulation of
free-energy differences has been discussed in some detail in
the excellent papers by Kofke and Cummings,sg’60 who refer
to these as multistage free-energy approaches. The method
developed by Bennett'® (also known as the acceptance ratio
method) was the first to be applied to the computation of the
surface tension of continuum systems.26’57 More recently,
Moody and Attard®' have proposed a free-energy difference
approach based on the so-called ghost interface theory which
is applicable to curved interfaces. Though not as relevant to
our paper, it is also important to acknowledge the simulation
studies of the interfacial tension of coexisting spin systems
such as Ising and Potts models, where a number of closely
related free-energy difference methods (including thermody-
namic integration) have been employed (e.g., see Refs.
62-67).

In the formalism of Bennett one starts with the usual
expression for the Helmholtz free energy in terms of the
canonical partition function Q,SO

A=—kThQ, (27)

where

0 J drVexp(— U/KT) = (28)

z

= NTAT NIAT
is the partition function, Z=[drVexp(-U/kT) is the configu-
rational integral, U(r") is the configurational energy which is
a function of the configurational space r", and A is the
de Broglie wavelength. The probability of finding any ar-
rangement of the N particles in an element of configurational
space dr" is N!P(rM)drM where the probability density
P(r") is simply

lexp(— U/KT) B exp(— U/kT)
Q NI!AN V4 '

P(rY) = (29)

It follows that the configurational average of a general func-
tion F(r") in the canonical ensemble is given by

Jar"F exp(— U/KT)
S )

(F)y= (30)
The Helmholtz free-energy difference AA,_,;=A,—-A, be-
tween two arbitrary systems O and 1, characterized by con-
figurational energies U,(r") and U,(r"), can be expressed as
the identity'®*'

J. Chem. Phys. 123, 134703 (2005)

AA()_,] = len(g)
Qo

Z
=—kTIn| —
Zy

Jdr™W exp(- U,/kT)exp(— UO/kT)/ZO>
Jar™W exp(— U,/kT)exp(- Uy/kT)/Z,
(Wexp(= U,\/kT)),

= exp(= UgkD),” (1)

=- len(

where Zy=[drNexp(-=U,/kT) and Z,= [drNexp(-U,/kT) are
the corresponding configurational integrals, and W(r") is an
arbitrary weighting function which also depends on the con-
figurational space. According to Eq. (31), the difference
AA,_,| can be obtained from suitable configurational aver-
ages obtained by independently sampling systems 0 and 1.
The subscripts on the angular brackets denote the system
over which the ensemble average is performed. Note that the
free-energy difference depends on W(r"). Bennett’s scheme
corresponds to choosing the function W,,(r") that minimizes
the variance in the estimate of the ratio Z,/Z, (and hence the
estimate of the free-energy difference). By assuming a near
Gaussian distribution of the variance and inserting the result-
ing W,,(r") into Eq. (31), Bennett shows that the ratio Z,/Z,
can be expressed as

Z, (F(+AUIKT + C)),
Zy (F=AUKT-C)), P

(©), (32)

where F(x)=1/[1-exp(—x)] is the Fermi function, and AU
=U,-U, is the difference in the configurational energy. The
“constant” C is obtained from the relation
Zin
c=1n<—‘—°>. (33)
Zyn
Here, ny and n; are the numbers of statistically independent
configurations generated in each of the Markov chains. As-
suming ng=n, self-consistency between Egs. (31) and (32)
requires that

(F(= AUIKT - C)), =(F(+ AUIKT + C)),. (34)

This implicit equation for C is solved iteratively to yield the
free-energy difference directly from AA,_,;=—kTC. In prac-
tice this involves the construction of histograms for the prob-
ability distributions of AU in systems 0 and 1 from parallel
simulations, and numerically determining the value of C that
best satisfies Eq. (34). The method of Bennett for computing
the free-energy difference is thus a multistage approach,
where at least two systems have to be simulated. The overall
benefit of the method is that one preferentially samples the
region between the two states to provide the best possible
estimate of the free-energy difference; this would not be the
case if one employed the usual Metropolis distribution.

The method of Bennett was employed by Miyazaki et
al.*® to calculate the dominant cost in free energy of forming
a vapor-liquid interface for the Lennard-Jones fluid close to
its triple point. Their strategy relies on calculating the revers-
ible work required to create an interface in the bulk liquid.
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The process was carried out in two stages. During the first
stage, the bulk liquid was slowly separated into two interact-
ing slabs of liquid each contained between “transparent”
hard walls perpendicular to the direction of separation. In
practice, Miyazaki et al. examined 17 intermediate states un-
til the distance between the liquid slabs exceeded the range
of the interactions so that the particles in the different slabs
did not interact with each other. The free-energy difference
of each intermediate step was calculated by implementing
Bennett’s method. During the second stage, the hard walls
confining the particles in one of the liquid slabs were slowly
removed in opposite directions. The final configuration cor-
responds to an unconstrained liquid slab in coexistence with
its vapor. The free energy associated with the second “relax-
ation” process was obtained by numerically integrating the
derivative of the free energy with respect to the position of
the hard wall. The total cost in the free energy of forming the
vapor-liquid interface (surface free energy) is thus the sum of
the contributions for the two stages. Miyazaki et al. esti-
mated the surface tension from the surface Helmholtz free
energy using Eq. (4) (where in the case of coexisting vapor v
and liquid / phases A*=A—A"—A), rather than from the de-
rivative given in thermodynamic relation (3). The same route
to the interfacial tension was employed by Moody and
Attard,61 and in the studies with lattice models.®>®’ Strictly,
the surface Helmholtz free energy A*=uN*+ y.A can only be
equated with y.A for an appropriate position of the interface
(Gibbs dividing surface) such that the surface number of par-
ticles N*=0." The value of the vapor-liquid surface tension
obtained by Miyazaki et al.*® for the Lennard-Jones system
close to its triple point is about 15% higher than the more
recent estimates of the value (e.g., see the corresponding data
of Salomons and Marescha157), while an error bar of less
than 2% was quoted. Miyazaki et al.*® suggested that the
discrepancy (overestimate) found with the experimental
value for argon was most likely due to the lack of a proper
description of the intermolecular potential with the neglect of
three-body interactions. The overestimate seen for the pair-
wise LJ potential clearly has nothing to do with three-body
interactions, and is probably due to their assumption that the
term wN°® can be neglected in the evaluation of the surface
tension from the surface free energy.

The thermodynamic derivative Eq. (3) is easier to use in
calculations of the surface tension as one does not have to
make an assumption about the position of the interface. A
much simpler two-system simulation has been employed by
Salomons and Mareschal’’ to determine the surface tension
of the LJ fluid: the difference in the free energy of two sys-
tems with slightly different interfacial areas (but with the
same overall volume) was determined using the recipe of
Bennett, and y was estimated directly by finite difference to
an accuracy of 5%-10% using relation (3). The use of this
type of finite difference method will be discussed in more
detail in Sec. II D. We should note that though the two-state
approach taken by Salomons and Mareschal is simpler than
the multistage approach proposed by Miyazaki et al., it still
involves an a posteriori analysis of the probability distribu-
tions obtained from the two simulations to determine the
free-energy difference and hence the surface tension. Such a
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method is thus more laborious than a mechanical approach.
The mechanical route can be argued to be more direct as the
method involves the evaluation of an average within a single
simulation. Simulations of the surface tension with methods
based on the approach of Bennett do not, however, suffer
from the problems associated with discontinuous potentials.
The same is true of our free-energy perturbation method.
Before we go on to the advantages of our test-area approach,
we describe methods for simulating the surface tension from
an analysis of the system-size dependence.

C. Finite-size scaling

A different perspective to estimating the surface tension
from a free-energy difference was developed by Binder' in
the context of a Landau free energy.ﬁs’69 The Landau ap-
proach provides a unified framework for the study of phase
transitions, where instead of describing the system in micro-
scopic detail one characterizes its state in terms of a macro-
scopic order parameter. Binder determines the surface ten-
sion (or more precisely the surface free energy) of an Ising
lattice model of finite size by examining the barrier between
the Landau free energy of the coexisting states during the
course of a Metropolis Monte Carlo simulation; in this case
the magnetization is the appropriate order parameter. The
surface tension of the infinite system can then be estimated
by extrapolation using a simple scaling relation obtained
from a Gaussian distribution. This type of approach has been
used to estimate the free-energy barriers of both Ising and
Potts lattice models by multicanonical Monte Carlo simula-
tion which provides much more accurate estimates of the
surface free energy,m_74 and has also been used to examine
lattice models of freestanding polymer films.”

As far as continuum systems are concerned the Landau
approach has been used to determine the free-energy differ-
ence between liquid and solid phases from isothermal-
isobaric simulations of soft sphelres76 and ductile metals;”’
the focus of these studies was to examine the stable solid
states of the system, and though the surface free energy was
calculated no attempt was made to estimate the value of the
surface tension for the infinite system. A similar method was
used more recently by Allen et al.”®” in very interesting
studies of the absorption of water and ions in nanoporous
channels; in this case grand canonical Monte Carlo simula-
tion is the appropriate technique to determine the free-energy
barrier for the confined system. The vapor-liquid surface ten-
sion of a Lennard-Jones fluid has been estimated from the
Landau free-energy barrier using the scaling approach of
Binder by both isothermal-isobaric® and grand canonical®"*
Monte Carlo simulation; in these studies biased sampling
techniques including multicanonical, umbrella, and transition
matrix methods were used to improve the accuracy particu-
larly at low temperatures. Systems of particles interacting
through discontinuous square-well potentials have also been
simulated in a similar way to determine the vapor-liquid co-
existence and surface tension.*’

Before the approach of Binder for the estimation of the
surface tension from the Landau free-energy profile is out-
lined it is useful to make the link between Landau’s phenom-

Downloaded 10 Oct 2005 to 155.198.160.109. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



134703-9 Simulation of interfacial tension

enological theory and the statistical mechanical formalism
employed in the previous sections. We choose the grand ca-
nonical ensemble to illustrate the method as the use of a
Landau free energy has already been described within this
ensemble (e.g., see Ref. 79), and because the grand potential
QO =A-Nu is particulary convenient for studies of interfacial
systems. The grand canonical ensemble corresponds to a sys-
tem at constant temperature 7, volume V, and chemical po-
tential p. The grand canonical partition function is written in
the usual microscopic form as™

©
= E
—
f—

N,A%NGXP(MN/kT)fdr exp(— U/KT)
N=0

8

exp(uN/KT)Q(N), (35)
N=0

where Q(N) is the canonical partition function for the system
of N particles given by Eq. (28). The connection with ther-
modynamics is made through the relevant thermodynamic
potential (),

Q=—kTInE=-PV. (36)
In the grand canonical ensemble the probability density
P(r;N),

P(rV;N) = exp(uN/kT)exp(- U/KT), (37)

1
NIANE
is proportional to the probability of finding exactly N par-
ticles in an element of configurational space dr".

A convenient order parameter for this ensemble is the
number of particles (now denoted as N” to distinguish it from
the index of the sum over particles) as it varies during the
course of a grand canonical simulation in a way that main-
tains the chemical potential constant. A restricted grand ca-
nonical partition function Z(N") for systems containing just
N particles can be defined as

©

EN =2

———~exp(uN/kT)
=0 N‘A3N

X J drexp(— U/KT) 8(N - N")

= >, exp(uN/KT)Q(N)S(N -~ N°)
N=0

=exp(uN"/kT)Q(N'), (38)

which can clearly be seen to be directly proportional to the
canonical partition function Q(N*) for the system of N* par-
ticles. A Landau “free energy” can now be identified with the
corresponding restricted grand potential:

QN )==kTIn E(N). (39)

One should note that for this ensemble ((N") is more closely
related to the pressure than to a free energy. This Landau
grand potential thus represents the weighted volume of phase
space for states consisting of exactly N* particles. The prob-
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ability P(N") of finding exactly N" particles in any element

of configurational space dr" is now

P(N*) = 3N*Hexp(,u,N*/kT) f drN*exp(— U/KT)
NIkT)Q(N")  E(N"
_ exp(u A )O( ): (: )' (40)

It follows that the restricted grand potential Q(N") can be
expressed in the form of a Landau free energy in terms of the
probability P(N*) as

Q(N)=—kTIn P(N") - kTIn E, (41)

where for a given thermodynamic state (uVT), the last term
in the logarithm of the grand partition function is just a con-
stant.

The Landau grand potential contains more information
than the full grand potential as information about the order
parameter is lost in the latter due to the averaging over all
phase space. For appropriate choices of the thermodynamic
variables w,V, and T corresponding to the coexistence of
two phases a and B (characterized by different values of the
order parameter N, i.e., two different number densities), the
Landau grand potential of a finite-size system develops a
double-well shape in the order parameter: the two minima
are of equal depth, Qmin(NZ) :Qmm(N;), as mechanical equi-
librium requires the pressures (and thus the Landau grand
potentials) of the coexisting phases to be the same; the prob-
ability of being in either of the two coexisting states is thus a
maximal point and the same, i.e., Ppa(N')=Ppnu(N.)
=Prax(N B) The two minima in the Landau grand potential
are separated by a maximum Qmax(N B) at an intermediate
value of the order parameter corresponding to the interfacial
configurations; the probability Pmin(NZB) for this intermedi-
ate state is thus at a minimum. For a clear discussion of the
general behavior of the Landau free energy the reader is
directed to the excellent paper of Lee and Kosterlitz.** The
free-energy barrier represents the difference between the
maximum (interface) and the minimum (bulk) values of the
Landau free energy, and can thus be used to estimate the
surface free energy and interfacial tension, as was first shown
by Binder."

The difference in a general Landau free energy AF;
=Fmax(Nzﬁ)—Fmin(N*) between states corresponding to the
intermediate (heterophase) region and the stable homophases
is given by
7)min(lv Zﬁ)
Panax(N) 7
where the box dimension L dependence is emphasized in the
subscript to indicate that this is for a finite system. According

to the finite-size scaling analysis of Binder'” one can assume
that in the asymptotic regime of large L,

lim Pmln(N aB)
L—o Pde(N* )

AF,=—kTIn (42)

« L'exp(— F*/kT), (43)

where the exponent x (which includes capillary waves and
other effects) has to be determined, and F* is the surface free
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energy of the infinite system. This means that in this limit the
free-energy barrier of the finite-size system [Eq. (42)] can be
written as

AF,=F —kTxInL-kTIn C, (44)

which leads to the corresponding expression for the interfa-
cial tension y=F/A:

kTxInL kTC

- 45
217 217 (45)

Yo=Y~

Here, v; is the surface tension of the finite-size system de-
termined from the ratio of the probabilities [cf. Eq. (42)], C
is a constant of proportionality, and the area A=2L? is taken
to be that of a planar film (two interfaces) in a cubic three-
dimensional box. The surface tension 7y of the infinite sys-
tem, which is the property of interest, can thus be obtained
by a linear extrapolation of the data from a series of finite-
size simulations for different values of L: a plot of
v, vs In(L)/(2L?) will yield v in the limit L — . In the case
of a canonical ensemble, the appropriate thermodynamic po-
tential is the Helmholtz free energy (F=A) and one is essen-
tially obtaining the surface tension from the surface Helm-
holtz free energy defined in Eq. (4), A= uN*+yA= yA, by
assuming that the term in N° is negligible. Though this does
not appear to be a major problem in simulations of lattice
models, such an assumption may not be appropriate in the
case of simulations of continuum systems, as has already
been discussed in Sec. II B. Lynden-Bell et al.”’ have
pointed out that the same type of approximation is made in
simulations in the isothermal-isobaric ensemble (now
F=G), where one can estimate the surface tension from the
surface Gibbs free energy, G*~ v.A. The grand canonical en-
semble offers a distinct advantage in simulations of the sur-
face tension because in this case the Landau free energy
represents a grand potential (F=()), and the surface grand
potential is always given by *=vyA [cf. Eq. (5)] regardless
of the choice of dividing surface.' This may account for the
small differences in the values found for the vapor-liquid
surface tension of the Lennard-Jones system with the Binder
method from simulations in the isothermal-isobaric*® and
grand canonical®® ensembles, though it is likely that
system-size effects are also a cause of the discrepancy.

It is important to point out a key complication with this
type of approach. Near the critical point the simulated con-
figurations fluctuate easily between the two coexisting states,
and the intermediate interfacial region is easily sampled.
However, as the temperature is lowered from the critical
point, the configurations sampled are predominantly those of
either of the coexisting phases and it becomes increasingly
difficult to sample the intermediate states to estimate P(N")
(and hence the surface tension) with any accuracy. A non-
Boltzmann Monte Carlo scheme such as the umbrella sam-
pling method of Torrie and Valleau™ or the multicanonical
method of Berg et al.”® can be used to increase the frequency
of sampling the low-probability states with large Landau free
energy. In the case of the umbrella sampling technique, the
configurations in the Markov chain are sampled with a bi-
ased probability
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PN )W(N')

Poias(N) = Wy

(46)
where W(N") is a biasing weight function which is chosen to
provide a sampling which is as even as possible over an
appropriate range of the order parameter (e.g., see Refs. 21,
76, and 79 for more details). The weight function plays an
analogous role to the one introduced by Bennett'® for the
determination of the difference in the free energy of a system
in two different states (see Sec. II B). The Landau grand
potential Q(N") of the unbiased system is obtained from the
biased simulation by reexpressing Eq. (41) in terms of the
biased probability Py, ((N*) defined in Eq. (46),

Q(N") == kT'In Py (N°) + kT In W(N") = kT In{W(N"))
—kTIn E =—kTIn Puip(N*) + kTIn W(IN") + K,
(47)

where the last two terms can be combined into a constant K
that depends on the thermodynamic variables. The use of
such a biasing technique provides a good representation of
the Landau free energy in the low-probability intermediate
region, and accurate estimates of the interfacial tension are
possible, at least for temperatures not too far below the criti-
cal point.go_82

The benefit of this type of method is that, in common
with other thermodynamic approaches, no derivatives of the
potential are required to determine the surface tension. As
the bulk and interfacial states are sampled during the course
of the simulation there is also no need to establish an inter-
facial profile. In view of the fact that the method is based on
finite-size scaling techniques, it can also be used to provide
information about the critical region such as the critical ex-
ponents. There are, however, several disadvantages with the
Binder approach. The first is that the coexistence conditions
must be known (or determined) beforehand; this is not a
problem for well-characterized systems such as the Lennard-
Jones or square-well fluid but can be a major issue in simu-
lations of complex fluids and mixtures. Another disadvantage
is that a number of simulations must be performed for each
thermodynamic state, as the data has to be scaled to obtain
an estimate for the system of infinite area; with the advent of
routine parallel computing this issue has become less prob-
lematic. More significantly, the probability of sampling the
interfacial configurations is so low in the case of low-
temperature states (less than ~75% of the critical point) that
the surface tension cannot be computed to any degree of
accuracy in the region of the triple point even with biased
sampling techniques (see Refs. 80 and 81). The form of
weighting function is not usually known a priori and must be
chosen carefully to give accurate low-temperature data.
Errington82 has recently used a transition matrix Monte Carlo
method (which allows one to assess the configurations with
very low probability) to extend the applicability of the
Binder finite-size scaling approach for the surface tension of
the Lennard-Jones system to temperatures as low as the triple
point, but such an approach does not appear to provide a
distinct advantage for the square-well system.47 As Potoff
and Panagiotopoulos81 remark, the Binder approach should
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be viewed as a complementary method which is particularly
suited to studies of the near-critical region.

A discussion of the techniques used to simulate the sur-
face tension would not be complete without a mention, albeit
brief, of phenomenological approaches based on the
capillary-wave theory.l’zo’gs_87 In a capillary-wave picture
one examines density fluctuations of the interface in terms of
a Fourier series of the displacement from a mean position.
The free energy of the deformation due to the associated
capillary waves can be viewed as a type of Landau free en-
ergy (or interface Hamiltonian) with the vertical displace-
ment playing the role of the order parameter. For long-
wavelength distortions, the interface Hamiltonian can be
linearized and one finds that the mean-square fluctuation
from the mean position (the square of the interfacial thick-
ness) depends on the logarithm of the area of the system,
(z%) o< (kT/y)In A. By computing the mean-square displace-
ment of the interface from a series of simulations for systems
of different sizes A=L? (or from a discretization of a large
simulation cell into a number of subsystems) one can esti-
mate the surface tension of the infinite system. The capillary-
wave model provides a particularly useful way of describing
the long-wavelength fluctuations of the interface. There are,
however, a number of controversies surrounding the ap-
proach. As has been pointed out by Gelfand and Fisher®’ in
their very thorough review, capillary-wave theories do not
provide a complete description of equilibrium interfaces:
there are difficulties associated with the short-wavelength
distortions of the system, and the approach is inadequate in
describing the Tolman correction to the tension of curved
interfaces. The former could be part of the reason for incon-
sistencies in some of the reported simulation data: for ex-
ample, the surface tension of the isotropic-nematic interface
estimated by Akino et al.” using the capillary-wave formal-
ism is about half that computed from the mechanical relation

[cf. Eq. (1)].

D. Thermodynamic free-energy perturbation:
New test-area approach

Our new method for the direct simulation of the surface
tension is related to the thermodynamic approach discussed
in Sec. II B, where one employs the recipe of Bennett'® to
evaluate the free-energy difference from simulations of two
systems with different interfacial areas. By contrast we
evaluate the change in the free energy from test perturbations
in the area of the system within a single simulation. The test
state is used to evaluate the free-energy perturbation but does
not otherwise affect the properties of the reference system of
interest. A close analogy can be made with the Widom®®
potential distribution method for the calculation of the
chemical potential by examining test-particle insertions (or
deletions). Kofke and Cummingssg’60 have classified such
perturbative approaches as single-stage methods, to which
our method conforms.

The development of a statistical mechanical framework
for this type of free-energy perturbation owes much to the
early papers of Longuet-Higgins,89 Barker,””! Pople,gz’93
and Zwanzig.g4 Longuet-Higgins89 developed a perturbation
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approach for mixtures of conformal fluids that went beyond
regular solution theory, while the focus of the work by
Barker’™”! and Poplegz’93 was on perturbation theories of di-
polar fluids based on a nonpolar reference. A more general
formalism of the perturbative approach was first outlined by
Zwanzig,94 and it is this seminal paper that we use as the
starting point for the description of our test-area method.

As we have already seen in Sec. II B, the difference in
the Helmholtz free energy of two systems labeled O and 1
can be expressed in terms of the ratios of their canonical
partition functions Q, and Q,; simply as

AAQ_,]ZAI—AOZ—len<%). (48)
0

In the case of two systems with the same number of particles
of the same species at the same volume and temperature, the
ratio Q1/Q, is equivalent to the ratio Z,/Z, of the configu-

rational integrals Zy=[drVexp(-=Uy/kT) and Z,=[dr"
Xexp(=U,/kT):
Z,  JdrVexp(- U\/kT
[ J xp(— U,/kT) (49)

Q0 Zy [drNexp(- Uy/kT)’

The configurational energy U,(r") of system 1 can be as-
sumed to be a “perturbation” to the configuration energy
U,(r") of the “reference” system 0, U,;=U,+AU, where AU
is the difference in the potential energy. By applying the
expression (30) for the average of a general function of con-
figurational space in the canonical ensemble, the ratio Z;/Z,
can now be expressed in terms of an average solely over the
reference system 0 as

zZ JarNexp(— Uy/kT)exp(- AU/KT)
Zy JdrNexp(— Uy/kT)

=(exp(—= AU/KT)),. (50)

One should emphasize that AU=U,- U, corresponds to a
test perturbation from the reference system and does not oth-
erwise affect its properties during the computation of the
average. The free-energy difference AA,_,; is thus simply
proportional to the logarithm of the Boltzmann factor of AU
averaged over the configurations of the reference state:

AAQ_,] =—kT ln<exp(— AU/kT)>O (5 1)

This is the well-known general result derived by Zwanzig.g4
It is interesting to note that when the weighting function in
the relation obtained by Bennett, Eq. (31), is chosen such
that W=exp(+U,/kT), one recovers the Zwanzig result, Eq.
(51). The Zwanzig expression is valid for any difference in
the configurational energy, though in practice only moderate
perturbations provide good statistics for the ratio Z,/Z; and
hence the free-energy difference; the approach of Bennett
can be employed to remedy this (see Sec. IT B). There is also
no guarantee that the free energy of the perturbed system
corresponds to the equilibrium state with the minimum free
energy when the difference in potential energy is large. For
small values of the perturbation (relative to k7) both the
exponential and logarithm of Eq. (51) can be expanded, and
the free-energy perturbation can be expressed in the form of
Zwanzig’s high-temperature expansion as™
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(AU?)— (AU}
21 (kT)
(AU, = 3(AUP) (AU, + 2(AUN;
+ _— e e
31 (kT)?

A140~>1 = <AU>O -

(52)

where the first term is the mean-attractive perturbative en-
ergy, the second is the fluctuation term, and the third charac-
terizes the asymmetry in the distribution of the potential-
energy difference. In the early papers of Longuet-Higgins,89
Barker,”™”' and Pople,”’93 the free-energy perturbation
tended to be expressed in a linear form corresponding only to
the first term, or included only the first few terms in the
series. This type of expansion is the basis for a number of
modern perturbation theories of fluids (e.g., see Ref. 50), but
is strictly only valid for small perturbations in the configu-
rational energy where the series converges. The exact unex-
panded relation (51) is the key to our test-area approach for
the determination of surface tension from numerical simula-
tion.

Before we develop our approach it is useful to discuss
the Widom®® test-particle method for the determination of the
chemical potential in the context of the Zwanzig relation.
Though the test-particle method is usually attributed solely
to Widom, it was developed independently by Jackson and
Klein® at about the same time, and had been formulated
earlier by Byckling96 for the special case of hard spheres.
The thermodynamic definition of the chemical potential u of
a pure homogeneous system can be obtained from the free-
energy change Eq. (2) as

(aA) i (AA) 53)
=\ = um |\ .
#=\on vr AN—0\AN/yr

In the thermodynamic limit (N— ) we can thus equate the
chemical potential for a system of N particles at constant
volume V and temperature 7 with the difference in the Helm-
holtz free energy of systems with N+1 and N particles: u
=limy_,AA=limy_.(Ay, —Ay). In this case the system
with N particles can be regarded as the reference system O,
and that with N+ 1 particles the perturbed system 1. From the
formal statistical mechanical relation between the partition
functions of the two systems, the difference in the Helmholtz
free energy given by Eq. (31) can be expressed as

AAOﬂl :AN+1 _AN= - len%

0

Z/[(N+1) L ASND]

ZJ[N ' A*N]

=—kT1In (54)
The canonical partition functions Q, and Q; are written in
terms of the configurational integrals Z,=fdrNexp(-Uy/kT)
and Z,=[dr*lexp(-U,/kT) using the corresponding rela-
tions (28), where in this case the configurational energies are
Uy=Uy(r") and U;=Uy,,(r"*!). In an analogous way to the
approach followed by Zwanzig, the ratio of the configura-
tional integrals can be written in terms of the average Bolt-
zmann factor of the difference AU=U,-Uj in the configu-
rational energy (test potential energy):
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Z JarM*lexp(— U,/kT)
Zy  JdrVexp(- Uy/kT)

_ Jdr,Jdr"exp(= Uy/kT)exp(= AU/KT)
B JarNexp(— Uy/kT)

= V(exp(= AU/kT)),. (55)

Apart from the volume prefactor, which appears because the
position of the test particle (particle 1) is taken as the origin
and integrated over all spaces, this expression is identical to
that of Zwanzig [cf. Eq. (50)]. The average denotes a canoni-
cal average over all configurations of the N particles in the
reference state (system 0) and over all positions of the test
particle. For a large enough system the chemical potential is
then obtained from the free-energy difference Eq. (54) as
pm=1lmAA,_,

N—x

=kTIn[(N + 1)A*/V] = kT In{exp(— AU/KT))y,  (56)

in which one can recognize the ideal (first term) and residual
(second term) contributions. The implementation of the Wi-
dom test-particle method for the determination of the chemi-
cal potential thus involves the evaluation of the average Bolt-
zmann factor of the test-particle potential energy during the
course of a single simulation. Here, we have described a
test-particle insertion approach rather than the equivalent de-
letion approach which can be developed in an analogous
manner from the corresponding free-energy difference
AA,_,; system 1 with N+1 particles is now taken as the
reference and system O with N particles is the perturbed state.
There are inherent problems with the implementation of the
deletion (and to a lesser extent the insertion) method particu-
larly for systems of hard-core particles due to the asymmetry
in the insertion/deletion free-energy difference AA,_,,
#—AA,_, (the reader is referred to the papers of Kofke and
Cummings59’60 for a recent discussion). This type of problem
will be discussed in the context of our test-area approach for
the vapor-liquid interfacial tension of the square-well fluid.
We now return to the computation of the surface tension
which can be obtained from the change in free energy in the
limit of an infinitesimal perturbation in the area [cf. Eq. (3)],

(2),, = 3] &
=|— = lim | — .
Y dA Ny AA-0 AA NV.T

Though our method is general and can be applied to different
types of interfaces in pure systems and mixtures, for illustra-
tive purposes we describe the approach in the special case of
a vapor-liquid interface of a pure fluid. A standard Metropo-
lis Monte Carlo (or molecular-dynamics) simulation of a sys-
tem of N particles is performed at a temperature 7 in a vol-
ume V=L,L,L,, where L,,L,, and L, are the dimensions of
the rectangular simulation cell.”' A homogeneous liquid state
is first equilibrated in a cubic box, and then two empty cubic
boxes (vacuum) are placed either side of the final liquid con-
figuration. If the temperature and overall number density p
=N/V are chosen to be well within the vapor-liquid coexist-
ence envelope, the system retains its inhomogeneity in the
density and relaxes to form a planar liquid film of area A
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coexisting with its vapor. By choosing an appropriate num-
ber of particles and setting the box dimensions such that L,
=3 L,=3 L, one can ensure that the two vapor-liquid inter-
faces stay parallel to the x-y plane with an overall interfacial
area of A=2 L,L,. There is no need to establish the coexist-
ence conditions precisely at the start, as the densities of the
coexistence vapor and liquid phases can be obtained by ana-
lyzing the density profile p(z) perpendicular to the interface.
The system must first be simulated to properly equilibrate
this reference state (system 0) with interfacial area A,
=2 L, L, - A test-area change is then performed to generate
a perturbed state (system 1) with a new surface area A,
=Ay(1+AA") such that the overall volume of the system is
maintained; the dimensionless parameter A A" which is set at
the start of the simulation and characterizes the small frac-
tional change in area AA=A4,AA", which at this point is
assumed to be positive. The perturbation in area is made
such that the x and y dimensions change by equal amounts,
L.=L.o\(1+AA") and L, =L, \(1+AA"), and the z di-
mension responds to keep the volume constant, L, ;=L (1
+AA"7!.  The reduced particle coordinates r”
=(x/L,,y/Ly,z/L,) are maintained during this affine trans-
formation in the box shape, i.e., the relative positions in
terms of the box axes are retained, ry=r;. As before the
change in the free energy AA=AA,_;=A,-A, due to the
perturbation in area can be expressed in terms of the appro-
priate ratio of the partition functions (configurational inte-
grals) as

z
Ady_1=A -Ay= -kT1n<%) =—kT1n<—l>. (58)
Qo Z

The configurational integrals Zy= [drVexp(=Uy/kT) and Z,
= [drNexp(-U,/kT) now represent those of a reference sys-
tem O with an area A, and configurational energy Uy(r"),
and a perturbed system 1 with an area A, and configurational
energy U,(r"). The ratio of the configurational integrals can
again be related directly to the average Boltzmann factor of
the perturbation in the configurational energy AU=U,-U,:

zZ JarNexp(- U,/kT)
Zy  JdrVexp(— Uy/kT)
B JarNexp(— Uy/kT)exp(— AU/KT)
- JarNexp(= Uy/kT)
A dr™Nexp(= Uy/kT)exp(- AU/KT)
- VN[ dr™Nexp(— Uy/kT)
=(exp(—= AU/KT)),. (59)

In evaluating the canonical average over the reference sys-
tem 0, care must be taken that the integrals over configura-
tional space in the perturbed (numerator) and reference (de-
nominator) states are undertaken in an equivalent fashion
when the box shape is changed; this is guaranteed simply by
performing the simulation in terms of the usual reduced co-
ordinates r” so that sampling over all configurations of the
reference ensures an equivalent sampling of configurations in
the perturbed system. The use of reduced coordinates also
makes the calculation of the configurational energy of the
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perturbed system (and the corresponding energy change)
very efficient. The change in Helmholtz free energy due to a
perturbation in area [Eq. (58)] can thus be computed from
the Boltzmann factor of the change in configurational energy
averaged over the reference system 0O [cf. Eq. (51)]. The
surface tension is then simply obtained from Eq. (57) as

. AA()—»]) kT
=1 =——1 — AUIKT)).
Y Ago( A ), "7 aA n{exp( )o

(60)

One should stress that here the surface tension is obtained as
an average from a single simulation, a clear advantage over
the free-energy difference techniques discussed in Sec. II B.
In common with other perturbation techniques, the test
change in area is only used to compute the free-energy dif-
ference and does not affect the sampling of the reference
system. This means that the underlying simulation can be
performed using either a Monte Carlo or molecular-
dynamics algorithm. The perturbation in the area should be
made small enough so that Eq. (60) is an accurate represen-
tation of the interfacial tension, but large enough to provide
reasonable statistics for the Boltzmann factor.

Before concluding the description of our method it is
useful to take a more detailed look at the numerical evalua-
tion of derivatives such as Eq. (57). Though in practice one
cannot make infinitesimal perturbations in the area, a finite
difference technique can be used to estimate the derivative.”’
For a continuous function f(x) of the variable x the forward
difference (FD) and central difference (CD) expressions for
the first derivative of f(x) with respect to x are given by

ar\  _[Af)  flxr+Ax) - fx)

(dx)FD~ (Ax)FD_ Ax ’ (1)
(d_f) _ (g) :f(x+Ax) —f(x—Ax)’ 62)
dx/ cp Ax/cp 2Ax

written here for a given small change Ax. The FD expression
corresponds to a zeroth-order approximation, while the CD
method represents a first-order expression which is more ac-
curate in general. In our notation the corresponding FD ex-
pression for the surface tension can be expressed in terms of
the Helmholtz free-energy difference AAq,_;=A,(A))
—Ay(Ap) of the reference system O with area A, and the
perturbed system with the larger area A;=Ay+AA as

Y- < JA ) _ A(Ag+AA) - Ay(Ap) DA,
FD

9A AA IV

which is the same as Eq. (60). The more accurate CD ap-
proximation for the surface tension can be derived by con-
sidering two simultaneous perturbations from the reference
state O: the first involves the perturbation to a state 1 with a
larger area than the reference A;=.4y+AA corresponding to
a free-energy change of AA,_,;=A;(A,)—Ay(A,) as before;
the second involves the symmetrical perturbation to a state
—1 with a smaller area than the reference A_;=A,—AA cor-
responding to a free-energy change of AAy__;=A_;(A_))
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—Ao(Ap). The CD approximation for the surface tension can
now be given as

A 2AA

- AA()—>1 B AAO—»—I
2AA ’

(ﬁA) A(Ag+AA)-A_(Ay-AA)
’y: =~
CD

(64)

where the free-energy differences AA,_,; and AA,_,_; must
now be computed from the separate averages of Boltzmann
factors for the corresponding change in potential energy [cf.
Eq. (51)]; this can be undertaken in an efficient manner with
little extra computational effort by expressing the configura-
tional energy in terms of reduced coordinates. The use of a
CD approximation not only improves the accuracy of the
computed surface tension, but also allows one to circumvent
the problem associated with an asymmetry in the free-energy
differences which is inherent in systems of particles interact-
ing through discontinous potentials; a more thorough inves-
tigation of this more technical aspect of the test-area method
will be presented in future work.”®

The advantage of our test-area method is that it is very
simple, efficient, and can be implemented within a single
simulation of an inhomogeneous system. The method is
completely general and can be applied to pure systems and
mixtures, including molecules which interact through discon-
tinuous potentials or are nonspherical and complex (atomis-
tic). In common with the other direct approaches based on
the mechanical relation for the surface tension (see Sec.
IT A), the test-area method can be applied easily at low tem-
peratures where finite-size scaling methods (see Sec. II C)
are inappropriate; Binder’s approach offers a distinct advan-
tage if one is interested in the critical region. As we will
show in Sec. III the values of the vapor-liquid surface ten-
sion of Lennard-Jones and square-well fluids computed with
the test-area Monte Carlo approach are of at least the same
accuracy as the most reliable data obtained with the me-
chanical relation.

Before concluding this section, it is important to mention
that as well as being frequently used to determine the chemi-
cal potential (Widom insertion), free-energy perturbation
methods have also been employed to compute the pressure
without the need for the virial relation: in this case the pres-
sure P=—(dA/JV)y r can be determined from the change in
the free energy for small perturbations in the volume. Ep-
penga and Frenkel” first described this type of test-volume
technique in the case of hard-core particles, and the tech-
nique has now been applied to systems with continuous
potentialslo0 and to lattice models.'”" As far as the surface
tension is concerned Singh et al’’ attempted to compute y
for a square-well fluid from the corresponding pressure ten-
sors using a test-volume perturbation technique; the accuracy
of the surface tension obtained in this way turned out to be
very poor, possibly because of the problem related to the
asymmetry in the free-energy difference referred to earlier.
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lll. RESULTS AND DISCUSSION

We are now in a position to present some computations
of the interfacial tension using the test-area simulation tech-
nique described in detail in Sec. II D, and make some com-
parisons with existing data determined using the mechanical,
free-energy difference, and Landau free-energy barrier ap-
proaches. In this paper we focus on the vapor-liquid surface
tension of the Lennard-Jones and square-well fluids as the
vapor-liquid phase equilibrium is well characterized for these
systems and there are ample simulation data for comparison.
In view of the large body of literature on the surface tension
of these simple fluids, only representative examples will be
examined here.

All the simulations are performed with a standard Me-
tropolis Monte Carlo (MC-NVT) algorithm.?' The technique
for setting up an equilibrated inhomogeneous reference sys-
tem corresponding to a liquid film in coexistence with its
vapor is given in Sec. I D. We now give specific details
pertaining to the simulation data reported in this section. In
the case of the Lennard-Jones systems, N=1372 particles are
simulated, and slightly smaller system sizes of N=864 are
studied for the square-well systems. The LJ systems are
equilibrated for 5X 10° Monte Carlo cycles to “relax” the
liquid film while the square-well (SW) systems are equili-
brated for 5 X 10° Monte Carlo cycles, where 1 cycle corre-
sponds to N trial particle moves. The magnitude of the par-
ticle displacement is adjusted to give a ~30% to 40%
acceptance rate. Test-area perturbations are then performed
once every cycle to compute the average Boltzmann factors
of the difference in configurational energy which are re-
quired to determine the change in free energy and surface
tension [cf. Eq. (60)]; for improved accuracy the central dif-
ference approximation is used to approximate the derivative
of the free energy from Eq. (64) so that positive and negative
perturbations in the area of the interface are performed si-
multaneously and two independent averages are made for the
corresponding free-energy differences. Appropriate values of
the relative perturbation in the surface area for the systems
under investigation are AA"=AA/A;=+0.0005 for the
Lennard-Jones fluid and AA"=+0.0001 for the square-well
fluid. A complete analysis of the dependence of the accuracy
of the surface tension on the system size and the magnitude
of the perturbation in the interfacial area is given
elsewhere.”®!'*? For LJ systems, the averages are determined
over 1X10° cycles and the reported errors are obtained by
determining the standard deviation of the mean computed by
dividing the averaging run into 10 subaverages. In the case
of the SW systems with N\/o=1.5 and 1.75, the averages are
determined over 5 X 10° cycles divided into 20 subaverages;
for SW systems with N/o=1.25, the length of the averaging
run and the number of subaverages are twice as large in
order to get reasonable statistics. A range of temperatures is
simulated within the vapor-liquid coexistence envelope for
each system; the temperature is given in reduced form T°
=kT/e. The Lennard-Jones and square-well pair potentials
are characterized by the diameter o and well-depth & param-
eters; an extra parameter A defines the range of the potential
for the square-well model.
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TABLE 1. The reduced surface tension y"=vy0?/& for the vapor-liquid in-
terface of the Lennard-Jones system with a cutoff r./o=2.5 (unshifted)
computed with the test-area Monte Carlo (TAMC) simulation method as a
function of reduced temperature 7"=kT/&. The systems of N=1372 LJ par-
ticles are equilibrated for 5 X 10° MC cycles, and averages are accumulated
over 1X10°cycles; 1 cycle involves N MC trial displacements. Test
changes in the area of AA"=AA/Ay=+0.0005 are made once every cycle.
The errors are estimated from the standard deviation of the mean determined
from ten subaverages each of 1X 10° cycles.

J. Chem. Phys. 123, 134703 (2005)

TABLE III. The reduced surface tension y"=yc?/e for the vapor-liquid
interface of the square-well system with a range N/ o=1.25 computed with
the TAMC simulation method as a function of reduced temperature T
=kT/e. The systems of N=864 SW particles are equilibrated for 5 X 10° MC
cycles, and averages are accumulated over 1 X 107 cycles; 1 cycle involves
N MC trial displacements. Test changes in the area of AA"=AA/A,
=+0.0001 are made once every cycle. The errors are estimated from the
standard deviation of the mean determined from 40 subaverages each of
2.5X 107 cycles.

T Y T v
0.650 0.891 +0.013 0.61 0.396 +0.024
0.675 0.850 +0.005 0.62 0.340 +0.021
0.700 0.779 +£0.004 0.63 0.319 +0.023
0.720 0.748 +£0.016 0.64 0.302 +0.024
0.750 0.684 +0.014 0.65 0.275 +0.020
0.800 0.596 +0.010 0.66 0.252 +0.023
0.850 0.506 +0.016 0.67 0.246 +0.023
0.900 0.413 £0.011 0.68 0.188 +0.021
0.950 0.323 +0.007 0.686 0.181 +0.019
1.000 0.245 +0.008 0.70 0.153 +0.014
1.050 0.168 +0.008 0.71 0.116 £0.020
1.100 0.101 +£0.012 0.72 0.085 +£0.015
1.100 0.095 +0.014
1.120 0.073 £0.011

The values of the reduced vapor-liquid surface tension
¥'=vy0?/¢ are reported in Tables I and II for the Lennard-
Jones systems with cutoffs of r./o=2.5 and 5.5, and Tables
III-V for square-well systems with ranges of N/ o=1.25, 1.5,
and 1.75. The temperature dependence of the surface tension
of the Lennard-Jones system with a cutoff of r./o=2.5 (un-
shifted) is depicted in Fig. 1. The data obtained from the
test-area Monte Carlo method discussed in Sec. II D are plot-
ted in the figure, and reported in Table I. The surface tension

TABLE II. The reduced surface tension y"=yo?/¢ for the vapor-liquid in-
terface of the Lennard-Jones system with a cutoff r./o=5.5 (unshifted)
computed with the TAMC simulation method as a function of reduced tem-
perature 7" =kT/e. The systems of N=1372 LJ particles are equilibrated for
5X10° MC cycles, and averages are accumulated over 1X10° cycles; 1
cycle involves N MC trial displacements. Test changes in the area of AA"
=AA/Ay=+x0.0005 are made once every cycle. The errors are estimated
from the standard deviation of the mean determined from ten subaverages
each of 1X 10° cycles.

T ¥
0.70 1.086 +0.023
0.72 1.046 +0.009
0.75 0.967 £0.018
0.80 0.870 £0.011
0.85 0.769 +£0.016
0.90 0.654 £0.011
0.95 0.559 +0.006
1.00 0.456 +0.010
1.05 0.363 +0.007
1.10 0.276 £0.009
1.13 0.223 +0.011
1.15 0.188 +0.008
1.17 0.158 £0.011
1.20 0.116 +0.009
1.23 0.085 +£0.008

is computed to an accuracy of between 0.5% and 4% at low
and moderate temperatures, deteriorating to about 15% close
to the critical point. Also shown on the figure are preliminary
data also obtained with test-area perturbations, but for
shorter runs.'” The corresponding molecular-dynamics re-
sults of Trokhymchuk and Alejandre34 determined from the
tensorial components of the pressure with the mechanical
relation of Kirkwood and Buff (see Sec. II A) are included in
Fig. 1 for comparison; the data obtained via the mechanical
route for the system of N=2048 particles are seen to be of
comparable accuracy to those from the test-area method. A
Guggenheiml’103 corresponding-states law

TABLE 1V. The reduced surface tension y =yo?/e for the vapor-liquid
interface of the square-well system with a range A/o=1.5 computed with
the TAMC simulation method as a function of reduced temperature T
=kT/e. The systems of N=864 SW particles are equilibrated for 5 X 10° MC
cycles, and averages are accumulated over a 5 X 10° cycles; 1 cycle involves
N MC trial displacements. Test changes in the area of AA"=AA/A,
=+0.0001 are made once every cycle. The errors are estimated from the
standard deviation of the mean determined from 20 subaverages each of
2.5X 10° cycles.

T ¥
0.665 0.850 +0.016
0.70 0.794 £0.018
0.75 0.697 £0.020
0.80 0.615 +0.018
0.85 0.534 £0.016
0.90 0.468 +0.018
0.95 0.336 +£0.020
1.00 0.288 +0.020
1.05 0.205 £0.014
1.10 0.153 £0.014
1.12 0.093 £0.017
1.15 0.097 £0.012
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TABLE V. The reduced surface tension y"=vy0?/& for the vapor-liquid in-
terface of the square-well system with a range N/ o=1.75 computed with the
TAMC simulation method as a function of reduced temperature T =kT/&.
The systems of N=864 SW particles are equilibrated for 5 X 10° MC cycles,
and averages are accumulated over a further 5 X 10° cycles; 1 cycle involves
N MC trial displacements. Test changes in the area of AA"=AA/A,
=+0.0001 are made once every cycle. The errors are estimated from the
standard deviation of the mean determined from 20 subaverages each of
2.5X 10° cycles.

T Y
0.904 1.374 +0.025
1.000 1.156 +0.025
1.084 0.967 +0.024
1.15 0.861 +0.021
1.265 0.664 +0.021
1.322 0.587 +0.020
1.394 0.500 +0.022
1.45 0.403 +0.017
1.55 0.265 +0.015
1.60 0.203 +0.013
1.65 0.133 +0.015
1.70 0.102 +0.015

y=w(l-TIT )" (65)

is used to correlate the data. The optimal fit to the data is
obtained with a “zero-temperature” surface tension of 7,
=2.35+0.01, using the Guggenheim mean-field critical expo-
nent us=11/9, and the value of the critical temperature Tj.
=1.189 reported by Wilding.'™

As was mentioned in the Introduction the surface tension
of the Lennard-Jones fluid is very sensitive to the value of
the cutoff that is employed, at least for r./o<<5. The vapor-
liquid surface tension of the Lennard-Jones fluid with r./o
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FIG. 1. Comparison of the reduced surface tension y"=yo>/e for the vapor-
liquid interface of the Lennard-Jones system with a cutoff r./o=2.5 (un-
shifted) as a function of reduced temperature T°=kT/e: the black circles
correspond to the simulation results obtained in this work with the TAMC
technique (see Table I for details); the squares to preliminary TAMC data
(Ref. 102); and the diamonds to the results of Trokhymchuk and Alejandre
(Ref. 34) determined from the mechanical route. The curve represents the
Guggenheim corresponding-states law [cf. Eq. (65)] with ug=11/9, v,
=2.35+0.01, and 7,=1.189 (Ref. 104).
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FIG. 2. Comparison of the reduced surface tension y*=yg?/ ¢ for the vapor-
liquid interface of the Lennard-Jones system with a cutoff r./o=5.5 (un-
shifted) as a function of reduced temperature 7°=kT/e: the black circles
correspond to the simulation results obtained in this work with the TAMC
technique (see Table II for details); the squares to preliminary TAMC data
(Ref. 102); the triangles to the results of Trokhymchuk and Alejandre (Ref.
34) determined from the mechanical route; the asterisk to the result of
Miyazaki et al. (Ref. 26) and the diamonds to the results of Salomons and
Mareschal (Ref. 57) both obtained with the free-energy difference method of
Bennett; the circles to the data of Potoff and Panagiotopoulos (Ref. 81), and
the crosses to that of Hunter and Reinhardt (Ref. 80), both obtained using a
finite-size scaling technique. The continuous curve represents the Guggen-
heim corresponding-states law [cf. Eq. (65)] with ug=11/9, v,
=2.60%0.04, and Ti: 1.312 (Ref. 105). The dashed curve corresponds to the
unconstrained correlation to the data with u;=1.30£0.01 and yg
=2.94+0.05.

=5.5 (unshifted) obtained with the test-area Monte Carlo
method is given in Table I and plotted in Fig. 2. The surface
tension is seen to be almost twice that of the system with
r./o=2.5 at intermediate temperatures, and about 40%
higher in the region of the triple point. The preliminary
data'® obtained with the test-area method for shorter runs
are also shown, and are found to exhibit larger errors. As for
the system with the shorter cutoff the test-area data are com-
parable to the data obtained by molecular dynamics with the
mechanical relation.”* The surface tension data obtained by
Miyazaki et al.*® and that by Salomons and Mareschal®’ de-
termined using the free-energy difference method described
in Sec. II B is plotted in Fig. 2 for comparison. The free-
energy difference data are seen to be significantly less accu-
rate than those obtained with either the mechanical or test-
area methods; the point of Miyazaki et al. close to the triple
point is seen to overestimate the surface tension, and as has
been discussed in Sec. II B this could be due to the use of the
surface free-energy A*® without correcting for the surface
number of particles N°. It is also interesting to assess the data
obtained using the Landau free-energy barrier approach out-
lined in Sec. II C; as expected with this type of finite-size
scaling approach the data of Hunter and Reinhardt™ provide
a good description of the near-critical region, but do not
extend to lower temperatures; the accuracy of the technique
decreases as the temperature is lowered as can also be seen
in Fig. 2 with the data of Potoff and Panagiotopoulos.81 By
using transition matrix Monte Carlo, Errington82 has ex-
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FIG. 3. Comparison of the reduced surface tension y"=yo?/¢ for the vapor-
liquid interface of the square-well system with a range of N\/o=1.25 as a
function of reduced temperature T°=kT/e: the black circles correspond to
the simulation results obtained in this work with the TAMC technique (see
Table III for details); and the squares to preliminary TAMC data (Refs. 16
and 102). The curve represents the Guggenheim corresponding-states law
[cf. Eq. (65)] with ug=11/9, ¥,=2.49+0.06, and T,=0.762 (Ref. 106).

tended the use of the finite-size scaling method to much
lower temperatures, but as we shall see later this approach
does not appear to work as well for the square-well model.
The Guggenheim corresponding-states correlations [cf. Eq.
(65)] are also depicted in Fig. 2, where we have taken the
value of the critical temperature 7.=1.312 of Potoff and
Panagiotopoulos.105 In the case of the system with r./o
=5.5 the use of the Guggenheim critical exponent g
=11/9 and the best-fit value of )/8:2.6010.04 does not ap-
pear to provide a good representation of the data, particularly
at lower temperatures; an unconstrained correlation of both
parameters yields optimal values of u;=1.30+0.01 and y;
=2.94+0.05. This is rather surprising as the Guggenheim
mean-field correlation describes the data for the r./0=2.5
system accurately, and it can also be used for the square-well
systems.

We now turn to the simulation of the vapor-liquid sur-
face tension of the square-well fluid, which as we have dis-
cussed earlier is more difficult to compute from a mechanical
route because of the discontinuous nature of the potential.
The data for the square-well system with A/o=1.25, 1.5, and
1.75 are collected in Tables III-V. The accuracy of the test-
area method is most severely tested for the system with the
shortest intermolecular potential range (\/o=1.25), where
the surface tension is computed with an accuracy of 6% to
17%. The temperature dependence of the square-well system
with N/ o=1.25 is shown in Fig. 3, and a degree of scatter is
apparent. Also shown on the figure are some preliminary
data'®' obtained with the test-area method which, though
consistent with our current data, are seen to exhibit larger
error bars. In the case of simulations of square-well fluids the
central difference approximation Eq. (64) has to be used to
provide accurate estimates for the surface tension; this ap-
pears to be related to the asymmetry of the free-energy
change in such systems102 and is the subject of current
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FIG. 4. Comparison of the reduced surface tension y"=ya?/ ¢ for the vapor-
liquid interface of the square-well system with a range of N/o=1.5 as a
function of reduced temperature 7"=kT/e: the black circles correspond to
the simulation results obtained in this work with the TAMC technique (see
Table IV for details); the squares to preliminary TAMC data (Refs. 16 and
102); the triangles to the results of Orea et al. (Ref. 45) from the mechanical
route; and the asterisks to the data obtained by Singh er al. (Ref. 47) with a
finite-size scaling approach. The curve represents the Guggenheim
corresponding-states law [cf. Eq. (65)] with ug=11/9, ¥,=2.36=0.08, and
T,=1.218 (Ref. 106).

work.” The Guggenheim mean-field correlation of the data
with us=11/9 and y3=2.49i0.06, and a critical temperature
of Tj=0.762 (Ref. 106) is also included in Fig. 3 and is seen
to adequately describe the data.

There are more published data for the surface tension of
the commonly studied square-well system with N/o=1.5.
The surface-tension data obtained with our test-area Monte
Carlo approach are compared with the data obtained by Orea
et al.*® with the mechanical route using a special method to
estimate the tensorial components of the pressure, and with
those obtained by Singh et al.*” with the finite-size scaling
approach using a transition matrix Monte Carlo technique to
sample the lower temperatures; some preliminary calcula-
tions with the test-area method are also included.'®'"* As can
be seen from Fig. 4, the values of the surface tension ob-
tained with the three methods are found to be in agreement.
The data of Singh et al. (and those of Orea er al. for that
matter) do not extend to temperatures lower than about T°
=0.9, though it is not clear if this is due to the inherent
problem with the finite-size scaling technique. As for the
system with A/ o=1.25, the Guggenheim mean-field correla-
tion with us;=11/9 and 73=2.36i0.08, and a critical tem-
perature of T:: 1.218 (Ref. 106) provides a good representa-
tion of the data.

We end our assessment of our method by reporting our
computations of the surface tension of the square-well sys-
tem with N/o=1.75. Our current values of the surface ten-
sion and the preliminary estimates with the test-area
method'®'** are compared with the finite-size scaling data of
Singh er al.*’ in Fig. 5. Again the data obtained with the
test-area and finite-size scaling techniques appear to be of
comparable accuracy, though the latter does not extend to the
lowest temperatures. In this case the Guggenheim mean-field
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FIG. 5. Comparison of the reduced surface tension y"=yo?/e for the vapor-
liquid interface of the square-well system with a range of N\/o=1.75 as a
function of reduced temperature 7°=kT/e: the black circles correspond to
the simulation results obtained in this work with the TAMC technique (see
Table V for details); the squares to preliminary TAMC data (Refs. 16 and
102); and the triangles to the data obtained by Singh et al. (Ref. 47) from a
finite-size scaling technique. The curve represents the Guggenheim
corresponding-states law [cf. Eq. (65)] with ug=11/9, ¥,=2.60%0.04, and
7,=1.808 (Ref. 106).

correlation corresponds to ug=11/9 and 78:2.6010.04,
with a critical temperature of 7.=1.808 (Ref. 106).

IV. CONCLUSION

A new technique is described for the computation of the
surface tension from a single simulation. The method is
based on the evaluation of the change in the free energy due
to a test-area (TA) perturbation, and can easily be imple-
mented within either Monte Carlo (TAMC) or molecular-
dynamics (TAMD) simulations. The test-area approach is
completely general and can be applied to different types of
interfaces (vapor-liquid, liquid-liquid, fluid-solid, etc.) of
pure systems and mixtures consisting of complex polyatomic
molecules. A key advantage is that as it is a thermodynamic
approach one does not have the problems associated with the
calculation of the tensorial components of the pressure that
are required for a mechanical evaluation of the surface ten-
sion. This is particularly relevant in the case of systems in-
teracting through discontinous potentials or nonspherical
molecules. The adequacy of the test-area approach for the
vapor-liquid surface tension has been assessed by compari-
sons with existing data from mechanical, free-energy differ-
ence, and finite-size scaling methods. The TAMC data com-
pare favorably with the most accurate evaluations available
for the Lennard-Jones and square-well systems. The method
is currently being applied to systems of nonspherical mol-
ecules and mixtures. As an indication of the accuracy of the
test-area method for nonspherical molecules we present pre-
liminary data for the vapor-liquid surface tension of the Gay-
Berne model (anisotropic version of the Lennard-Jones po-
tential): the surface-tension data for the Gay-Berne system
with model parameters k=3 and «’=1 for temperatures T
=0.60 (which corresponds to vapor-nematic coexistence) and

J. Chem. Phys. 123, 134703 (2005)

0.65 (which corresponds to vapor-isotropic coexistence) ob-
tained with the TAMC approach (y'=0.331+0.018 and
0.212+0.016, respectively) are in good agreement with the
published values obtained from the mechanical relation ("
=0.35+0.08 and 0.24+0.04, respectively).9 In the case of
Gay-Berne systems, the TAMC method is seen to provide a
significantly improved accuracy for the surface tension. This
is certainly a testament to the generality of the test-area tech-
nique for the simulation of the surface tension in more com-
plex systems.
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