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A Robot-Soccer-Coordination Inspired Control
Architecture Applied to Islanded Microgrids

Nelson L. Dı́az, Student Member, IEEE,
Jose G. Guarnizo, Martin Mellado, Juan C. Vasquez, Senior, IEEE, and Josep M. Guerrero Fellow, IEEE,

Abstract—Nowadays islanded microgrids present a high
interest due to the increasing penetration of renewable
energy resources, especially in remote areas, or for improving
the local energy reliability. A microgrid can operate in grid-
connected or islanded mode, being necessary the use of
energy storage systems under islanded operation, in order
to ensure the generation/consumption power balance and
smooth uncertainties in the dynamics of the renewable
energy sources. Particularly, in islanded operation at least
one of the distributed energy resources should assume
the regulation of the common bus. In a microgrid, every
distributed energy resource may be able to cooperate with
the grid regulation in accordance to its particular operational
conditions. In this sense, a centralized unit with a global
perception of the load demand, the power provided by
the renewable energy sources, and the storage capacity of
the energy storage systems, may ensure proper and reliable
operation of the microgrid. This paper proposes a structured
architecture based on tactics, roles and behaviors for a
coordinated operation of islanded microgrids. The archi-
tecture is inspired on a robot soccer strategy with global
perception and centralized control, which determines the
changes among operation modes for the distributed energy
resources in an islanded ac microgrid.

Index Terms—Keywords: Behaviors, Centralized architec-
ture, Distributed Storage and Generation, Roles, Tactics.

I. INTRODUCTION

NOWADAYS, the integration of distributed genera-
tion is gaining more attention due to the increasing

penetration of renewable energy sources (RESs) such as
photovoltaic (PV) and wind turbine (WT) generation.
Also, energy storage systems (ESSs) are commonly used
for smoothing the unpredictable behavior of RESs and
facilitating their integration to the power grid. In this

N. L. Dı́az is with the Department of Energy Technology, Aalborg
University, Aalborg 9220, Denmark; and also with the Engineer-
ing Faculty, Universidad Distrital F.J.C., Bogotá, Colombia (e-mail:
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sense, Microgrids have emerged as a concept for the
integration of RESs, ESSs and loads which can oper-
ate either, in grid-connected or islanded mode [1]. In
grid-connected operation, the utility grid determines
the frequency and voltage at the common bus and is
responsible of maintaining the power balance between
generation and consumption [2]. Meanwhile, the dis-
tributed energy resources (DERs) exchange power with
the energized grid [3], [4].

On the other hand, the problem of managing the
power balance is more challenging on islanded micro-
grids, since it is required that at least one of the DERs
assumes the grid-forming role, becoming responsible of
setting the voltage amplitude and frequency of the local
grid [4], [5]. In particular, two main approaches have
been used for local grid regulation in islanded systems:
Single-Master (one unit in grid-forming operation) or
Multi-Master (several parallel connected units operating
in grid-forming role) [3]. In Multi-Master approach, the
power balance is shared among parallel connected grid-
forming units [4].

For a reliable operation of islanded microgrids, it
is important to define adequate control architectures
which coordinates the operation of the DERs. The control
architecture should define the units responsible of the
grid-forming role by considering several factors such as
the load demand, the available power from RESs and
the storage capacity of ESSs [1]. In fact, the state of
charge (SoC) of the ESSs is probably the main issue to
consider when the control architecture is defined. To be
more precise, it is absolutely important avoiding depth-
discharge and overcharge of the ESSs for preserving the
lifespan of the ESSs, especially when they are based on
batteries [6]. Typically, bank of batteries are the most
used for the deployment of ESSs in islanded systems,
since they offer a good commitment between lifetime,
transportability, availability and cost [7], [8].

Different centralized architectures have been pro-
posed, in which the power generation of the DERs is
scheduled to maintain an appropriate level of charge
at the ESSs, while ensuring the power balance in the
microgrid [9], [10]. Normally, the ESSs are the units who
assume the grid-forming role, while RESs supply power
to the islanded microgrid [3], [11]. For instance, in [12]
and [13] the power generation from RESs is curtailed in
order to keep the stored energy within desired levels,
and ensuring the power balance in the microgrid. Other
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approaches, have considered the operation of the ESSs as
voltage sources which follow adaptive power-frequency
characteristics curves, in this way the power is sche-
duled in accordance to the SoC [1], [2], [14]. The main
drawback of these approaches is that larger frequency
deviations are required for ensuring coordination of the
DERs, even in steady state. For that reason, secondary
frequency restoration cannot be applied in those ap-
proaches [11].

Proper charging of ESSs based on batteries is critically
important to improve their lifespan and performance.
The best way of charging ESSs based on batteries is
by means of a two stage procedure: current-limited
charge followed by a constant-voltage charge. In the
constant-voltage charge, the battery voltage should be
kept constant, while the battery current begins to taper
and the battery approaches to its state of full charge [7].
The constant-voltage charge requires a current controlled
operation. This fact, implies that the ESSs must change
its control operation mode. Then, the operation of the
others DERs should be coordinated in order to ensure
that at least one of them assumes the regulation of the
common bus. In this sense, a distributed coordination
strategy, which considers the different stages for charg-
ing properly ESSs, has been previously proposed in [15].
In this work, voltage and frequency bus-signalling is
used to trigger the changes at the operation modes for
all the DERs. Despite the approach in [15] has proved
to be effective, any perturbation or noises in the power
line could cause unexpected changes in the operation
modes, which may lead the microgrid to an unexpected
operation. On top of that, because of the distributed
nature of the approach proposed in [15], frequency and
voltage restoration cannot be achieved, since voltage
and frequency deviations are required for triggering
the changes. Moreover, multi-agent architectures have
emerged as an alternative in order to coordinate the
changes at the control operation mode.

Recently, works based on multi-agent systems are
becoming more used in different domains, including
applications for microgrids, where many agents work
together in complex systems towards a common goal.
For instance, in [16] it is proposed an optimal strategy
for integration and arbitration of conflicting interests
between producer/consumer agents in a smart energy
grid. In [17] authors propose an architecture based on
multi-agent systems for smart grid management and
forecasting. Also, an agent based algorithm is presented
in [18] for service restoration with distributed energy
storage. Multi-agent systems have been also used as
optimization algorithm in Smart Grids grids [19]. Par-
ticularly in [20], smart microgrids have been modelled
as a team of cooperative agents, where each microgrid
can exchange power with other microgrids and the main
grid. In [21], it is proposed the IEC/ISO 62264 standard
for adapting the hierarchical control and energy storage
in microgrids in different applications based on multi-
agent systems, such as market participation and control

in virtual power plants.
Particularly, multi-agent approaches have been ap-

plied to islanded microgrids, for cooperative and coor-
dinated operation between distributed units, by means
of multi-layer control structures. The agents, defined
in intermediate control layers, ensure the common bus
regulation by using deliberative agreements between
them [22]–[24].

Moreover, multi-agents have been successfully used to
solve coordination problems in other engineering fields.
For instance robot soccer is a multi-agent system, which
includes uncertainties and hostile environment, where
robots work coordinated on a real challenging problem
[25]. Coordination is important in order to obtain a better
team performance in a game, by playing with collabora-
tive behaviors. In contrast, lack of coordination can lead
to system failures [26]. In robot soccer approach, strategy
can be described as the plan of the robot soccer team,
expecting to win a game, while tactic is referred to the
organization of the team for the game [27]. In [28], role is
defined as a list of behaviors for the robot to perform in
sequence and they are usually allocated in a dynamical
way [29]. Behaviors are the basic sensorimotor skills of
the robot, like moving to a specific position or kicking
the ball [30].

This paper proposes a structured control architecture
inspired on a centralized robot soccer strategy based
on tactics, roles and behaviors presented in [31], but
adapted for a coordinated operation of an islanded
ac microgrid. The proposed strategy is deployed in a
centralized control unit with global perception of the
operational conditions of the microgrid. The centralized
coordination defines the adequate allocation of roles
and behaviors for all the DERs in order to ensure the
common bus regulation and reliable operation of the mi-
crogrid under different operational conditions by means
of a hierarchical finite state machine. The proposed
tactics allow, among other objectives, the equalization
of the SoC for distributed ESSs, load shedding and
power curtailment of RESs generation when is required.
Additionally, the proposed strategy considers proper
stages for charging ESSs based on batteries. The main
advantage of the proposed model is to provide a holistic
system architecture with a knowledge based role assig-
nation. This approach allows an intuitive specification
for a multi-agent model, starting out with the conceptual
design phase and facilitating cross-domain development
in a complex environment, which has proved its effec-
tiveness in a robot soccer environment. Given the above,
this architecture proposed a novel model where the
hardware components of a microgrid are presented as
hardware agents, where using a robot soccer metaphor
the agents are coordinated in order to ensure the ade-
quate operation mode of the ac microgrid, showing also
collaborative behaviors among the agents.

In this paper, Section II defines the islanded microgrid
model, Section III explains the control architecture, Sec-
tion IV details the experimental setup used to validate
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Fig. 1: Islanded Microgrid Configuration.

the proposed control architecture, Section V presents and
discuses experimental results, and Section VI summa-
rizes the main conclusion of the proposed approach.

II. MICROGRID MODEL

An islanded three-phase ac microgrid based on two
RESs (PV and WT generators), critical and non-critical
loads, and distributed ESSs based on battery as shown in
Fig. 1 will be considered in this study case for evaluating
the proposed architecture. Each DER is complemented
with a power conversion stage, output filters and pri-
mary controllers which are independent local controllers
that allow autonomous operation and parallel connec-
tion of each unit to the common bus [5], [32].

The current trend in ESSs is oriented to the integration
of distributed ESSs instead of a centralized one. In this
way, each storage unit can be optimized and config-
ured for the integration of distributed RESs with dif-
ferent characteristics [33]–[35]. Additionally, distributed
approach makes easier to retrofit systems that already
include ESSs [36]. On top of that, in islanded microgrid
applications, the ESSs is mainly based on batteries, par-
ticularly lead-acid batteries are the most used [7], [37],
[38]. Valve regulated Lead-acid (VRLA) battery arrays
will be considered in this study case microgrid.

A. ESSs operation
For normal operation of the islanded microgrid, it is

required that at least one of the DERs (ESSs or RESs)
assumes the grid-forming role. Typically, the ESSs as-
sume the grid-forming role, while RESs operate as grid-
following units by supplying the power defined by their
MPPT algorithms to the local grid. In this case, the ESSs
are charged or discharged to ensure the power balance
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Fig. 2: General Battery Charge Profile.

PI  

PI 
+

+

+

Kp

-

-

-

PWM Current 
Control 

LI

*I
dq abc

dq abc
dq abc

PLL

Voltage

Reference

Generator

*
dqV

PI  

*
rV + -

Power

Calculation
Kq

bat
V

Q

P

*E

E*



PLL

LdqI
Cdq

V+
-

VCM

CCM

Droop Coefficients

PI  +
*Q

Q -

 
*
dI

*
qI

ref ref
PLL

Transition 
Signal PCC

V

1C
V

bat
I

PWM

sin( )E t

SoC

Estimation



SoC

ESS Primary Control

Fig. 3: Control Diagram of the ESSs.

in the microgrid. However, for ESSs based on batter-
ies, it is absolutely recommended, by manufactures, to
charge completely the batteries between discharge cycles
and avoid excessive overcharge. Because of this, a two
stage charge procedure which involves a limited-current
charge followed by a constant-voltage charge as is shown
in Fig. 2, is highly recommended [7].

In the first stage the battery is charged based on the
power unbalance between generation and consumption.
During this stage, the ESSs are grid-forming units which
operates in voltage control mode (VCM). When there is
enough energy available from the generation of RESs,
the battery array will be charged until its battery voltage
(Vbat) reaches a threshold value commonly known as the
regulation voltage (Vr) (typically 2.45± 0.05 volts/cell).
Once the regulation value has been reached, this value
should be kept constant. This means, that the battery
current should start to be reduced in a controlled way
in order to keep the battery voltage in a constant value
as can be seen in Fig. 2 [7]. At this point, the battery
array enters in the second stage for charge (constant-
voltage charge). As consequence, the corresponding ESS
needs to change its control operation mode from VCM to
current control mode (CCM) assuming the role of grid-
following units. Fig. 3 shows the control scheme for the
ESSs. In this figure, it is possible to see that the reference
for the inner current controller (I∗) is determined by the
control operation mode of the ESSs (VCM or CCM).

B. RESs operation

In the case of RESs, it is expected to obtain from them
the maximum amount of available energy. This can be
achieved by means of MPPT strategies which define
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the power references for primary controllers. Because
of this, RESs assume the grid-following role, in which
they operates in current control mode (CCM). However,
for periods of high generation, all the distributed ESSs
may become completely charged. Under this condition,
all DERs will operate in CCM as grid-following units,
as a consequence the regulation of the common bus will
be lost. Regarding that, it is required that at least one of
the DERs assumes the regulation of the common bus and
taking into account that ESSs are under constant-voltage
charge, it is not possible for them to continue with
the voltage and frequency regulation. Because of that,
one possible solution is to assign the regulation of the
common bus to the RESs. In this case, the RESs assume
the grid-forming role by changing their control loops
from CCM to VCM. Under this condition the power
generation from RESs needs to be curtailed in order to
keep the balance between generation and consumption
and ensures the stability of the common bus [39]. Fig.
4 shows the primary control scheme for RESs. It is
possible to see, that the main difference with the primary
controller of the ESSs is the definition of the current
reference for the current controller. This fact allows a
unified and simple design of primary controllers for
DERs.

Conventionally, parallel connected grid-forming units
use droop control loops in order to share power among
them as can be seen in Figs. 3 and 4 [4]. The droop
control loops are based on conventional (P − ω) and
(Q− E) functions defined as:

ω = ω∗ − Kp · Puniti (1)

E = E∗ − Kq ·Quniti (2)

where, E is the voltage amplitude in the output ca-
pacitor C1 at each inverter. This value, corresponds to
the d-component of the capacitor voltage (Vcdq) at each
grid-forming unit. The d-axis is considered aligned to
the bus voltage for all the units then, in steady state
(Vcdq = E + j0). In addition, Puniti and Quniti are the
active and reactive power at the i-th unit in the grid-
forming role, E∗ is the inverter output voltage reference,
ω is the angular frequency of the output voltage, ω∗ is
the reference of the angular frequency, and Kp and Kq
are the droop coefficients [40].

(a) (b) (c)

(d) (e) (f)
Fig. 5: Topological operation of the islanded microgrid.

C. Islanded Microgrid Operation

As exposed before, for a reliable operation of the
islanded microgrid transitions between operation modes
has been defined for DERs. Because of this, different
topological operation modes can be identified for the
microgrid where, it is ensured that at least one of the
DERs assumes the grid-forming role. To illustrate, Fig.
5 presents six different topological operations of the
microgrid in which the grid-forming role is alternated
between ESSs and RESs.

In Fig. 5, the units in the grid-forming role are rep-
resented with a voltage source in series whit an output
impedance, this is applicable for RESs and ESSs because
of the use of unified primary controller. On the other
hand, the units in the grid-following role are represented
by constant power sources in the case of RESs and
constant power loads in the case of ESSs.

In light of the above, it is required a coordinated
control architecture which generates the transition signal
between roles for each DERs by considering particu-
lar operational conditions of each unit and the overall
operation of the microgrid. The proposed architecture
should also consider load-shedding, or actions for limit-
ing the deep of discharge of the batteries when there is
not enough energy available to supply the load demand
[11], [41]. In this case, the end-of discharge voltage or low
voltage disconnection (LVD) voltage will be considered
for load disconnection. The value of the LVD is com-
monly suggested by the battery manufactures [7].
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III. CENTRALIZED ARCHITECTURE BASED ON TACTICS,
ROLE AND BEHAVIORS

As was mentioned before, in robot soccer, the strategy
is defined as the plan of the robot soccer team for
winning the game, which involves the assignment of
roles, formation of players and selection of behaviors.
The strategy can be divided in tactics, which correspond
to the team organization for a specific game condition,
for example the time, the score of the match, the ball
locations, or any other specific game situations such
as corner kick, by taking into account that only one
tactic is selected in each time. To be more clear, the
roles for a player are selected based on individual lo-
cation on the field, actions and behaviors selection. The
behaviors are selected based on specific skills of the
robots, such as movement, kicking the ball or finding
the goal. Particularly, centralized architectures have been
widely deployed for coordinated operation of multi-
agent frameworks such as robot soccer matches [31].
In this scenario, a centralized supervision (emulating a
coach) ensures the best vision of the system and agents
conditions (state of players in the field). Then, based on
the global information adequate tactic is selected, and
the roles and behaviors for all the agents can be assigned.
In a centralized robot soccer architecture, one centralized
decision maker with global perception and global control
selects the tactic, assigns roles and selects behaviors to
the players from a central computer. In a robot soccer
strategy, the players are considered as agents.

In the proposed multi-agent strategy for a coordinated
operation of an islanded ac microgrid, all ESSs, RESs
and the aggregated load are considered as agents with
specific goals and functions defined by the centralized
supervision. For the metaphor between robot soccer
team coordination, and the coordinated operation of
DERs in an islanded microgrid, the strategy is the plan
of the microgrid for the common bus regulation while
proper levels of charge for the ESSs are ensured. The
team is composed by players, in this case they corre-
spond to the distributed ESSs, RESs and the aggregated
load. The tactic consists on the organization for the team,
depending on the state of charge of the ESSs and RESs
generation. Roles correspond to list of behaviors for the
players to perform depending on the tactic selected, in
order to maintain the plan of the team. In turn, behaviors
correspond to basic actions of the players in order to
respond to the control actions required, the control be-
havior corresponds to low level control skills (primary
controllers). The formal specification of the robot soc-
cer strategy which inspired this proposed strategy is
extensively presented in [31], where the strategy was
implemented in a centralized robot soccer league in for a
team of 5 two wheeled robots. Fig. 6 presents the overall
architecture for the selection of the operation mode in an
islanded microgrid using a centralized architecture.

In this case, the operation mode is selected by using
a decision maker, programmed in the central computer,

Central controller
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Control
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Control
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Fig. 6: Overall control architecture.

with global perception of the current operational condi-
tions of the microgrid, emulating the virtual coach in the
robot soccer environment. In the robot soccer the coach
selects the tactic, roles and behaviors depending on game
conditions. Similarly, in the microgrid study case, the
decision maker uses the sensed signals from the DERs
and the Load in order to have a global perception of the
operational condition of the microgrid and determine
the roles and behaviors of the distributed agents. The
decisions from the central unit are transmitted to the
agents (RESs, ESSs and the aggregated Load).

The coordination strategy is implemented using a
centralized hierarchical finite state machine, as a decision
maker, which selects the tactic based on the current
operational conditions of the microgrid, and on the
status signals of the distributed agents. Once the tactic is
selected, a second level finite state machine assigns the
roles depending on the tactic previously selected. Next,
when roles were assigned, the lowest level finite state
machine selects the appropriate behavior for each DERs,
in accordance to the role selected. To be more precise,
every transition between tactics, roles and behaviors are
determined in the central control. The architecture of the
coordinated strategy for the operation of the microgrid
is presented in Fig. 7.

A. Tactic selection
As can be seen in Fig. 8, the microgrid operation strat-

egy is defined in three tactics which are selected based on
the different islanded microgrid operational conditions.
These tactics are: Power balance, activated when the
ESSs are charged/discharged in order to ensure the
power balance between generation and consumption.
Power Curtailment, activated when the ESSs are almost
fully charged and the power generated from RESs needs
to be adjusted in order to ensure power balance and
avoid over-charge of the ESSs. And Load shedding, acti-
vated when batteries reach the LVD in order to prevent
deeper discharge of the ESSs. This selection takes place
in the first level of the hierarchical finite state machine.
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In this level, the states correspond to the tactics, and the
transitions are defined based on particular operational
conditions of the DERs as can be seen in Fig. 8.

From Fig. 8, the transition E1 is a (enable) signal which
activates the strategy once the microgrid is turned on
and the system is in steady state and stabilized. In the
transition E2, VH1 and VH2 correspond to signals that
are activated when the battery voltage of the ESS1 and
ESS2 respectively, reach the regulation value Vr. Ess1 and
Ess2 indicate the role of each distributed ESS, being 0
when the ESS is in the grid-following role, and 1 when
the ESS is in the grid-forming role. In the transition E3,
Res1 and Res2 indicate the role for each i-th RES unit
(grid-following (Resi = 0)), or (grid-forming (Resi = 1)).
PMPPT(RES1) and PMPPT(RES2) correspond to the max-
imum power value, given by the MPPT strategy, of each
RES, and Pload corresponds to the load consumption. For
the transition E4, VL1 and VL2 are status signals which
are set equal to 1 once their corresponding battery array,
reaches a particular low voltage disconnection (LVD)
value. For the transition E5, Socc1 and Socc2 correspond
to status signals that are activated (Socci = 1) when the
SoC at the i-th distributed ESSs is bigger than or equal
to 60%.

To summarize, two roles have been considered for
RESs and ESSs. The first one is grid-forming, which is
assigned to the agents responsible of the bus regulation.
The second one is grid-following, which is assigned to
the agents controlled as current sources. The load main-
tains a constant role (full-load) when the active tactic is

Power Balance or Power Curtailment. In addition, the
load assumes another role (load-adjustment) when the
tactic Load Shedding is activated.

B. Tactic Power Balance
In the second layer of the hierarchical finite state

machine, the role assignment is executed depending on
the tactic selected in the first layer, and the operational
conditions of the microgrid. Fig. 9 shows the role se-
lection and defines the transition signals for the Power
Balance tactic. For this tactic, both RESs maintain a
constant role (grid-following), generating the maximum
amount of available energy. Also the Load has a fixed
role (full-load). Both ESSs start with the grid-forming
role and the power balance is shared between them by
means of droop control loops. When the transitions St01
and St12 are activated, ESS1 and ESS2 change their role
to grid-following respectively, this happens when the
batteries reach the regulation voltage (Vbati = Vr).

VHi =

{
1, When Vbati ≥ Vr;
0, Otherwise .

(3)

Indeed, both ESSs can return to the grid-forming role
when transitions St10 and St21 are activated. Those
events occur when one of the ESSs is still in the grid-
forming role and the other is in the grid-following role,
as is shown in Figs. 5b, and 5c. At this point, the
ESS in the grid-forming role starts to be discharged
(Sign(Pbati = 1)). Consequently, the ESS in the grid-
following role re-assume the gid-forming role in order
to share the power balance responsibility with the other
ESS. This response can be considered as a role coor-
dination between agents, such as in the robot soccer
environment, where one of the players in the role of
attacker should assume the role of defender in order
to give support to the team strategy when is required.
In the role coordination, operational conditions of the
whole system are considered in order to trigger changes
in the roles for the different agents.

Apart from that, cooperative behavior such as SoC
equalization between distributed ESSs can be defined
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Fig. 9: Role selection and coordination in the tactic Power
Balance.

in this tactic. The main idea behind this, is that the
ESS with more stored energy contributes with more
power to the system, and the ESS with the smallest
amount of stored energy is charged faster than the others
during periods of battery charging. This process of SoC
equalization adds several advantages to the operation of
the migrogrid such as reduction of the deep of discharge
over all the distributed storage units, faster charge of all
the distributed ESSs -what is critically important to the
lifespan and performance of ESSs based on batteries- and
smooth transition between operation modes [42]. In anal-
ogy with a robot soccer match, in the case of two agents
in the role of defenders, the defender with the nearest
distance to the opponent with the ball possession goes
directly to intercept that opponent. At the same time,
the other defender goes to obstruct another opponent
in order to intercept possible passes or just avoid a free
motion of the opponent [31].

In this application, an equalization algorithm, as pro-
posed in [43] and [44], is consider as a cooperative
behavior for the equalization of the SoC between dis-
tributed ESSs. The equalization programme is summa-
rized in the Algorithm 1. The equalization algorithm

requires information from all the agents in the system
as is shown in Fig. 9. Where, Sy10 and Sy12 correspond
to the current power generation from RES1 (PRES1) and
RES2 (PRES2) respectively, , Sy15 is the load consumption
(Pload), Sy13 and Sy14 contain specific information about
each ESS summarized in the parameter Kbati, which is as:

Kbati ≈
(

VbatiCbati
ηbati

)
(4)

where, Vbati is the voltage of the i-th battery array,
Cbati is the capacity in (A/h) and ηbati is the charg-
ing/discharging efficiency, and the SoC of each battery
which is estimated based on the well known ampere-
hour (Ah) counting method defined as:

SoC(∆t)bati = SoC(0)bati −
∫ ∆t

0
ηbati

Ibati(τ)

Cbati
dτ (5)

where, SoC(0)bati is the initial SoC, and Ibati(τ) is the
instantaneous current at each battery array [7].

Algorithm 1 Equalization Algorithm

1: function F(Kbati, PRESi, Pload, SoCbati, Sing(Pbati))
2: A = [−Kbat1,−Kbat2; ∆t,−∆t]
3: B = [−(PRES1 + PRES2 − Pload); (SoCbat2 − SoCbat1)]
4: Solve X = A−1 × B;
5: Kmax = max(Kbat1, Kbat2);
6: Kmin = min(Kbat1, Kbat2);
7: if Sing(Pbat1) and Sing(Pbat2) = 1 then
8: if SoCbat1 > SoCbat2 then
9: α2 = (Kmin/Kmax);

10: α1 = α2(Kbat2 · X(2)/Kbat1 · X(1))
11: else
12: α1 = (Kmin/Kmax);
13: α2 = α1(Kbat1 · X(1)/Kbat2 · X(2))
14: end if
15: else
16: if SoCbat1 > SoCbat2 then
17: α1 = (Kmin/Kmax);
18: α2 = α1(Kbat1 · X(1)/Kbat2 · X(2))
19: else
20: α2 = (Kmin/Kmax);
21: α1 = α2(Kbat2 · X(2)/Kbat1 · X(1))
22: end if
23: end if
24: return α1, α2
25: Wait for ∆t
26: end function

The output of the equalization algorithm are the sig-
nals Sy20 and Sy21 which are the weighting factors α1
and α2 respectively. These factors are used for weighting
the droop coefficient Kp of the primary droop control
loop at each ESS (see Fig. 2). As a consequence, the
active power shared between parallel connected ESSs
is adjusted in accordance to the SoC of each unit for
equalization purpose. Then, the (P−ω) droop equation
described in (1) is modified as:

ω = ω∗ − αi · Kp · Pbati (6)

where, (Pbati) is the power measured at the i-th ESS. The
equalization algorithm is executed during fixed periods
(∆t) and it is repeated during the whole operation of the
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Fig. 11: Behaviors of the ESS in the grid-forming role,
tactic Power Balance.

system. The time for equalization (∆t) should be selected
regarding maximum power ratings of ESSs.

To get back to the strategy, the behaviors for each
agent are assigned in the last layer of the hierarchical
finite state machine in accordance to the tactic and the
role selected in the previous layers. Specifically, in the
tactic Power Balance, it is expected that the RESs follow
the power reference (P∗) given by the MPPT algorithm.
However, other behaviors can be considered within the
operation of the microgrid in which the power reference
P∗ can be scheduled externally by the central controller,
in order to curtail the power generation and ensure the
power balance in the microgrid. For that reason, a status
signal (Re f (PRESi)) has been defined for setting different
references at the RESs controllers in accordance to

P∗ =

{
PMPPT(RESi), When Re f (PRESi) = 0;
Pexti, When Re f (PRESi) = 1.

(7)

where, Pext is the power reference scheduled externally.
This value will be explained in the next subsection. The
behavior of RESs in the grid-following role during the
tactic Power Balance is shown in Fig. 10 where, the RESs
activate the CCM operation.

The behavior activated for the ESSs during the tactic
Power Balance in the grid-forming role is shown in Fig.
11. In the first step, there is a delay which is added
intentionally in order to overcome the effect of transi-
tory responses such as system start-up and circulating
currents which may appear when there is a transition
from CCM to VCM operation. Subsequently, The i-th
ESS reads its corresponding factor αi derived from the
equalization algorithm, and the VCM is activated.

Fig. 12 presents the behavior for ESSs in the grid-
following role, during the tactic Power Balance. In this
case there is only one behavior activated, which corre-
sponds to the CCM operation.

A similar case is presented with the load agent in
the full-load role. During the tactic Power Balance, the
full load is connected to the common bus. In this im-

Start

Logical connection

Legend

Behavior

ESSi Grid Following

Current

Control Mode

Fig. 12: Behaviors of the ESS in the grid-following role,
tactic Power Balance.

plementation, the full load is composed of three loads
connected in parallel, including two non-critical loads,
and one critical load which will be disconnected as the
last option to prevent further battery discharge.

C. Tactic Power Curtailment

Here, ESSs are under constant-voltage charge (grid-
following operation), where they draws as much power
as needed in order to keep their battery array volt-
age in a constant value (Vbati = Vr). The fact that
the ESSs have reached the second charge stage means
that RESs have more energy available than the current
power consumption. Therefore, RESs are able to assume
the responsibility of the common bus regulation. Fig.
13 shows the role selection layer for the tactic Power
Curtailment. Unlike the previous tactic, RESs perform
changes in their roles, while the ESSs have a constant role
(grid-following) and the load maintains its constant role
(Full-Load). Therefore, the microgrid can operate under
any of the topological configuration shown in Figs. 5d,
5e and 5f.

Starting with grid-forming role, once transitions St13
or St23 are activated, RES1 or RES2 moves to the role of
grid-following respectively. This happens when the max-
imum power that a RES unit can supply has dropped to
any value below the current shared power (PRESi). To
be more precise, the status signal CMPPT(RESi) which
determines the transitions is defined as:

CMPPT(RESi) =

{
1, When PMPPT(RESi) < PRESi;
0, When PMPPT(RESi) ≥ PRESi.

(8)

Once one RES unit moves to the grid-following role,
its power reference P∗ is initially defined by the MPPT
algorithm ((Re f (PRESi) = 0) as was presented in (7)),
since its maximum power generation has fallen. Never-
theless, it is possible that the maximum available power,
injected by the RES unit operating in the grid-following
role, will increases again. In this case, the idea is to start
to share equally the power consumption (half of the
energy consumption) with the other RES unit (operating
in the role of grid-forming) , when the available energy
from the RES in the grid-following role is bigger than
or equal the maximum available energy in the grid-
forming unit. Namely, when (PMPPT(grid− f ollowing) ≥
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PMPPT(grid − f orming)) then, (Re f (PRESi) = 1) and
(P∗ = Pexti) where,

Pexti = 0.5Pload(e) (9)

and, (Pload(e)) represents the total power consumption of
the microgrid, which is calculated as:

Pload(e) = Pload + Pbat1 + Pbat2 (10)

To illustrate, Fig. 14, describes the behaviors selection
for RES1 ans RES2 in the grid-following role.

Even so, RESs are able to return to role grid-forming
by means of an appropriate role coordination, which
activates the transitions St31 and St32. In this proposal,
these transitions are activated in the case that one of the
RESs units is in the grid-forming role (e.g RES1) and
the other one is in the grid-following role (e.g RES2).
Under this conditions, the maximum power available
from the grid-forming unit droops below the power
currently supplied (CMPPT(RES1) = 1). At this moment,
the other RES unit (RES2) may re-assume the grid-
forming role if the maximum available power in that unit
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Fig. 14: Behaviors of RES1 and RES2 for the grid-
following role, tactic Power Curtailment.

is bigger than or equal the difference between the power
consumption and the power generation of the other RES
(PMPPT(RES2) ≥ Pload(e) − PMPPT(RES1)).

In fact, the transitions St31 and St32 are defined
as shown in the transition table of Fig. 13. From the
metaphoric point of view, this kind of role coordination
is used in the robot-soccer framework when a defender
in the possession of the ball has the clear path to the
attack. In this case, the defender assumes the role of
attacker and at the same time another agent in the role
of attacker moves backwards to the defensive zone and
assumes the role of defender in order to support the
defensive tactic of the team. Based on this role coordi-
nation, it is possible to say that the roles of the agents
in the microgrid are assigned dynamically, in accordance
to the microgrid operational conditions.

As mentioned before, RESs assume two different
roles depending on the microgrid operational conditions.
When both RESs are grid-forming units (see Fig. 5d),
the power balance is shared between them by means of
droop control loops. In this case, cooperative behaviors
can be defined in order to set the power contribution
of each RES in accordance to its maximum generation
capacity. In other words, The RES unit with more avai-
lable power will contribute more than the others. To
achieve this cooperative behavior, the (P − ω) droop
coefficient Kp in (1) is weighted by a factor β which will
adjust the power contribution of each RES unit (PRESi)
proportionally to its maximum power (PMPPT(RESi)).
For that reason, the (P − ω) droop equation described
in (1) is modified as:

ω = ω∗ − βi · Kp · PRESi (11)

where, the parameters β1 and β2 are calculated based on
the Algorithm 2. The main idea behind the Algorithm
2 is to assign the biggest weighting factor to the RES
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Fig. 15: Behavior of the i-th RES in the grid forming role,
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unit with the smallest power generation. In Fig. 13, the
outputs of the cooperative behavior are the signals Sy23
and Sy24 which correspond to the parameters β1 and
β2 respectively, and the inputs of cooperative behavior
are the signals Sy16 and Sy17 which correspond to the
maximum power available at each RES (PMPPT(RES1))
and (PMPPT(RES2)) respectively. Apart from that, Fig. 15
shows the behaviors defined for RESs in the role grid-
forming under the tactic Power Curtailment. Firstly, the
behavior description has a delay in order to overcome
transitory responses. Afterward, the RESs must work in
VCM by considering the value of βi for the droop control
loop.

Algorithm 2 β Calculation Algorithm

1: function F(PMPPT(RES1), PMPPT(RES2))
2: if PMPPT1 > PMPPT2 then
3: β2 = 1;
4: β1 = β2(PMPPT(RES2)/PMPPT(RES1));
5: else
6: β1 = 1;
7: β2 = β1(PMPPT(RES1)/PMPPT(RES2));
8: end if
9: return β1, β2;

10: end function

For this tactic, the grid-following role, performed by
the ESSs, and Full-Load, performed by the load, are
similar than the described in the tactic Power Balance.

D. Tactic Load Shedding

In this tactic, RESs and ESSs agents have constant
roles. Both RESs perform the grid-following role, with
the behaviors sequence described in Fig. 10. Meanwhile,
ESSs perform the grid-forming role, with similar behav-
ior sequences than the described in Fig. 11. Also, the
equalization algorithm continues working as a coopera-
tive behavior in order to balance the stored energy be-
tween distributed ESSs during the discharging process.

Besides, the Load assumes the Load-Adjustment role
whose behavior is described in Fig. 16. This tactic has
been considered in the case where there is not enough
energy to support the load and the ESSs are reaching crit-
ical levels of stored energy. Since it is important to avoid
full discharges of the batteries, regarding that partial dis-
charge reduces the stress and prolongs the battery life. In
this case, two threshold values will be considered for the
disconnection of the loads (LVD1) which corresponds to
a battery voltage value where the SoC is aproximately
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Fig. 16: Behavior of the load in the load-adjustment role,
tactic Load-Shedding.

smaller than 50%, and (LVD2) which corresponds to the
end-of-discharge voltage recommended by the manufac-
tures (typically 1.85 volts/cell). Therefore, the process
for the disconnection of the loads will consider first the
disconnection of the less-critical loads and then moves
toward the disconnection of more-critical load. In this
case three different loads have been considered in the
microgrid, being R1 the less-critical and R3 the most
critical one. The disconnection of R3 is a last resort
to balance the system and avoid deeper discharge of
batteries.

When this tactic is activated, the non-critical load (R1)
is disconnected, maintaining connected the loads (R2)
and (R3). Subsequently, if the voltage at any of the ESSs
reaches again the LVD1 value (VL1 = 1 or VL2 = 1)
then R2 will be disconnected. Finally, if the LVD2 level
is reached at any of the ESSs, the status signals ((V f 1
or V f 2) in Fig. 16) will indicate the disconnection of
the critical load (R3) (V f 1 = 1 or V f 2 = 1). This is
considered as a last resort for avoiding deeper discharge
of the batteries.

On the other hand, for the re-connection of the loads,
SoC levels at both ESSs will be considered. For the
proposed strategy, when the SoC of both ESSs is bigger
than or equal to 40% R3 and R2 will be connected again
(T(SoCBat1) = 1 & T(SoCBat2) = 1). As was mentioned
before, if the SoC in both ESSs is bigger than or equal
to 60% R1 will be re-connected and the tactic of the
microgrid will change to Power Balance.

E. Secondary Control
One of the main advantages of the proposed central-

ized strategy, is that frequency and voltage restoration
strategies can be applied in order to correct the voltage
and frequency deviations [3]. Of course, this secondary
control is always an option which can be ignored in cases
when the maximum frequency and voltage deviation
remain within an allowable range. Nevertheless, for this
application a secondary controller does not represent
an additional deployment of resources, since a central
control unit obtains the information from all the agents
and the communication channel between agents is al-
ready established. Although, centralized restoration of
common bus voltage and frequency is not the main
scope of this paper. Secondary controllers have been
applied in this system as proposed in [11]. Fig. 17
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shows the scheme of the secondary proportional integral
controllers for voltage a frequency restoration. Here, the
common bus voltage (VPCC) is measured and compared
with the reference values ( f ∗ and E∗) in order to obtain
the restoration signals δω and δE which are sent to all
the distributed agents (RESs and ESSs) to be included in
their voltage control loop.

In light of the above, the droop control loops for ESSs
and RESs will be modified as

ω =

{
ω∗ − αiKp · Pbati + δω, for ESSi;
ω∗ − βiKp · PRESi + δω, for RESi.

(12)

E =

{
E∗ − Kq ·Qbati + δE, for ESSi;
E∗ − Kq ·QRES1 + δE, for RESi;

(13)

IV. EXPERIMENTAL SETUP DESCRIPTION

In order to test the proposed control architecture, an
experimental setup was used for emulating a low voltage
ac microgrid. Fig. 18 shows the configuration of the
experimental setup which is divided into a hardware
and a real time simulation stages. The hardware part is
composed by four inverters Danfoss (2.2 kW), LCL filters
and measurement LEM sensors. Fig. 19 shows an image
of the experimental setup in the Microgrid Laboratory
of Aalborg University. On the other hand, the real time
simulation stage is implemented in a dSPACE1006 con-
trol board which emulates the behaviors of the battery
models and renewable generators. In addition, the real
time simulation stage includes the primary, secondary
and central controllers for the proposed coordination
strategy. For each battery array, an aggregated model as
proposed in [45] is obtained based on the 48V battery
array model proposed in [46]. Apart from that, a stiff dc
bus is used for supplying all the inverters. Because of
this, RESs are emulated as constant power generators. A
full-duplex communication channel has been considered
between the centralized control and all the agents where,
the data sent from each RES agent (XRESi), each ESS
agent (XESSi), and the load agent (XLOAD) are defined
as

XRESi = [PRESi, PMPPT(RESi), [CMPPT(RESi)]]T (14)

XESSi = [Kbati, SoCbati,

[VHi, VLi, V f i, Sing(Pbati), Socci, T(SoCBati)]]T
(15)

XLOAD = [Pload, Vd, fmeas]
T (16)
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Fig. 18: Experimental setup configuration.

Fig. 19: Image of the Experimental Setup.

Likewise, the data sent from the centralized controller to
each agent YCC, is defined as

YCC =

[αi, ∆E, ∆ f , [Essi]]T , for ESSi;
[βi, ∆E, ∆ f , [Resi, Re f (PRESi)]]

T , for RESi;
[LOADs] , for LOAD.

(17)

For the small scale microgrid proposed in this paper,
the effect of the communication delay was assumed to
be negligible. This assumption can be done by selecting
the appropriate communication network. In this case, a
wired local area network (LAN) is preferred rather than
a wireless network. This fact, increases the reliability
and reduce communication impairments, such as packet
delays and losses [47]. For instance, switched Ethernet
have been widely implemented for industrial networked
control systems [48]. In the case of a simple Ethernet
network, the estimated latency for a light network load
(such as the proposed in this case study microgrid) is
about 127µs, under full-size frame of 1518 bytes, and
up to 1.85ms in the worst-case [49]. This latency is
mainly due to the processing performed by the protocol,
while the propagation delay can be neglected especially
in LAN applications [47]. Apart from that, previous
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analysis on the impact of communication latency in
central secondary control, such as in [50], show that
the microgrid is able to keep a good performance for
communication delays up to 200ms which is bigger
compared to the worst latency in a switched Ethernet
network. From the point of view of the coordinated
strategy, the effect of communication delay can also
be neglected. To be more precise, by considering that
the dynamic response of the microgrid mainly depends
on the time required for charging a battery (seconds,
minutes or hours depending on the battery capacity),
the latency introduced by the LAN can be neglected.

Table I summarizes the main parameters of the micro-
grid considered for evaluating the coordinated strategy.
The capacity of batteries is set at 0.016 Ah in order to
speed up the charge and discharge process for validating
the strategy.

As a matter of fact, the nominal values of the droop
coefficients (Kp and Kq) have been selected based on
small signal stability constrains as is explained in [51].
Based on the methodology previously proposed in [51],
it is possible to evaluate the stability of the islanded mi-
crogrid under the different topological operation modes
presented in Fig. 5. Interested readers may refer to
[51] and [52] for further explanation about the stability
analysis.

TABLE I: Parameters of the Microgrid

Parameter Symbol Value
Power Stage

Nominal Voltage E∗ 120 ∗
√

2 V
Nominal Frequency f ∗ 50 Hz
Inverter inductors L1, L2 1.8 mH
Filter Capacitor C1 27µF
Three-phase R1, 310 Ω,
Resistive R2, 1000 Ω,
Loads R3 456 Ω

Battery Array
Nominal Voltage Vbat 348 V
Regulation Voltage Vr 432 V
Low-Voltage Disconnect LVD1 388 V
End-of-discharge Voltage LVD2 319 V
Battery Capacity Cbat 0.016 Ah
Equalization time ∆t 5 s

Power flow
Control

Droop Coefficient Kp 1.25 ∗ 10−5

(P−ω) (rad)/(s)/(W)
Droop Coefficient Kq 5 ∗ 10−4

(Q− E) V/(VAr)
Reactive power Q∗ 0 VAr
Reference

V. EXPERIMENTAL RESULTS

This section presents experimental results obtained
from the experimental islanded microgrid, by consid-
ering different tactics, roles and behaviors for the dis-
tributed agents.
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Fig. 20: Experimental results for distributed ESSs.

A. Response of ESSs Agents

Fig. 20, shows the experimental profile from dis-
tributed ESSs. At the beginning, different initial SoC’s
have been considered for the distributed ESSs (SoCbat1 =
65% and SoCbat2 = 75%). First, in Fig. 20 it is possible to
see a status signal which indicates the tactic in which
the microgrid is currently operating (Power Balance,
Power curtailment and Load Adjustment correspond to
1, 2 and 3 respectively). Second, it is possible to see
the status signal which indicates the role assigned to
each ESS (Grid-Forming=1, Grid-Following=0). Third, it
is possible to see the SoC, the error value, defined as
(error = SoCbat2 − SoCbat1), the voltage at each battery
array and the power shared between distributed ESSs.
For a better explanation Fig. 20 is divided in five stages
(S1 to S5) as follows:

S1 (t0-t1): RESs are generating more energy than
the power consumption therefore the ESSs are being
charged. Accordingly, the current tactic of the microgrid
is Power Balance (tactic=1). Meanwhile, the cooperative
behavior between agents (equalization algorithm) is be-
ing applied for SoC equalization. As can be seen, the
power at each ESS is adjusted while the batteries are
charged in order to reduce the error value to zero.

S2 (t1-t2): At t1 both battery arrays reach the regulation
voltage value Vr. In consequence, RESs assume the regu-
lation of the common bus and the tactic of the microgrid
changes to Power Curtailment (tactic=2). At this point,
the ESSs changes their role to grid-following as can be
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Fig. 21: Common bus voltage and frequency with sec-
ondary control.

seen in Fig. 20 (Role(ESS1) = 0 and Role(ESS2) = 0).
S3 (t2-t3): At t2 there is not enough energy available

from RESs. As a result, ESSs will assume again the
grid-forming role, and the ESSs will be discharged to
keep the power balance in the microgrid. The microgrid
returns to the tactic Power Balance. The equalization
algorithm ensures that any difference in the SoC’s caused
by circulating currents, that may appear when the ESSs
re-assume the grid-forming role, is restored to zero [53].
The effect of circulating currents in the error signal can
be seen as a small peak marked by the box B1 drawn in
the error signal of Fig. 20.

S4 (t3-t6): At t3 the voltages at the ESSs drop until
LVD1. Therefore, the microgrid changes its tactic to Load
Adjustment (tactic=3) where, R1 and subsequently R2
are disconnected. At t4 the ESSs start again their process
of charge because of this, in t5 R2 is connected again
(SoCbat1&SoCbat2 ≥ 40%). From t5 to t6 the ESSs continue
being charged.

S5 (t6-t7): At t6 when (SoCbat1&SoCbat2 ≥ 60%) R1 is
connected to the local grid and the microgrid returns to
the Power Balance tactic.

Apart from that, Fig. 21 shows the profile of the
common voltage and frequency during the operation of
the microgrid. In Fig. 21, it is possible to see the effect of
the secondary controllers in order to keep the common
bus voltage and frequency in their reference value, in
steady state. The secondary control is activated in t1.

B. Response of RESs Agents
Fig. 22, shows the experimental profile of the dis-

tributed RESs. First, in Fig. 22 it is presented the status
signal which indicates the current tactic of the microgrid.
Second, it is possible to see the status signal which indi-
cates the role assigned to RES1 (Role(RES1)). Third, Fig.
22 shows the status signal (Re f (PRES1)) which indicates
the different behaviors assigned to RES1 under grid-
following operation (see equation (7)). Fourth, in Fig.
22 it is possible to see the maximum power reference
(PMPPT) and the generated power PRES1 of the RES1.
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Fig. 22: Experimental results of the distributed RESs.

Subsequently, Fig. 22 shows the status signal of the
role assigned to RES2 (Role(RES2)), the status signal
(Re f (PRES2)) and the power profile for RES2. Like in
the previous subsection, Fig. 22 is divided in five stages
(S1 to S5) which correspond to the operation of the
microgrid under different tactics.

S1 (t0-t1): During this stage the microgrid operates
in Power Balance (tactic=1). Then, RESs provide more
energy than the load consumption and the surplus of
energy is used to charge the ESSs. In this case, RESs
follow the reference defined by the MPPT algorithm
(PMPPT(RES1) = 400W and PMPPT(RES2) = 200W).

S2 (t1-t2): In this stage, the microgrid operates in
Power Curtailment (tactic=2). Because of that, RESs are
the responsible for ensuring the power balance in the
microgrid. Initially, from t1 to t1.1 both RESs are op-
erating as grid-forming units (Role(RES1) = 1 and
Role(RES2) = 1) then, the power is shared between
them proportionally to their maximum power reference.
As can be seen, RES1 supplies more power than RES2.
From t1.1 to t1.2, the maximum power injected from RES2
is reduced (PMPPT(RES2) = 40W). For that reason, RES2
changes its role to grid-followig (Role(RES2) = 0) and
RES1 continues in the grid-forming role.

At t1.2, the maximum power from RES2 increases
(PMPPT(RES2) = 400W) but RESs do not change their
roles. However, there is a change in the behavior of RES2
(Re f (PRES2 = 1)) and the power reference (P∗) is defined
in accordance to equation (9) (for more details refer to
equation (7) and Figs. 13 and 14).

From t1.3 to t1.4, the maximum power from RES1 is
reduced (PMPPT(RES1) = 40W). Because of that, there is
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a coordination between roles. That is, RES1 assumes the
grid-following role, and RES2 assumes the grid-forming
role, since RES2 has enough energy to ensure the power
balance of the system. During this period, the power
reference for RES1 is imposed by the MPPT algorithm.

At t1.4, the maximum power from RES1 increases
(PMPPT(RES1) = 400W). As a result, there is a change
in the behavior of RES1 (Re f (PRES1 = 1)) and the
power reference (P∗) is defined in accordance to (9).
Finally, from t1.5 to t2 the maximum power from RES2
is reduced (PMPPT(RES2) = 40W). In that case, due to
the coordination of roles RES1 assumes the grid-forming
role, while RES2 assumes the grid-following role by
supplying its maximum available power.

S3 (t2-t3): At t2 the maximum power in both RESs is set
to zero (PMPPT(RES1) = 0W and PMPPT(RES2) = 0W).
Because of that, there is a change in the tactic of the
microgrid (tactic=2). As a result, ESSs re-assume the grid-
forming role where they will be discharged to ensure the
power balance in the microgrid.

S4 (t3-t6): During this period the microgrid operates
in the tactic Load Adjustment (tactic=3). At t4 RESs
increase their maximum power (PMPPT(RES1) = 400W
and PMPPT(RES2) = 200W) and the ESSs start to be
recharged.

S5 (t6-t7): At t6 the microgrid returns to Power Balance
(tactic=1) and the RESs agents operate as grid-following
units by following the power reference imposed by the
MPPT algorithm.

C. Response of LOAD agent
To conclude with the results, Fig. 23 shows the load

profile during the operation of the islanded microgrid.
First, Fig. 23 presents the status signal which represents
the microgrid tactic. Second, it is possible to see a status
signal that represents the role of the load. In this case
(Role(Load) = 0) when R1, R2 and R3 are connected,
(Role(Load) = 1) when R2 and R3 are connected, and
(Role(Load) = 2) which means that only R3 is connected.
During the first three stages (S1, S2 and S3) the load -
seen as an agent- has a constant role and behavior (Full-
Load). Just during S4, the load is adjusted in accordance
to the ESSs threshold values defined previously. In this
case, the disconnection of R1 and R2 is very fast (see
the box B2 in Fig. 23) then, Fig. 24 shows an enlarged
version of the box B2. It is possible to see how the
power consumption of the load is adjusted. The smooth
transition that is shown in Fig. 24, is due to the use of
measuring filters in the measurement block [51].

At t5: (SoCbat1&SoCbat2 ≥ 40%) then, R2 is connected.
After a while, at t6: (SoCbat1&SoCbat2 ≥ 60%) then, R1 is
connected and the microgrid changes its tactic to Power
Balance (tactic=1).

VI. CONCLUSION

In this paper a novel control architecture inspired
in well-known architecture strategies for robot soccer
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coordination has been adapted to an islanded microgrid.
The strategy presented, proposed a novel multi-agent
architecture for a coordinated operation of an islanded
microgrid, based on hardware agents (DERs), which
can play a role (grid-forming, grid-following) depending
on a tactic previously selected (power balance, power
curtailment, load shedding). The proposed centralized
strategy adds more flexibility to the operation of the dis-
tributed agents since it makes possible the definition of
additional collaborative behaviors between distributed
energy resources such as reactive power or harmonic
compensation. On top of that, the proposed centralized
architecture allows a reliable coordination and transition
between operation modes for the distributed energy
resources. What is more, additional functions such as
voltage and frequency restoration can be applied in
order to achieve a better regulation of the common
bus without losing the coordination between distributed
units. The proposed approach opens a new perspective
for the use of other centralized or distributed techniques
applied in cooperative robotic for the coordinated ope-
ration of a microgrid, extensible into smart grids and
other networked energy systems.
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