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1. INTRODUCTION

The pricing of products is one of the most impartand difficult strategic
decisions in companies because it generally affealss volumes, market shares
and the overall profitability of companies (cf. Awitis & Indounas 2005,
Bhattacharya & Friedman 2001, Richards et al. 280monds 1982 and Steed &
Gu 2005). Sales volumes and market shares areajemgortant business factors.
Profitability is important because it enables comes to survive, i.e. to invest and
to guarantee jobs and the payment of dividendss&ukently the sales price must
be high enough to yield a needed profit (i.e. theepshould cover the costs) for
companies and shareholders and low enough to gs®ilge customers a sufficient
incentive and advantage to buy (Avlonitis & IndosrZ005, Bourne 1999 and Pitt
et al. 2001). Accounting information systems shoédp to set up the needed
prices of products. However, the accounting systeave not been able to provide
valuable enough information for these pricing decis from the marketing
manager’s point of view (Foster & Gupta 1994). Acliog to Foster and Gupta
(1994) valuable pricing information relates, foistance, to the monitoring of
competition and competitors pricing policies and tifference between the listed
prices and actual sales prices.

Strategic management accounting (SMA), which hasnba response to
Johnson and Kaplan’s (1987) critique of the lostoamting relevance, has also
emphasized the importance of pricing informationthie decision-making process.
SMA differs from traditional management accountingfocusing on competitors,
marketing and future (Bromwich 1990, Guilding et2000 and Roslender & Hart
2003), whereas, traditional management accountigses more on production
and history. Competitor accounting (competitive ipos monitoring, competitor
cost assessment and competitor performance apgrased on published financial
statements) and strategic pricing (competitor prigaction, price elasticity) are
some famous SMA practices (Guilding et al. 2000).

In this study we focus on strategic pricing sintésimore interesting than
competitor accounting for the purposes of this wtadd furthermore it is a widely
used technique in the field of SMA (Guilding et 2000). Strategic pricing covers
many kind and type of strategic analyses such agpeuttor price reaction (how do
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competitors react to the new prices, what are tireancial possibilities to react),
price elasticity (how does the demand change if ghees change), projected
market growth (what are the effects of growth om itidustry and its profitability,
do the market shares change as a result of thetlgr@nwd economies of scale and
scope (do the competitors have some kind of ecananvantages) (cf. Simmonds
1982). Therefore, successful strategic pricing neefdrmation concerning
customers, competitors and costs (Richards eD@b)2

Another widely used new practice of SMA, which emgkes the importance
of competitive pricing, is target costing. This siie SMA practice highlights the
external perspective in the pricing of products and technique of market-driven
pricing (i.e. congruence with the SMA philosophgjher than cost-based pricing,
l.e. congruence with the traditional managemenbactng (cf. Guilding et al.
2000, Roslender & Hart 2003 and Yu-Lee 2002). Taegsting starts by analyzing
the target price, i.e. the price that the custoraeeswilling to pay, or the product
price of the competitors, and possible income. rAfteat target costs are
determined. If the target costs are higher thanahaosts, the cost structure and
processes have to be reengineered so that thd antlitarget costs are consistent
(Yu-Lee 2002). Target costing helps companies wvgmt the launch of a low
profitability product by emphasizing market conaiits and capacity utilization (cf.
Yu-Lee 2002).

Strategic pricing and the price level assessmerboipetitors and the effects
of changing prices in target costing are dauntegks when there is a need to
analyze many products (e.g. grocery industry). &hleads of assessments are
almost impossible to conduct within an acceptabtee twithout computational
tools. The assessments can be performed with isdgkeAalto-Setala 1999, 34-
51). According to Aalto-Setala (1999, 34-36) the o$ these indexes poses some
difficulties in cases when consumer utility functishould be known and when the
function varies between people. The requirememtth®tool are demanding when
it should not only handle huge amounts of data &lgb visualize this data
effectively. The visualization is especially impant in the current information-rich
era (Kohavi et al. 2002).

The method of self-organizing maps (SOM), in pattc, has been developed
to improve the capabilities of information visualiobn (e.g. Churilov et al. 2005).
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The SOM is a neural network technique that canmskidimensional data and
after the training maps it onto a topological twmensional grid. The technique
maps similar items of data close to each other len drid, preserving the
relationships between the data in the form of dp®logical display. The SOM has
been used in over five thousand applications (®jal.e2003), in many different
areas where the visualization capability is impairtasuch as in breast cancer
diagnosis (e.g. Chen et al. 2000), customer pngfiland segmentation (Ultsch
2002), economic environment analysis (e.g. Lansoluet al. 2002a), industrial
cycle comparisons (e.g. Lansiluoto et al. 2002b) alassification of prostate
cancer patients into risk groups (e.g. ChuriloaleR005). However, there are only
some studies of financing where the SOM has beed. Usiviluoto (1998) and
Serrano-Cinca (1996) have used the SOM for predjdbiankruptcies, Tan et al.
(2002) for credit rating and Eklund et al. (200@) financial benchmarking of pulp
and paper companies. Although there are thousahdgferent applications for
which the SOM has been used, it has not been usfedebfor strategic pricing
purposes.

This study discusses the ways in which a strategtountant can produce and
deliver information in the pricing process, alsonsidering the price level of
competitors. The purpose of the study is to ilastthow the SONMcan be used to
assess the effects of changing pricing policy Gieulation) on the price position
of some Finnish grocery retailers. This kind ofesssnent is interesting because
retailers can evaluate the gap between the cuarehidesired pricing position and
assess how much they can or have to change thegypolicy to achieve the
desired position. When the assessment has beemateddthe retailers and their
strategic accountants can evaluate how their ¢osttares should be changed to
achieve the desired new profitable strategic pwsitiOn the other hand,
accountants can conduct the assessment of a @sigop to analyze how much
they can raise the prices still retaining the aurrerice position. Strategic
accountants can also evaluate how competitorstipasichange as a result of the
changing pricing policy. There are also many otpessibilities for strategic
pricing although we only show some of these polis#s with real market prices.

! This kind of assessment can be also performed diffarent price indexes (cf. Aalto-
Setala 1999, 34-51).
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The structure of the rest of the paper is as fdlokirst, we introduce our data
and the variables used. Second, we present the t8€ivique which we have used
In this research, and give some reasons why we thgedhosen technique. In the
last section we interpret our results and draw lc@mns.

2. METHODOLOGY

In the methodology chapter we introduce the emgilidiata and variables, the
choice of appropriate technique for the study, tidehnique of self-organizing
maps as well as the used parameters in the netveming.

2.1. Empirical data and variables

Our data is gained from the National Consumer Reke@entre (Finland).
The institution is independent i.e. it is not ali;m any way to any group of the
grocery retailers. The data is from the year 1984 i&includes the prices of 237
grocery products (see Appendix 1). The price raofjéhe products is between
EUR 0.12 (Fazer liquorice/#221) and EUR 27 (inmiéatfof cattle/#20).

Our database contains 135 grocery retailers whosever was between EUR
940 thousand million and EUR 36.million in 1995. The data consists of the five
groups of Finnish grocery retailers; K-group (4€atlers), S-group (32), T-group
(27), Eka (15), Elanto (3), both independent grpcetailers (3) and finally fifteen
retailers whose groups were unknown.

Because the purpose of the study is to illustrate bhanging pricing policy
affects the position of a retailer, we will focus some retailers. The illustrations
focus on the retailers in one toWrbecause our database includes several
competitors from different retailer groups in thatvn. They also had close
locations and were of quite the same size, whiale ganother reason to focus on
these retailers.

? The first quartile is EUR 5.2 million, median EWR million and the third quartile EUR
13.8 million.
% We do not have possibility to mention the namgheftown due to the data confidentiality
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The database contains six retailers with turnoeégrocery products between
EUR 2 million and EUR 16 million. Retailers 53, %85 and 56 are over median
size retailers in the Finnish grocery industry atidof them belong to different
groups of retailers. We do not know the size ammigrof 57 but we assume it is
quite a small retailer because we can estimateifieeof the retailer by the location
of 57. 58 is a small retailer and it is in the sagr@up with 56.

Retailers 53 and 55 belong to different groups arel geographically very
close to each other. 53 and 55 also have the samever and can therefore be
considered to be competitors. Retailer 54 is |latah¢ a distance of some
kilometers from 53 and 55 but 54 is a competitar36 because they have almost
equal turnover of grocery products. The closesggmgahical competitor for 54 is
56 with the distance of less than three kilometéns.the other hand retailers 57
and 58 are also close competitors since they haite the same turnover and are
located in the same area; the distance betweerretaders is less than three
kilometers. The closest competitors of 56 are BBabd 55 within a distance of
some kilometers.

We limited the maximum prices of the products ie Hnalyses so that they
could not exceed the maximum price of that prodftdr the rise of the product
price. Thus if the price of the product has bedaserh by some retailer by 10
percent in the analyses then some price can exteedaximum price of that
product and this exceeded price has been adjustéltbsit does not rise over the
maximum price of the product in the whole data3dte same limitation was
applied to reduced prices.

2.2. Choice of appropriate technique for the study

Three most commonly used clustering techniquespartioning techniques
(k-means), hierarchical techniques (decision tress] model-based techniques
(self-organizing maps) (Han & Kamber 2001, 346-&¢ slso Berry & Linoff
2000, 93-94 and 102-21). In the following paragsapie briefly discuss the
reasons for the selection of the SOM as a clugiei@chnique for our research
purposes.
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The most well-known and commonly used partitionaigorithm is k-means
(Han & Kamber 2001, 349 and Wang 2001). The usave o specify k, i.e. the
number of clusters, in advance, which is one diaathge concerning k-means.
The k-means technique is not suitable for discoeelusters with nonconvex
shapes or clusters of very different size. Furtloganit is sensitive to noise and
outlier data points. (Han & Kamber 2001, 350 andng & Kumar 2001 see also
Wang 2001)

The second group of techniques is hierarchicaltetugy (i.e. decision trees)
techniques. They work by grouping data objects amtoee of clusters. The quality
of a pure hierarchical clustering technique suffesn its inability to perform
adjustment once a merge or split decision has bgeouted, which is the biggest
problem concerning hierarchical techniques. (HarkK&mber 2001, 354-6) The
greatest benefit of decision tree approaches is tinelerstandability (Groth 1998,
25). Especially, if the perceptions are similarhwatach other, then the size of the
decision tree is compact and, hence, the resudteasily understandable (Berry &
Linoff 2000, 120 and Cios et al. 1998, 256).

The third group is model-based clustering techrsqwhich follow a neural
network approach(e.g. self-organizing maps). (Han & Kamber 20016-81).
The number of clusters does not need to be idedtdi priori when using the SOM
technique which is one advantage of the techniffiemg & Kumar’'s (2001 see
also Wang 2001) results indicate that the SOM nedsvgrovide a robust
alternative to clustering techniques (k-means)geisfly, when the input data is
skewed (i.e. the data do not have normal distialoyti

The introduced clustering techniques have their stn@ngths and weaknesses.
We chose the SOM technique because we did not twadgtermine the number of
clusters a priori (as we should do by the usingkwheans). Furthermore, we
wanted to utilize a properly performing techniqti¢he size of the clusters varies
(this would not be a case when using k-means).ofiltin decision tree technique
produces easily understandable clusters, it cao stsnetimes produce quite

* Han & Kamber (2001, 376-379) introduce also aisttedl approach as another model-
based clustering technique.



128 The International Journal of Digital AccoumtiResearch Vol. 718-14

complex cluster constructs especially if the datmultidimensional (as it is in our
case). We also wanted to use a technique that gasd visualization ability and

performs well if the data is skewed. These reagopscted on the selection of the
SOM technique which is described in more detathsnext chapter.

2.3. Self-organizing maps

The network in a self-organizing map usually cassief two layers of
neurons: an input layer and an output layer. Theames in the output layer are
arranged in a grid and are influenced by their meags in this grid. The goal is to
automatically cluster the input patterns in suclwvay that similar patterns are
represented by the same output neuron, or by oite akighbors. The inputs are
237 product prices of 135 grocery retailers. Thigots in our case are clusters of
retailers which have a similar price level. Thekesters are not known when the
training process starts, i.e., during the trainipgcess the network has no
knowledge of the desired outputs. The training esscis characterized by a
competition between the output neurons. The in@items (a grocery retailer's
product prices) are presented to the network on@r®; in random order. The
output neurons compete with each other to be detivar fired. The output neuron
with a reference vector that is closest to the tingector is called the winner
(Haykin 1999, 58). The reference vector of the winis adjusted in the direction
of the input vector, and so are the reference veabthe surrounding neurons in
the output array (Ultsch 1993, 308). The size gistchent in the reference vectors
of the neighboring neurons is dependent on themkst of that neuron from the
winner in the output array. There are several cefie metrics for expressing the
distance between two vectors (Han & Kamber 2009-38L). We have used the
Euclidean distance, which is often used in quamnt#gaanalysis (Kiang & Kumar
2001). It is defined as Min{|x — mi|}, where x isetinput data vector and mi is the
reference vector (Kohonen 1997, 86).

Usually, neurons on the output layer are arrangedither a rectangular or
hexagonal grid (Ripley 1996, 323). A neuron in a&tamgular grid has four
neighbors and a neuron in a hexagonal grid haseghbors, except for the ones
at the edges of the grid.
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There are two learning parameters that have tddteds the learning rate and
the neighborhood width parameter. The learning nafleences the size of the
reference vector adjustments after each trainieg, sivhereas the neighborhood
width parameter determines to what extent the sadimg neurons, the neighbors,
are affected by the winner. An additional parameéiethe training length, which
measures the processing time, i.e. the numbereddtibns through the training
data.

The stopping criterion of a training iteration is raumber: the average
guantization error. The error in turn, is an averaf the Euclidean distances of
each input vector and its best matching referemotov in the SOM. The clusters
of the data are formed by identifying neurons o dhtput layer that are close to
each other using the reference vectors as a sfggomt. A tool called U-matrix
(Ultsch 2002) is used to visualize the distancesvéen neighboring neurons
(Figure 1). In the U-matrix presentation, relatiistances between the neighboring
SOM vectors are represented by shades in a grdg. daghter shades of gray
represent smaller distances and darker shadesr lahgéances. A "cluster
landscape" formed over the SOM clearly visualizaes tlassification (Kohonen
1997). The clusters are groups of neurons surrabbgelark bordering nodes. The
U-matrix is an accumulated description of all thputs.

The interpretation of the clusters is given by gnialg the reference vectors,
the so called feature planes (Figure 2) where tlegglw for each neuron is
visualized by gray scale imaging — light shadesesgnting high values and dark
shades representing low values.

2.4. Training

We utilized the Self-Organizing Map Program Packé®§®@®M_PAK) version
3.1 in the map training. The SOM Programming Tedrthe Helsinki University
of Technology has developed the SOM_PAK. (Kohortesl.€1995) The program
uses the competitive learning algorithm, as desdriln the previous section. The
trained maps are visualized by using NENET demaigrrl.l whereby we have
better visualization abilities than the abilitidgsS©OM_PAK 3.1.
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We started by standardizing the input variablethéorange [-1,1] because we
attempt to give all variables an equal weight amdntprove the accuracy and
efficiency of the map training (Han & Kamber 20A05 & 339 see also Kaski &
Kohonen 1998). We constructed several maps - appsmacluded the whole
database with 135 retailers and the prices of 28€egy products- and chose the
map with the lowest quantization error. We choseetwork topology that was
hexagonal with 4 x 5 neurons. The training lengds W0 000 in the first part, 100
000 in the second part and in the last part 200008.learning rate was 0.5 in the
first part, 0.05 in the second part and 0.01 inlgst part. We used these values
because after several different training sets wedathat these values brought the
best results. The Euclidean distance of each impator and its best matching
reference vector (quantization error) was 4.521150.

3. RESULTS

In this part of the study we identify the clustensd illustrate the effects of
changing pricing policy on the retailers’ price piosis. First we illustrate how the
changes in all the prices affect the positions after that we illustrate how the
price changes in one specific product group atfeetpositions of the retailers. The
specific product groups are milk (products 55-65Appendix 1), fruits and
vegetables (89-109), meat (7-28) and biscuits andies (128-138 and 200-224).

The analyses of specific product groups are intiagesvhen the retailers are
analyzing the possible effects on the price pasiiioa case when they are able to
(or have to) change their prices in one specifadpct group as a result of more
efficient operations. On the other hand retailesuld be interested to know
whether their position will change if they wantrase their prices in one specific
product group when aiming at improving their prabiity. This kind of smaller
product group specific changes are more realistibe price setting of the retailer
because these changes are easier to implementh@agsrice changes of all the
products. On the other hand, it can be difficultctmbose the products prices of
which would be changed. This difficulty gives agea to analyze the changes of
all the product prices and their possible effectshe position.
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3.1. Identifying clusters

The training of the SOM vyields the map presentedrigure l1a where the
numbers indicate the original price position of tretailers. When we have
received this kind of a map we might firstly beergsted in the reasons why the
specific retailer is located for instance in thattwm right-hand corner (i.e. retailer
55). We might also be interested if some of thail@ts are in the same cluster (i.e.
they have similar price level).

Figure 1a shows for instance the horizontal blaelas between two neurons in
the middle of the map, which indicates a differeti@ween two cells i.e. the
border of a cluster. By using feature planes (9garé 2) and U-matrix we were
able to define and explain the properties of thestelrs and after that we drew the
clusters in Figure 1b manually. In general, Figlikeand Table 1 show all the
variables increasing from the right-hand (or dowmjhe left-hand (up) side of the
map.

Figure 1. a) SOM after training
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Figure 2. b) clusters of the SOM (clusters andvesrare manually drawn)

Figure 1b shows eight clusters A-F2 with 237 vdaal(i.e. the prices of
grocery products). We derived the properties ofclhsters from the feature planes
manually. Some of these planes, in particular ttesual maps which have been
referred to in Table 1, are presented in Figur&/2. can understand the linkage
between feature planes (Figure 2) and U-matrix fegl) in a way that the U-
matrix is achieved when all the feature planesparetogether. Therefore, when
retailer 55 is located in the lower right-hand @rim Figure 1 it will also be in the
same place in all the feature planes in Figure s Theans that almost all the
prices of retailer 55 are low when looking at thesented feature planes. In Figure
2 we present the unusual feature planes which baea referred to in Table 1.
Feature planes increase usually in the way asmexsen Figure 1b.
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Bread (rye) 1 kg (1) Mixed meat of cattle (8) Infilat of cattle (20) Balkan sausage (slide) (31)

Voirnméu77) Kiwi fruit (90)

Figure 2. Feature planes (black describes cheapvhitel expensive prices)

Table 1 describes the price levels of the diffexdusters. Table 1 shows that
the retailers with the most expensive products iareluster A1 whereas the
retailers with the cheapest products are in clusgefcf. Porter (1985, 11-16) who
proposes that the competitive advantage can bel b@sdow cost). Table 1 also
shows that the most expensive retailers have sampaign products (e.g. mixed
meat and strip beef of cattle) that try to incredse customer traffic and
subsequently the profit to the retailer. On the=otiiand the cheapest retailers (F2)
have also some products (e.g. jelly and bona) warehnot the cheapest although
they are still quite cheap compared to the othexilees (cf. Aalto-Setdla 1999, 5
and 50-51).



134 The International Journal of Digital AccoumtiResearch Vol. 718-14

Feature/ |General Exceptional cheap products|Exceptional expensiveproducts compared td
Cluster price level |compared to the general pric{the general price level of the cluster
level of the cluster

Aq 1 Mixed meat of cattle and strip be -
of cattle, meat paste casserole
A, (58) 2 Feta cheese Yoghurts, plum, raisins andrsug
B (57) 3 Cream cheese Milk, yoplait yoghurt, byt¥éeimariini, oil,

Domino biscuits, mueslis, Abba tunny, pineap
Koti mustard, Bona 5 months, Orbit xylitol and
Sprite

C 4 - Innerfillet of cattle, liver of cattle, Keligs
frosties, Abba tunny, Juhla-Mokka, Bona 8
months, Emmental and Fazer Ligourice

D (56) 4ns Strip beef of cattle, shoulder of Balkan sausage, feta cheese, Becel margarijne,
cattle, meat paste casserole, stokikvi, Anni Helene wheat flour and Sunnuntai 1
cube, satsumas, twining earl grey flour

tea)
E (53&54) 6 - Yoplait yoghurt, kiwi, Abba tunny, Felix
ketchup, Bona 5 months, halva mixed candies
Fi 7 - -
F, (55) 8 - Some biscuits, jelly, bona and gum

Table 1. The specifications of different clusters

Table 1 (see also Figure 1b) shows also the otiginae positions of the
retailers in the study when the cheapest retaitey 6 and the most expensive 58.
Table 1 and Figure 1 show the close original plevel position of retailers 53, 54
and 55 when 53 is cheaper than 54 although thepdhe same cluster. When we
compare the close geographical competitor retai@8rand 55, we notice the latter
being less expensive. We can also see that theetdorpretailers 57 and 58 are
also close price competitors; the former is inldss expensive cluster. In the next
paragraphs we illustrate what will happen in thsifoan when the pricing policy of
retailers is changed.

3.2. Changing prices of all the products

In this subchapter, we illustrate the movementgrioe positions when the
changing pricing policy affects all the product$is means that the prices of all
the products have been raised or reduced in thsdrdition of Figure 3.

First we investigate what will happen to the oradiposition (see cluster F2) if
the cheapest retailer 55 (white solid arrows inuFég3 and all the rest figures) is
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planning to raise the prices of all its producte ¥an see that if all the prices of
retailer 55 are raised only by three percent, lext®5 will move to cluster to F1.
This is interesting because if 53 (black solid asp originally in cluster E),
competitor of 55, is planning to reduce its prieaéshe same time by three percent
they will end in the same cluster F1. On the othend, if retailer 53 is able to
reduce its prices by seven percent, this will d&3to the same cluster with the
original price position (F2) of 55. Therefore, thijuation of 55 seems to be quite
safe because only a seven percent reduction ipribes of 53 and 54 (ten percent
decrease in 56; white dashed arrows) will make tblexse price competitors to 55.

Finally we can see the movement if retailer 58 (A2able to reduce the prices
by 10 percent. This 10 percent reduction moveswd8t¢ dashed arrows with the
number 58) to be a price competitor to 54 (blackheéd arrows, originally in
cluster E) if it decides to raise its prices byefipercent at the same time. We can
also see that if 57 (black dashed arrows with timalyer 57, originally in cluster B)
reduces its prices by 5 percent it moves quiteafany from its geographical
competitor 58. This five percent drop moves 57h same cluster with 53 (E). If
57 is able to reduce its prices by 10 percent it move to the cheapest cluster
(F2). Figure 3 clearly illustrates that the deceegsprice level affects the position
of 57 much more than that of 58. We also obsereeutifavorable situation of 58
(originally in cluster A2) when at least a 10 perceeduction in the prices would
move 58 to the cheaper cluster but already a {heeeent rise of the prices moves
it to the more expensive cell. Therefore, it sedmas if 57 can reduce its prices, the
effects would be more favorable than in the castesaiose competitor 58.
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57(+5%) £5(+7%)
ST(+T%) 55(+10%)
57(+10%) +3%) 55(+15%)

SeU(+T%) 58(-T%) 53(+7%)
56(+7%) 58B(-5%0) B7(-3%)
56(+108%) 58(-3%)

58

4

(s8),”

¥

F4(+5%)
58(-10%)

Figure 3. The positions of retailers after chargesl the product prices

Figure 3 shows that a seven percent rise in tleepof 53 will bring it to the
same cluster with 57 (B). Their geographical dis&rs only a few kilometers and
this possible rise in the prices may stimulate @amstrs with high price sensitivity
to change their grocery retailer. The situatiomedéiler 54 (originally in cluster E)
IS quite amazing and unfavorable because if it gharits prices between -5 and +3
percent its location does not change. Then onlgvars percent reduction in prices
will bring 54 to the cheapest cluster (F2). On dffeer hand, a ten percent raise of
prices brings 54 to the second most expensiveerl@&®). In the next subchapters
we focus on the changes in the specific productuggoand their effects on the
price positions of the retailers. We start by anialy the price level changes of
milk products.

3.3. Changing prices of milk products

Figure 4 illustrates a situation where the pricesndk products (i.e. product
55-65) have been changed and all the prices of @iuelucts have stayed on the
original level. First of all we can see that theamhes on the map are smaller
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(although the product group specific price levedralpes are larger) in Figure 4 than
In Figure 3 as a result of the changes in the gmalimber of product prices.

57(-50%Mi)
57(-30%Mi)
57(-10%Mi)
57

SH(-50%Mi)
58(-30%Mi)
i)

58(+10%Mi)
58(+30%Mi)
SH(+50%Mi)

S560(-50%Mi)
56(-30%Mi)

\ 56(+10%Mif
56(+309EMi}
\56(+5l]".-'hMi} ‘

5A(-15%Mi) 53(-10%Mi) S 55
54 53(-5%Mi) £5(+5%Mi)
aMi) 55(+10%Mi)
55(+15%i)

Figure 4. The retailer’'s positions after changemilik products

Figure 4 shows that the cheapest retailer 55 (&2) raise its milk product
prices by even 15 percent and still remain in theapest cluster. On the other
hand, retailer 53 has to reduce its milk produatgs by 15 percent to change its
location closer to retailer 55. It is amazing iigute 4 that if retailer 54 reduces its
prices of milk products by 20 percent its locataranges to the opposite direction
that would be expected by Figure 3. We verified gurprising movement from the
feature planes of milk products (they are not preskin this study) and noticed
the reliability of the movement. We can also sed th57 raises the prices by only
five percent it will achieve almost the price lewélits competitor retailer 58 (A2).
Finally, Figure 4 shows that retailers 58 and 56no& change their positions by
decreasing or increasing only their milk productes.
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3.4. Changing prices of fruits and vegetables

Next, we investigate the impacts of fruit and vabéts (i.e. products 89-109)
price changes on the position of the retailers.e@aly, Figure 5 shows that the
price changes of fruits and vegetables have mdeetefon the position of a retailer
than the price changes of milk products. One redeorthe effect can be the
greater number of products than in the earlieryasmal

58(+15%Frie) 57(+5%Frife) 57(-40%FrVe)

58(+30%Frve) 57(+10%Frve) 57(-20%FrVe)

58(+50%Frie) 57(+30%Frve) 57(-10%Frve)
57(+50%Frie)

A+
\(58)
\

AY
58(-50%Frve) 57(-50%Frve)
58(-30%Frie)
58(-10%Frie)
58
58(+10%Frie)

56(-30%Frve) 55(+30%Fry
56(-10%Frve) 55 (+A0%Fry
56 55(+50%FrY
56(+10%Frie)

56(+30%Erve)
\56(+5l]".-'hFr\te}

54(+30%Frije) 54(-50%Frie) 53(-10%Frve) 53(-50%Frve) 55

o 54+50%FrVe) 54(-30%FrVe) 53 53(-30%Frie) 55(+10%Fry
56(-50%Frife) Frie) 53(+10%Frife} 53(-15%Frve) 55(+20%Fryf
56(-20%Frif 53(+30%Frife)

£3(+500% H\V"\\/

g =
Figure 5. The positions after the price changdsuits and vegetables

According to Figure 5 the fifteen percent price ueitbn of fruits and
vegetables moves retailer 53 (see cluster F1) cclims@és competitor retailer 55
(F2). We can also see that not even 50 percentimigbe prices changes the
position of 53 (E) to the more expensive clustehic indicates quite a safe
pricing policy position for 53. Retailer 55 cansaiits fruit and vegetables prices
even 20 percent still remaining in the same chaagaster. 54 (E) is not able to
change its location by decreasing the prices afsfland vegetables. However, a 30
percent rise moves 54 closer to its geographicalpstitor retailer 56 (D). If 56
reduces and 54 raises the prices of fruits andtabfes by 40 percent and 30
percent respectively, they get similar price levels
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The most expensive retailer, 58 (A2), is not aldeatter its position by
reducing fruit and vegetables prices whereas aet&ept rise moves 58 toward the
most expensive corner on the map. If 57 (B) ratisegrices only 5 percent, it will
come closer to its competitor 58 although they nat be in the same cluster even
though 57 would raise the prices until 50 percent.

3.5. Changing prices of meat products

Now we illustrate how the position of retailers ogas when the prices of meat
products (i.e. product 7-28) have been changedu€&i§ illustrates a case when 53
(in cluster E) wants to know how much it has tousdthe prices to change its
position closer its competitor 55 (in cluster R&)e notice that it has to reduce the
prices of meat products by twenty percent. On ttieerohand if 53 raises meat
product prices by 20 percent, it will change itsipon to cluster F1 but lower than
a 50 percent rise in prices does not change thiigosnymore. The reducing
prices cannot change the position of 54 towardempér cluster whereas already
more than a five percent increasing of the pridas@at products moves 54 closer
to its geographical competitor retailer 56.
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58(-50%Me) 58(+20%Me) 57(-5%Me)
58(+50%Me) 57
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/
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58(-20%Me) 57(-10%Me)
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58(+10%Me)
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/r‘
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5a(+1 54(-50%Me) 53(-15%Me) 53(-50%Me) 55 )
+30% M 30 53
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53(+10%Me) 55(+15%Me)

53(+20%:Me)

Y Y

Figure 6. The positions after the price changewext products

The rise in meat product prices until 50 percergsdieot cause any movement
for 56 (cluster D). Contrary to this price stalyilia thirty percent decrease in meat
product prices leads 56 close to 54. They will btha same neuron actually if 56
reduces its meat prices by 30 percent and 54 raiseprices by 10 percent
simultaneously. Therefore, if 54 is planning tcseaits meat product prices they
have to be aware of the final result if 56 is aoeeduce the prices at the same
time.

The cheapest retailer 55 (F2) has quite a safdiosigain since it can raise
its meat prices up to 15 percent still being ing¢heapest cluster. But if 55 plans to
raise its meat product prices by 20 percent andlsameously 53 plans to reduce
meat prices by 20 they will be in the same cluster Figure 6 shows that it is
easiest for retailer 57 to change the position é&gjucing meat product prices
because already a ten percent reduction in the pmedtict prices moves 57 to the
less expensive area in cluster B. When compariisgvilih the earlier figures, this
kind movement has required a larger price reduatioasther product groups of 57.
If 57 can reduce its meat product prices by 40g@rat moves close to retailers 53
and 54 in cluster E.
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The analyses of changing pricing policy suggestegan interesting result for
retailer 58 when comparing Figures 1b and 6. Adogrdo Figure 6 if retailer 58
(A2) raises its meat prices by twenty percent ivesoto a cheaper area (cluster B)
and if it reduces its prices by 50 percent it wilbve to a more expensive area
when looking at Figure 1b. But when we examinedéhmteresting movements
from the feature planes (all of these feature Haare not presented in Figure 2)
where all the meat products were visualized we dowut logic for these
movements.

3.6. Changing prices of biscuits and candies

Finally, we illustrate the movements of the pricesipons when we are
changing the prices of biscuits and candies (redycts 128-138 and 200-224). In
general Figure 7 illustrates that the positionsedhilers change when they reduce
or raise the prices. Therefore, the retailers dne #o affect their position by
changing the prices of biscuits and candies. Candre biscuits are combined
because they can be understood as the titbit ussageproducts.
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AN DN\ N\(f\\.

53(+50%BiCa) 58(+5%BiCa)
54(+50%BiCa) 58(+20%BiCa)
58(+50%BiCa)

A+
\(58)
\
\
5%(-50%BiCa) 57(-15%BiCa) 53(+30%BiCa)
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Figure 7. The positions after the price changdssmiuits and candies

Figure 7 shows that if retailer 53 is able to rextice prices of biscuits and
candies by fifteen percent it moves closer to aisjgetitor 55. We can also see that
it does not make sense to 53 to reduce the prguliceis more than fifteen percent
If they are trying to change their position becaesen fifty percent cheaper
products do not move the position of 53 any cldseits competitor 55. On the
contrary, these are minor possibilities to charige gosition of 53 by decreasing
the prices whereas the position changes by raibmgrices sensitively. Therefore
even a 10 percent rise moves 53 to a more expepesigon, a thirty percent rise
close to 57 and finally a 50 percent rise movés ihe most expensive cluster Al.

Figure 7 shows quite difficult situations for ré¢as 54 (cluster E) and 58 (A2)
because they are not able to improve their prigitipos by decreasing the prices
of biscuits and candies. On the other hand botth@f change their positions if
they raise the prices only by 5 percent. Figurde@rty illustrates that if 54 raises
the prices by 30 percent and 58 does not changedess they will be very close to
each other. If 54 decides to raise the prices byt Gfbves to the most expensive
cluster Al.
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Figure 7 shows again the favorable position ofdieapest retailer 55 since it
can raise the prices by five percent without arfeatfon the position. If they
decide to raise the prices between 10 or 50 pertexit position changes only one
cell to the second cheapest cluster F2. If 56 @) and is willing to reduce the
prices by 10 percent, their position will changen e other hand, the larger
reductions are not grounded from the view of chaggiricing position because
they do not have any impact on the position. We alaa observe that 54 and 56
will be at the same neuron if 54 raises the pritss five percent and
simultaneously 56 decreases its prices by 10 perdef0 percent rise in the prices
of biscuits and candies moves 56 close to ther@igiosition of 58.

The competitor retailers 57 (B) and 58 (A2) havpamte possibilities to move
their positions by changing the prices of biscarts candies. The situation is more
favorable to 57 than 58. The raising of prices bfddes not have any effect on its
position when only a five percent reduction movéddthe cheaper neuron. If 57
Is able to reduce the prices by 40 percent theymalve to the same neuron with
53 (E). Contrary to the situation of 57, 58 doeshave any possibilities to change
its position by reducing the prices whereas alremdiye percent rise moves 58 to
the more expensive neuron.

4. CONCLUSIONS

In this research we have illustrated several dffierways to change the
strategic pricing position of some Finnish grocextailers. As would be expected
the greatest movements are achieved by changingrites of all products. This
kind of a total change can be very difficult to dant in practice since the position
can also be moved by doing minor changes in spearbduct groups. The study
also showed that not all the product pricing poladyanges affected the price
positions of retailers, which emphasizes the inguae of individual analyses of
each retailer. Some pricing policy changes did afte¢ct the position at all and
some larger changes did not affect the positionranye than minor changes had
already done. However, in some cases even minoangrpolicy changes affected
the position of the retailer. This shows clearlyttrsome retailers have less
possibilities to change their pricing position Bducing grocery product prices
than others.
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We also found that if a retailer is planning toseathe prices of some product
group it should consider the plans of the competiétailers so that they do not
move close to others unexpectedly. Therefore, tdteuntants of retailers should
also try to analyze the cost structure of their getitors5 (Guilding et al. 2000),
their possibilities to reduce the prices or the petitors’ pressures to raise the
prices of their products as a result of unprofgalblusiness. These kinds of
assessments can be very difficult in practice.

When the presented price sensitivity analysis oflpcts is performed and its
effect on the price position is evaluated, strategicountants should analyze how
the planned changes affect companies’ profitabditd what kind of operative
arrangements should be performed to achieve theeda®gsults. We propose that
accountants should produce illustrations preseatetier because they know the
cost structure of the company and subsequently tasy estimate, first, how
possible it is to improve the cost structure aretosd, how much costs it is
possible to cut to achieve the desired price mosiif the retailer. Accountants can
also make action plans so that the desired priel leould be achieved. On the
other hand, we also think that if accountants mhevthe presented price sensitivity
illustrations it will be valuable information togémarketing managers (cf. Foster &
Gupta 1994) who have not been satisfied with tHermation produced by
accountants. The illustrations are usable also wkie® popular strategic
management accounting practices (see Guilding @080), such as target costing
and strategic pricing, are utilized.

Although we used the prices of grocery productaragvaluation factor in the
study, we have to remember that the purchasingsidesi of customers are not
only affected by price. Therefore, the most expensietailers can still be
profitable and successful because customers véaeother factors than price, e.g
the location of retailer when they are buying grgagoods (cf. Aalto-Setéala 1999,
2-3 and Pitt et al. 2001).

® In this study we were not able to do this kindaesessment because we did not have cost
data available.
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By using the SOM instead of indexes in the priceeasments we can
overcome a number of problems: 1) We do not neass$ess the consumer utility
function which varies between people. In this stuthe function need not be
assessed because the starting point of this stsidshat retailers have huge
databases including the prices of the productheflifferent grocery retailers. And
thus the basic problem is to analyze and asseggritiag position of the retailer
compared to other retailers correctly and rapidliyer the assessments the retailer
can evaluate the possible effects of the changimmg$ on the sold quantities, i.e.
how customers respond to the changing price |&&len using price indexes we
have to know the real quantities of the sold préeslut we want to use the
“reasonable” price indexes (cf. Aalto-Setala 199@), but in our approach we do
not have to know the quantities of the sold proslitte used database did not even
include the information of sold quantities). 2) Tpece indexes, as well as the
SOM, do not consider the price elasticities of pied, i.e. how product demand
changes when the price changes (cf. Aalto-Setd&,146). But as we mentioned,
the retailer can analyze the price elasticitiesrafte pricing position assessments.
3) The effect of the changing prices in a spe@fieduct group cannot be as easily
visualized and evaluated as can be done with feaaps in the SOM.

The study left and created some interesting questioat could be answered in
the future. The first interesting question would tbeinvestigate the correlation
between retailers’ price level and their profit.eTBecond interesting question
would be to examine what kind of possibilities frahe point of view of cost
structure grocery retailers have to change theainy policy. Third, it would be
interesting to study if the illustrations reallylppen the formulation of retailers’
pricing policy. Finally, it would be valuable to mpare the situation of today’'s
pricing policy and the presented illustrations. Madidation of the method, i.e. to
answer questions two and three, will be difficoltperform in practice due to the
data confidentiality. The verification of the SOMethod is performed through
simulations where the SOM showed the effects ohgha in the strategic pricing
positions as a result of changing of all and prodpecific prices.
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APPENDIX 1. THE LIST OF GROCERY PRODUCTS

. bread (rye) 1 kg

41. grill sausage 1 kg (chepes

81. keiju margarine 400 g

. bread (rye with hole) 1 kg

42. HK:n small sawesadg

82. kultarypsi margarine 400 g

. pieces of bread (rye) 1 kg

43. small sausagira 300 g

83. becel margarine 400 g

. bread (wheat) 1 kg

44. small sausage 1 kg (estpp

84. kevyt linja margarine 400 g

. mixed bread 1 kg

45. liver casserole 400 g

8bnantai margarine 500 g

. toast 1 kg

46. meat-paste casserole 400 g

&da miargarine 500 g

. mixed meat of cattle 1 kg

47. meat balls 400 g

7. k8ltasula oil 0.5 |

. mixed meat of cattle (beef) 1 kg

48. pizza 400 g

88. kultaryosi o0il 0.5 |

© O(IN|O|O|B~|W[N]|F

. mixed meat of pork-cattle 1 kg

49. canned cqttiek 400 g

89. orange 1 kg

=
o

. chop of pork 1 kg

50. canned bean soup 450 g

. kigD1 kg

=
=

. fillet of pork (outer) 1 kg

51. stock cube 1&p

91. satsumas 1 kg

12. shoulder of pork (with bones) 1 k§2. chicken balls 1 kg 92. golden delicious apphey 1
13. back of pork 1 kg 53. meat pie 1 kg 93. appitg {cheapest)
14. side of pork (without bones) 1 kg 54. karjaka b kg 94. paprika 1 kg
15. strip beef of pork 1 kg 55.1.5% milk 11 #5mato 1 kg
16. pork kassler 1 kg 56.3 % milk 11 96. cucumbég
17. outerbeef of cattle 1 kg 57.0% milk 11 9inese cabbege 1 kg
18. strip beef of cattle 1 kg 58. 0 % sour milk 1 1 98. cabbage 1 kg
19. innerbeef of cattle 1 kg 59. asidofilus soulkril 99. carrot 1 kg
20. innerfillet of cattle 1 kg 60. processed sohole milk 200 {100. onion 1 kg
g
21. outerfillet of cattle 1 kg 61. light processair whole milk|101. garlic 1 kg
200g
22k. shoulder of cattle (without boneg62. yoghurt 200 g 102. leek 1 kg
1kg

23.

liver of cattle 1 kg

63. yoplait yoghurt 4 23 g

103. cauliflower 1 kg

24,

breast of chicken 1 kg

64 pudding 120 g

10kucksh kg

25.

quarterpieces of chicken 1 kg

65. tutteli nildl

105. kesépoytéa bean-maize-papri

200 g

a

26.

frozen chicken 1 kg

66. edam cheese 1 kg

poyta vegetables mix 25(

D g

27.

boiled ham (slide) 1 kg

67. emmental cheesg 1 k

107. potato 1 kg

28.

smoked ham (slide) 1 kg

68. olterman cheesg 1 k

108. frenc fries, frozen 1 kg

29.

metwursti sausage (slide) 1 kg

69. bla castdlerse

109. potato-onion mix, frozen 1 K

30.

wursti sausage (slide) 1 kg

70. brie cheesg 1 k

110. vegetable fat ice-cream 1 |

31.

balkan sausage (slide) 1 kg

71. feta cheese 1k

111.ice-cream 1|

32.

balkansausage 1 kg

72. cream cheese 200 g

ickl2eam 2 dl

33.

gouter sausage 1 kg

73. fresh cheese 100 g

stiBuntai wheat flour 2 kg
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34. jahti sausage (slide) 1 kg

74.rae cheese 200 g

114. anni helene wheat flour 2 kg

35. jahti sausage 1 kg

75.eggs 1 kg

115. suninuoitdour 2 kg

36. lauantai sausage of Saarioinen
(slide) 300 g

76. butter 500 g

116. uncle ben's rice 1 kg

37. lauantai sausage 1 kg (cheapes

) 77.voimd0idig

117. risella porrage rice 1 kg

38. HK:n sininen sausage 1 kg

78. voilevi 400 g

.El@vena oat flakes 1 kg

39. owen sausage of Atria 1 kg

79. voimix 400 g

.Jdle 4-corn flakes 700 g

40. sausage 1 kg (cheapest)

80. flora margaringg400

120. vaasan maukas 500 g

121. koulunéakki 360 g

161. tropic orange juice 1 |

201. marabou chocolate 170 g

122. pieni pydre&a 250 g 162. valio orange juice 1 | 202. royal chocolate 150 g

123. vaasan voima 430 g 163. dole juice 11 203. panda chocolate 200 g

124. maitonéakki 460 g 164. apple juice (cheapest) 11 |204. chymos rice chocolate 80 g

125. vaasan rapeat crispbread 165. tropic orange drink 1,5 | 205. mars chocolate bar 58 g

4009

126. crispbread of oululainen 350 g|166. black currant drink 206. maxi-tupla 57 g
(cheapest) 0,5 |

127. ryvita crispbread 400 g 167. drink (cheapest) 2 dI 207.royal 459

128. domino biscuit 350 g 168. dronningholm 208. dajm duppel 57 g
strawberry/raspberry jelly 1 kg

129. jaffa biscuit 300 g 169. saarioinen jelly 720 g 209. geisha chocolate ber 38 g

130. lu pims biscuit 300 g 170. orange marmelad 210. fazer chocolate bar 40 g
(cheapest) 1 kg

131. jyvashyva suklaapisara 500 g |171. plum marmelad (cheapest) |211. big cat 40 g
1 kg

132. fafer kaunis veera biscuit 350 |172. plum (cheapest) 227 g 212. lauantaipussi 90 g

g

133. fazer cream cracker 400 g 173. raisins 250 g 213. hyvda makumaasta 160 g

134. jyvashyva oat biscuit 500 g 174. sugar (cheapest) 1 kg 214. maxi

salmiakki’/hedelméaakkoset 100
g

135. tuc biscuit 300 g 175. lumps of suger 1 kg 215. pantteri salmiakki 100 g

136. Mc Vities Digestive 400 g 176. felix mashed potatoes 214 [216. marianne 90 g
g

137. marie biscuit (cheapest) 1 kg |177. mummon mashed potatoes |217. halva mixed candies 200 g
210g

138. waffle 1 kg 178. estrella chips 200 g 218. fazer best 95 g

139. torino macaroni 400 g 179. taffel chips 250 g 219. halva lakritsimatto 60 g

140. myllyn paras rakettispagetti 180. juhla-mokka 500 g 220. panda iso pepe 38 g

350¢g

141. milano spagetti 500 g 181. presidentti 500 g 221. fazer liquorice 10 g

142. barilla spagetti 500 g 182. gevalia 500 g 222. xylitol-jenkki 6,5 g

143. kellogg's rce crispies 375 g 183. o'boy cocoa 500 g 223. xylitol-jenkki 32 g

144. kellogg's frosties 375 g 184. paulig tea 50 ps 224. orbit xylitol chewing-gum 13




152

The International Journal of Digital AccoumtiResearch

Vol. 718-14

g
145. kellogg's corn flakes 500¢g 185. lipton tea 50 ps 225. coca-cola 1|
146. weetabix 430 g 186. twinings earl grey tea 25 ps |226. sprite 1 |
147. finax perhemysli 1 kg 187. heinz ketchup 570 g 227. hartwall jaffa 1 1
148. alpen mysli 375 g 188. felix ketchup 500 g 228. aurinko jaffa 1 |
149. mysli (cheapest) 1 kg 189. turun mustard 125 g 229.pepsi 1|
150. salmon (whole) 1 kg 190. koti mustard 300 g 230. frisco 1 |
151. salmon fillet 1 kg 191. felix pickles 380 g 231.sevenup 11
152. herring 1 kg 192. piltti 3 months 125 g 232. koff aqua 1 |
153. fish sticks 250 g 193. piltti 5 months 125 g 233. hartwall vichy 1 |
154. ahti herring 250 g 194. piltti 8 months 190 g 234. koff I-bier 0,33 |
155. boy herring 640 g 195. piltti 1-3 year 190 g 235. lapin kulta I-bier 0,33 |
156. abba mustard herring 260 g [196. bona 3 months 125 g 236. spice cucumber 1 kg
157. abba tunny 150 g 197. bona 5 months 125 g 237. mushrooms 115 g

158.

tunny (cheapest) 185 g

198.

bona 8 months 190 g

159.

pineapple 227 g

199.

bona 1-3 years 190 g

160.

peach 850 g

200.

fazer chocolate 170 g




