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## Chapter 0: Introduction

This book concerns knots and links in dynamical systems.
Knot and link theory is an appealing subject. The basic ideas and results may be appreciated intuitively, simply by playing with pieces of string (e.g.[11, 1]). Nonetheless, in spite of seafarers' development of sophisticated knots over thousands of years, the mathematical theory of knots began only in the nineteenth century. Its origins lie in Gauss's interest in electromagnetic field lines [67] and in attempts to classify knotted strings in the æther, which Lord Kelvin and others thought might correspond to different chemical elements $[176,174]$. It rapidly shed its physical origins and became a cornerstone of low-dimensional topology.

The roots of dynamical systems theory are considerably older and more tangled; they may be found in the Principia Mathematica of Isaac Newton and in attempts to model the motions of heavenly bodies. Ab initio the subject requires more technical apparatus: the differential and integral calculus, for a start; but at the same time it has kept closer touch with its physical origins. Moreover, in the last hundred years, it too has (re)acquired a strong geometrical flavor. In fact it was in an assault on the (restricted) three body problem of celestial mechanics [145], in response to the prize competition to celebrate the 60th birthday of King Oscar II of Sweden and Norway, that Henri Poincaré essentially invented the modern, geometric theory of dynamical systems. He went on to develop his ideas in considerable detail in Nouvelles Methodes de la Mécunique Celeste [146]. Today, following this work, that of the Soviet school, including Pontriagin, Andronov, Kolmogorov, Anosov, and Amol'd, and of Moser and Smale and their students in the West, the subject has reached a certain maturity. Over the last twenty years, it has escaped from Mathematics Departments into the scientific world at large, and in its somewhat ill-defined incarnations as "chaos theory" and "nonlinear science," the methods and ideas of dynamical systems theory are finding broad application.

The basic world of a dynamical system is its state space: a (smooth) manifold, $M$, which constitutes all possible states of the system, and a mapping or flow defined on $M$. In one of our principal motivating examples, systems of first order ordinary differential equations (ODEs), the vector field thus specified generates a flow $\phi_{t}: M \rightarrow M, t \in \mathbb{R}$. The general problem tackled by dynamical systems theorists is to describe $\phi_{t}$ geometrically, via its action on subsets of $M$. This implies classification of the asymptotic behaviors of all possible solutions, by finding fixed points, periodic orbits and more exotic recurrent sets, as well as the orbits which flow into and out of them. In many applications $\phi_{t}$ also depends on external parameters, and the topological changes or bifurcations that occur in $M$ as these parameters are varied, are also of interest. In studying these and related phenomena, one abandons the fruitless search for closed form solutions
in terms of elementary or special functions, and seeks instead qualitative information.

Over the past decade, knot theory, once in the imner sanctum of pure mathematies, has been leaking out into other fields through several successful applieations. These range from molecular biology, involving topological structures of closed DNA strands [173], to physics, led by surprising connections with statistical mechanics [99] and quantum field theory [197, 14]. Likewise, over the past ten to fifteen years, several attempts have been made to draw knot theory and dynamical systems closer together. The key idea is simple: a closed (periodic) orbit in a three-dimensional flow is an embedding of the circle, $S^{1}$, into the three-manifold that constitutes the state space of the system, hence it is a knot. Similarly, a finite collection of periodic orbits defines a link.

Several natural questions immediately arise, directed at the following goal: given a flow, perhaps generated by the vector field of a specific ODE, describe the knot and link types to be found among its periodic orbits. Do nontrivial knots occur? How many distinct knot types are represented? How many of each type? Do well-known families, such as torns knots, algebraic knots, or rational tangles, appear in particular cases? In any cases? Are there "new" families of knots and links which arise naturally in certain flows? Do Hamiltonian and other systems with conservation laws or symmetries support preferred families of links? Do "chaotic" flows contain mherently richer knotting than simple (MorseSmale) flows? Indeed, how complicated can things get? - is there a single ODE among whose periodic orbits ean be found representatives of all knots and links? Such questions might oceur to topologists. Indeed, it was R.F, Williams, in the eontext of a seminar on turbulence conducted in the Mathematics Department at Berkeley in 1976, who first conjectured that nontrivial knotting occurs in a well-known set of ODEs called the Lorenz equations [193].

Dynamicists, in contrast, might seek to use knot and link invariants to describe periodic orbits and so help them better understand the underlying ODEs. In a parametrised family of flows, for example, one can observe sequences of bifurcations in which a simple invariant set containing, say, one or two periodic orbits, "grows" into a chaotic set of great complexity, containing a countable infinity of periodic orbits. In many cases, the periodic orbits are dense in the set of interest; sometimes that set is a so-called strange attractor. The existenceuniqueness theorem for solutions of ODEs implies that, as periodic orbits deform under parameter variation, they camot intersect or pass through one another. Knot and link types therefore provide topological invariants which may be attached to families of periodic orbits. Can such invariants be used to identify orbit genealogies - to trace the bifurcation sequences in which they arose? (A favorite problem is to describe bifurcation sequences in the two-parameter family of maps introduced by Hénon [83], which provides a model for Smale's famous horseshoe map.) Can operations in which new knots are created from old, such as composition and cabling, be associated with specific local bifurcations? Is the complexity of knotting related to other measures of dynamical complexity, such
as topological entropy? Does knot theory provide finer invariants than entropy for the classification of flows?

Of course, since periodic orbits form knots only in three-dimensional flows, applications to dynamical systems in general are severely limited. Nonetheless, many of the rich and wonderful behaviors that currently engage dynamicists are already manifest in three dimensions, and so it seems well worth applying whatever tools we can to this case. In any event, we hope the reader will find the subject as beautiful, and attractive, as we do.

### 0.1 The contents of this volume

This book attempts to bring together two largely disparate and well developed fields, which have thus far only met in the pages of specialised research joumals. As such, it camnot substitute for a proper course or text in either field. Chapter 1, to follow immediately, provides a rapid review of the principal aspects of knot theory and dynamical systems theory required for the remainder of the book. In Chapter 2 we develop the major tool which allows us to pass back and forth between hyperbolic flows and knots: the template. This was introduced (meder the name "knot holder") over twelve years ago in two papers of Birman and Williams [23,24]. In dynamical systems it is common to use Poinearé or return maps to reduce a flow to a mapping on a manifold of one lower dimension, While Poincare maps preserve certain periodic orbit data, information on how the orbits are embedded in the flow is lost. The template preserves that information, and likewise reduces dimension. In Chapter 2 we develop a host of related tools: subtemplates, template inflations and renomalisations, and the symbolic language which allows us to manipulate templates and explore relations among them. We also introduce some of the particular (families of) templates which will concern us later.

Equipped with our basic tools, in Chapter 3 we obtain some general results on template knots and links, including the facts that, while specific templates may not contain all knots and links, every template contains infinitely many distinct knot types. We then deseribe a unversal template, which does contain all (tame) knots and links, and which, moreover, arises rather naturally in certain classes of structurally stable three dimensional flows. In the final section, we explore the "embedding problem?" the question of which templates can be embedded in other templates. By considering isotopic embeddings, we are able to recognise universal templates hidden in ostensibly simpler ones.

The fourth chapter concerns bifurcations and knots, and directly addresses the kinds of dynamical systems questions raised in our opening paragraphs. In particular we focus on specific templates related to the Henon mapping and the creation of horseshoes. Here, in contrast to the limitless riches of Chapter 3, there are severe restrictions on links (all crossings are of one sign), which lead to uniqueness results and order relations on orbit creation in local bifurcations. We also explore knot types bom in certain global or homoclinic bifurcations, by lifting the contrast between dynamically simple and dynamically complex
bifureations to the knot-theoretic level. In so doing, we derive a rather general set of sufficient conditions for a third-order ODE to support all links as periodic orbits.

Chapter 5 retums to basic template theory and presents the current state of affairs in template classification and invariant theory. We commence with a discussion of what a sensible definition of template equivalence should be, based on intuition developed in Chapters 3 and 4 , and continue with a primitive but useful invariant: a zeta-function for a restricted class of templates. This will be seen to relate nicely to the underlying symbolic dynamics, yielding an easily-computed invariant which encodes "twisting" information in the compact package of a rational function.

Chapter 6 is comprised of a short list of concluding remarks and open probelms that pertain to template theory and its applications.

Throughout Chapters 2-5 we strive to present, for the first time, a fairly complete picture of the theory of templates. As such, we include key results of Franks, Birman, Williams and others, although we focus primarily on our own work, relegating to an appendix some related work beyond the immediate scope of this monograph. Accordingly, Appendix A contains brief reviews of work by Morgan, Wada, and others on nonsingular Morse-Smale flows on threemanifolds, which contain only limited classes of knots. This is then contrasted with the work of Franks and work in progress by Sullivan on nonsingular Smale flows on the three-sphere.

Despite the title, we in no way claim to include every major result in the overlap of dynamies and knot theory. In particular, there is a natural dichotomy between knots arising from suspended surface homeomorphisms and those arising as closed orbits in flows on three-mamifolds: this text focuses on the latter situation. The forthcoming book by P. Boyland and T. Hall [31] deals with the former - there is a great deal of beautiful work being done in this area: Nielsen theory and "braid types" for surface automorphisms [30, 29]. In addition, knot theory intersects with dynamics in examining problems of integrable Hamiltonian systems [50], the existence of minimal flows on three-manifolds [79] and contact geometry [45]. Finally, analogues of knotting and linking for nonperiodic, minimal orbits $[15,116]$ and "asymptotic" linking of orbits $[64,62]$ are very exciting, particularly since there are applications to magnetohydrodynamies [7] and fluid mechanics [129].

## Chapter 1: Prerequisites

Before introducing the tools for examining knotted periodic orbits in flows, we provide a concise review of relevant definitions, ideas, and results from the topological theory of knots and links and the dynamical theory of flows in three dimensions. This provides a language for describing phenomena, as in: a perioddoubling bifurcation gives rise to $a(2, n)$ cabling.

Our treatment of both of these (Iarge) bodies of theory is necessarily brief; we wish merely to describe the main ideas to be used in subsequent chapters. Several good references exist for these growing fields. Standard texts for the theory of knots and links includes the books by Rolfsen [154], Burde and Zieschang [33], and Kauffman [101]. In the theory of dynamical systems, a wealth of good books can be found, including those by Robinson [153], Shub [162], Arnold [6], and Bowen [26]. Devaney's book [41] is a good introductory text on iterated mappings. A more applied viewpoint can be found in the texts by Guckenheimer and Holmes [76] or Arrowsmith and Place [9].

### 1.1 The theory of knots and links

Given a piece of string, one may tie it up into all sorts of complicated knots. Nevertheless, as long as the ends are free, the mess may be untied completely (though in practice this may be frustrating!). If one should join the two free ends of the string together, then (intuitively) a knotted loop remains knotted no matter how one tries to undo it. This is the idea behind knot theory.

### 1.1.1 Basic definitions

Definition 1.1.1 A knot is an embedding $K: S^{1} \hookrightarrow S^{3}$ of a 1 -sphere into the 3-sphere. A lank $L: \amalg S^{1} \leftrightarrows S^{3}$ is a disjoint, finite collection of knots.

The three-sphere $S^{3}$ is defined as the unit sphere in $\mathbb{R}^{4}$. The reader who is uncomfortable with $S^{3}$ may replace it by $\mathbb{R}^{3}$ without loss, since $S^{3}$ can be considered as $\mathbb{R}^{3}$ with an additional "point at infinity." The simplest knot is the unknot, pictured in Figure 1.1(a). An unknot is any embedding of $S^{1}$ in $S^{3}$ whose image is the boundary of an embedded dise $D^{2} \subset S^{3}$. The next "simplest" knots ${ }^{1}$ are the trefoil knot and the figure-eight knot depicted in Figure 1.1. We will osually consider knots and links which are oriented, as depicted by an

[^0]

Figure 1.1: (a) the unknot; (b) the trefoil knot; (c) the figure-eight knot.
arrow along the knot in diagram. Given some regular (i.e., transverse) planar representation of an oriented knot or link, each crossing point has an induced orientation, given by the convention of Figure 1.2. While our convention is opposite that which is standard in knot theory, it has prevailed in the study of knots in dynamical systems $[23,24,93,88,89,70]$.


Figure 1.2: Sign convention for crossings.
The fundamental problem of knot (link) theory is the following: when are two knots (links) the same? In knot theory, the notion of "sameness" is constructed to match our intuition of deforming loops of knotted string.
Definition 1.1.2 Two knots $K$ and $\tilde{K}$ are ambient isotopic if there exists a contimuous one-parameter family $h_{z}$ of homeomorphisms of $S^{3}$ such that $h_{0}$ is the identity map and $h_{1} \circ K=\tilde{K}$.

Remark 1.1.3 The natural analogue of Definition 1.1 .2 holds for embeddings of spaces in $S^{3}$ other than $S^{1}$, e.g., surfaces and solids. When working with knots and links in $S^{3}$, it is common to refer to ambient isotopic knots as being isotopic, even though isotopy is technically a weaker equivalence when working with noncompact spaces [33]. We use the terms interchangeably to denote the equivalence of Definition 1.1.2

Unless specified explicitly, the term "knot" may refer to either the actual embedding, or the image of the embedding, or the entire isotopy class of embed-
dings. We will formulate most of the theory in terms of knots - generalizations to links are automatic.

Given Definition 1.1.2, the fundamental problem of knot theory can be stated as follows:

Problem 1.1.4 When are two knots isotopic?
One of the first triumphs of knot theory was a reformulation of Problem 1.1.4 from a global-topological problem to a local-combinatorial one due to Reidemeister [149]. Given a knot or link, consider all its presentations; that is, planar projections with overcrossings and undererossings marked as in Figure 1.1. Any presentation may always be chosen such that it is regular, having only transverse double-points.

Theorem 1.1.5 (Reidemeister [149]) Two regular presentations correspond to isotopic links if and only if the diagrams are related by tsotopy (fixing the crossing points) and by a finite sequence of the three Reidemeister moves, given in Figure 1.3.


Figure 1.3: The three Reidemeister moves: R1, R2, R3.
Even with Theorem 1.1.5, Problem 1.1.4 is very difficult to solve; however, restricted versions of this problem have clean solutions.

Consider the class of torus knots: that is, knots which lie on a torus $T^{2}=$ $S^{1} \times S^{1} \subset S^{3}$, where each $S^{1}$ is unknotted. These knots are described by their winding number in the meridional and longitudinal directions. A type ( $m, n$ ) torus knot ( $m$ and $n$ relatively prime positive integers) is a simple closed curve on $T^{2}$ which winds about the longitudinal direction $m$ times and about the meridional direction $n$ times $[154,33]$.

Example 1.1.6 The trefoil knot of Figure 1.1(b) is a $(2,3)$ torus knot.
The family of torus knots is well-understood; in particular, we have:
Proposition 1.1.7 ( $[154,33]$ ) Torus knots of type $(m, n)$ and ( $m^{\prime}, n^{\prime}$ ) are isotopic if and onty if $m=m^{\prime}$ and $n=n^{2}$ (or, equivalently, $m=n^{\prime}$ and $n=m^{\prime}$ ).

### 1.1.2 New knots from old

One possible method for building and classifying knots is to begin with a simple family (e.g., the torus knots) and combine its members in various ways. Given two knots, there are certain constructions for creating a new knot: we shall consider two such operations which also have dynamical interpretations.

## Connected sums

The first operation we consider is a form of "multiplication" for knots called, oddly enough, the sum.


Figure 1.4: The connected sum of two knots.

Definition 1.1.8 Given two oriented knots $K$ and $\tilde{K}_{\text {, }}$, their cornected sum, $K \# \tilde{K}$, is formed by placing each in disjoint embedded 3 -balls, $B$ and $\hat{B}$, such that some closed are of $K(\tilde{K})$ lies on the boundary of $B$ ( $\tilde{B}$ resp.). Then, delete the interior of each are and identify the boundaries of the ares via an orientation preserving homeomorphism. See Figure 1.4 for an illustration.

Remark 1.1.9 In Definition 1.1.8, the choice of balls and ares does not affect the connected sum. This operation is commutative and associative, but is not a group operation due to the lack of inverses [154].

If a knot can be decomposed into the connected sum of two or more nontrivial knots, it is said to be composite, else it is prime. The torus knots, for example, are prime (a nice proof can be found in [33, pp. 92-93]. A classical theorem due to Schubert states that every knot has a unique prime factorization as the comnected sum of prime knots. R. F. Williams and M. Sullivan have explored the presence of prime decompositions of periodic orbits of flows $[195,169]$.

## Companions and satellites

If one thinks of the connected sum as a form of multiplication on the space of all knots (complete with prime factorization as with the integers), the operation of taking satellites is akin to taking powers. Let $V \equiv D^{2} \times S^{1}$ be a solid torus which sits in $S^{3}$ in the standard way. Let $K$ be a knot essentially embedded in $V$, i.e., $K$ is not contained in any 3 -ball $B \subset V$. Let $\tilde{K}$ be an arbitrary knot and $N_{\hat{K}}$ a tubular neighborhood of this knot in $S^{3}$. A homeomorphism $h: V \rightarrow N_{\hat{K}}$ is said to be faithful if it takes the longitude of $\partial V$ to a longitude of $\partial N_{K}$ which is homologically trivial (it bounds a surface) in the complement $S^{3} \backslash N_{\bar{K}}$.

Definition 1.1.10 The image of $K$ under a faithful homeomorphism $h$ is a satellite knot with companion $K$ and pattern $(K, V)$ : see Figure 1.5 . If $K$ isotopes to a subset of $\partial V \equiv T^{2}$, then $K$ is a $(p, q)$ torus knot and $h(K)$ is said to be the ( $p, q$ ) cable of $\tilde{K}$.


Figure 1.5: A companion ( $\tilde{K})$ and a satellite $(h(K))$ knot.
If we take $\tilde{K}$ to be the unknot, a $\left(p_{1}, q_{1}\right)$ cable of $\tilde{K}$ is a $\left(p_{1}, q_{1}\right)$ torus knot. If we build a $\left(p_{2}, q_{2}\right)$ eable of this torus knot, we obtain a new knot. By continuing this procedure, with ( $p_{i}, q_{i}$ ) cablings at each step, one produces an iterated torus knot of type $\left\{\left(p_{i}, q_{i}\right)^{n=1}\right.$. Alternatively, we say that the set of knots generated from the unknot by the operation of cabling is called the set of iterated torus
knots. Following Fomenko and Nguyen [50], we will denote the set of knots generated from the unknot by the operations of cabling and connected sum the set of generalized iterated torus knots. Both of these families of knots arise naturally in a dynamical context as shown in Appendix A.

### 1.1.3 Braid theory

Knot and link theory studies embeddings of circles in $S^{3}$. With some slight restrictions on the range of the embeddings, one can also embed ares in topologically distinct ways. Braid theory studies these phenomena (see $[19,81]$ ):

Definition 1.1.11 Given $N$ a positive integer, a braid on $N$ strands is a collection $b=\left\{b_{i}\right\}_{1}^{N}$ of $N$ disjoint embeddings of the interval $[0,1]$ into Euclidean $\mathbb{R}^{3}$ such that for each i,

1. $b_{i}(0)=(i, 0,1) ;$
2. $b_{3}(1)=(\tau(i), 0,0)$ for some permutation $\tau$; and
3. $p_{3}\left[b_{i}(t)\right]$ is a monotone decreasing function of $t$, where $p_{3}$ denotes projection onto the third coordinate.

Definition 1.1.12 Two braids, $b$ and $\tilde{b}$, are isotogic if there exists an isotopy $h_{t}$ from $b$ to $\tilde{b}$ as per Definition 1.1.2 and if $h_{t} \circ b$ satisfies Definition 1.1.11 for all $t \in[0,1]$.

The study of braids differs from the study of knots chiefly in that there is a natural group structure on the set of braids. Restricting to the set of all braids on $N$ strands, there is a group operation given by concatenation. Given brads $b$ and $\tilde{b}$, one forms the braid sum $b \tilde{b}$ by appending the top of the 2 th strand of $\dot{b}$ to the bottom of the ith strand of $b$ : see Figure 1.6. In this way, one obtains the braid group on $N$ strands, $B_{N}$.


Figure 1.6: The sum operation on the braid group $B_{3}: \sigma_{1}^{2} \sigma_{2}$ concatenated with $\sigma_{1}^{-1} \sigma_{2}$ equals $\sigma_{1}^{2} \sigma_{2} \sigma_{1}^{-1} \sigma_{2}$.

The standard generators for $B_{N}$ are denoted $\left\{\sigma_{i}: i=1 \ldots(N-1)\right\}$ and are given geometrically as the erossing of the ith strand over the $(i+1)$ st strand, as depicted in Figure 1.7. The presentation for $B_{N}$ under these generators was given by Artin [10] to be the following:

$$
B_{N}=\left\langle\sigma_{1,}, \sigma_{2}, \ldots, \sigma_{N-1}: \begin{array}{cc}
\sigma_{i} \sigma_{j}=\sigma_{j} \sigma_{i} & , \quad|\hat{i}-j|>1  \tag{1.1}\\
\sigma_{i} \sigma_{i+1} \sigma_{i}=\sigma_{i+1} \sigma_{i} \sigma_{i+1} & , \quad \mid<N-1
\end{array}\right\rangle
$$

The relations for this presentation are illustrated in Figure 1.8.


Figure 1.7: Examples of generators for the braid group $B_{4}$.


Figure 1.8: Relations for the brad group $B_{N}$ : (a) $\sigma_{i} \sigma_{j}=\sigma_{j} \sigma_{i}$ for $|i-j|>1$; (b) $\sigma_{i} \sigma_{i+1} \sigma_{i}=\sigma_{i+1} \sigma_{i} \sigma_{i+1}$ for $i<N-1$.

A relationship between braid theory and link theory is established by a simple operation on braids known as closure. Given a braid $b$, one forms a closed braid, $\bar{b}$, by connecting the top and the bottom of each strand of $b$ in the obvious fashion: see Figure 1.9. The question of the extent to which closed braids represent knots and links was answered by Alexander [3]:


Figure 1.9: (a) the braid $\sigma_{1}^{2} \sigma_{2}$; (b) its closure; (c) this is isotopic (via the first Reidemeister move) to the Hopf link.

Theorem 1.1.13 (Alexander [3]) Any link $L$ is isotopic to a closed brad on some number of strands.

To understand the proof of Theorem 1.1.13, the reader is encouraged to isotope a closed piece of string into a closed braid: choose a provisional braid axis, about which the strands should revolve, and then try to maneuver the strands into a closed braid. One naturally uses certain "moves" which are detailed in the proof (see [33, 19].

We will make use of closed braids in Chapter 3 as a way to build knots and links, thanks to Theorem 1.1.13.

Certain classes of braids and closed braids will be prevalent in our treatment of knots and links. A braid $b \in B_{r}$ will be called positive if $b$, as a word in the generators $\left\{\sigma_{i}\right\}$, contains either no inverses or all inverses, i.e, either all erossings in the braid are positive, in the sign convention of Figure 1.2, or all are negative. ${ }^{2}$ A link $L$ will be called positive if $L$ has a representation as the closure of a positive braid.

Remark 1.1.14 There exist knots with diagrams containing only positive crossings, but which are not positive braids [182]. The proof is nontrivial, and uses the Alexander-Conway polynomial - a link invariant.

### 1.1.4 Numerical invariants

The equivalence problem (Problem 1.1.4) for knots and links is extremely difficult and has not yet been solved in a computationally reasonable manner. However,

[^1]many advances have been made through the use of algebraic invariants (see $[101,99,20,21,94,59]$ for examples). Here we merely describe some simpler, classical, numerical invariants, which will suffice for out purposes.

A mumerical invariant is a well-defined function from link equivalence classes to the integers. For example, the function which maps a $\operatorname{link} L$ to the number of its components $\mu(L)$ is obviously invariant under isotopy, and hence defines a numerical invariant. However, this invariant has rather poor eyesight, since it does not distinguish different $n$-component links.

Consider a link $L$ of two components, $K$ and $\tilde{K}$. There is a well-defined notion of how "entwined" $K$ and $\tilde{K}$ are, encoded in the linking number, $\ell k(K, \tilde{K}) \in \mathbb{Z}$. There are numerous ways to define linking number [154], the simplest of which involves a presentation of the link (recall Theorem 1.1.5). For an oriented link, one can label each crossing of a regular link presentation with an integer $\pm 1$, as per the convention of Figure 1.2.

Definition 1.1.15 Given two knots $K$ and $\tilde{K}$, the linking number, $\ell k(K, \hat{K})$, is given as half the sum of the signs over all erossings of $K$ with $\tilde{K}$,

$$
\begin{equation*}
\ell k(K, \tilde{K})=\frac{1}{2} \sum_{K \cap \tilde{K}} \epsilon_{i,} \tag{1.2}
\end{equation*}
$$

Where $\epsilon_{q}= \pm 1$ is the sign of the $\hat{t}$ th crossing and $K \cap \tilde{K}$ denotes the crossings of $K$ and $\tilde{K}$ in some regular presentation.

## Lemma 1.1.16 Linking number is a link isotopy invariant.

Proof: By Theorem 1.1.5, isotony is generated by the Reidemeister moves of Figure 1.3. It is easy to verify that linking number does not change under these local moves.

The linking number $\ell k(K, \tilde{K})$ is related to the intuitive notion of linking. For example, define a separable link to be one for which there exists a smooth embedded 2 -sphere $S^{2}$ in $S^{3}$ which separates one (or more) component (s) of $L$ from the remainder of $L$. Any two separated components of a link are said to be untinked, and, indeed, their linking number must be zero, since there exists a presentation for the link in which the components do not cross at all. We note, however, that it does not follow that two knots with linking number zero are necessarily separated: see the Whitehead link of Figure 2.16 for a classical example.

One of the most important numerical invariants is the genus of a link. Recall that closed orientable surfaces are classified by genus, or the number of handles in a handlebody decomposition. Similarly, the genus of any surface with boundary is defined as the genus of the surface obtained by abstractly gluing in a dise along each boundary component.

Definition 1.1.17 Given a link $L$, the genus, $g(L)$, is defined as the minimum gemus over all orientable surfaces $S$ which span $L$ : that is, $\partial S=L$, where $\partial S$
is the oriented boundary. A spamming surface of minimal genus is known as a Seifert surface.

Gemus is by definition an invariant. Since by definition a knot in $S^{3}$ bounds a disk if and only if it is the unknot, then among knots, only the unknot may have gemus zero.

There are numerous formulae available for computing genera of links. We include one, due to Birman and Williams [23], following work of Stallings [167], which will be particularly useful in later chapters.

Theorem 1.1.18 (Birman and Williams [24]) Let L be a non-separable link of $\mu$ components, presented as a closed positive braid on $N$ strands, with c crossings. Then $g(L)$, the genus of $L$, is given as

$$
\begin{equation*}
g(L)=\frac{c-N-\mu}{2}+1 \tag{1.3}
\end{equation*}
$$

Example 1.1.19 In Figure 1.10(a), we show the trefoil knot along with a spanning surface. An Euler number calculation reveals that the surface is a punctured torus whose genus is one. By using Equation (1.3) on the (positive) braid representation in Figure $1.10(\mathrm{~b})$, we get $\mu=1, c=+3$, and $N=2$; hence, the genus is one, and the surface of part (a) is actually the Seifert surface. This proves that the trefoil is indeed knotted.


Figure 1.10: (a) A spaming surface for the trefoil knot; (b) a positive braid presentation

Example 1.1.20 We may extend the idet of Example 1.1.19 to compute a general formula for the genus of a torus knot. For $K$ a $(m, n)$ torus knot with $m>n$, we present a presentation of $K$ as a positive braid in Figure 1.11: there are $m$ strands on a cylinder (the logitudinal direction), $n$ of which twist
around the back (the meridional direction). The closure of this braid is $K$. It is an exercise for the reader to count the crossings in this illustration and, using Equation (1.3), compute the genus of $K$ to be:

$$
\begin{equation*}
g(K)=\frac{(m-1)(n-1)}{2} \tag{1.4}
\end{equation*}
$$



Figure 1.11: The ( $m, n$ ) torus knot as a positive braid on $m$ strands.

Exercise 1.1.21 The figure-8 knot has genus one and braid word $\sigma_{1} \sigma_{2}^{-1} \sigma_{1} \sigma_{2}^{-1}$. Show that it camot be presented as a positive braid. Hint: use induction on the number of strands.

Solution: Clearly, one or two strands will not suffice. For three strands, there must be precisely four crossings to ensure genus one. Show that any positive braid with four crossings is either a trefoil or a link with more than one component. For $N>3$ strands, $c=N+1$, and, given a positive braid on $N$ strands with $N+1$ crossings, there must be one braid generator that is only used once. Thus, by "flipping" as in the first Reidemeister move, one can reduce the mumber of strands while retaining positivity, and thus obtain a counter example on $N-1$ strands.

The condition of having a positive closed braid is crucial to Theorem 1.1.18. For non-positive (or maxed) braids, there exists an extension of Theorem 1.1.18 due to Bennequin [17], who derived a lower bound for genera of closed braids given the same data as in Theorem 1.1.18:3

[^2]Theorem 1.1.22 (Bennequin [17]) Let $L$ be a nonseparable link of 14 components, presented as a closed braid on $N$ strands, with $c_{+}(c)$ crossings in the positive (negative) sense. Then $g(L)$, the genus of $L$, is bounded as follows:

$$
\begin{equation*}
\frac{\left|c_{+}-c-\right|-N-\mu}{2}+1 \leq g(L) \leq \frac{\left|c_{+}+c-\right|-N-\mu}{2}+1 . \tag{1.5}
\end{equation*}
$$

There are numerous other classical numerical invariants for knots and links: we mention one last example for future reference.
Definition 1.1.23 Given a link $L$, the braid index of $L, b i(L)$, is defined as the minimum number of strands over all closed braid representations of $L$.

Again, this is an invariant by definition. Unfortunately, there does not exist an analogue of Equation (1.3) for calculating braid index. Nevertheless, we will use this invariant in Chapter 4.

This brief treatment of knot and link theory does not even begin to recount the major developments, especially in the areas of higher invariants (maps from link isotopy classes to algebraic objects with more structure than $\mathbb{Z}$ ). Great strides have been made in discovering computable multi-variable polynomial invariants which have excellent resolution [59]. Equally as exciting are the insights gained through the [contimuing] development of finte-type, or Vasiliev invariants $[21,22,183]$. Our (modest) goal in this section has been merely to acquaint the unfamiliar reader with this beautiful subject. For a deeper understanding, the "classical" theory of knots and links is well-covered in [154, 33]. Newer perspectives can be found in [21] and the references therein. Braid theory is covered in [19], with more recent progress reported in [20].

### 1.2 The theory of dynamical systems

Topology is the study of contimuous maps between topological spaces: $f: X \rightarrow$ $Y$. In the case where $f: X \rightarrow X$, one is easily persuaded to consider iterated points or orbits of $f$. Dynamics seeks to understand asymptotic properties of orbits, be they orbits of maps ( $\mathbb{Z}$-actions) or of flows ( $\mathbb{R}$-actions). In the case of flows on 3 -manifolds, we will consider the topological properties of elosed orbits as knots and links. But in order to proceed, we will need a certain amount of terminology and theory for both maps and flows.

### 1.2.1 Basic definitions

## Discrete dynamics

Although dynamical systems originated in questions about continuous-time dynamics (in celestial mechanics; see, for example, the historical account in [43]), much of the theory was developed first for maps, as it is somewhat simpler in this case. Thus, in this section, we assume $f: M \rightarrow M$ is a diffeomorphism of an $n$-manifold $M$. The orbit, $o(x)$, of a point $x \in M$ is defined as the set of iterates $\left\{f^{k}(x): k \in \mathbb{Z}\right\}$.

Remark 1.2.1 Although we state the results for diffeomorphisms, much of the theory goes through for smooth noninvertible maps, for which one works with the orbits $\left\{f^{k}(x): k \in \mathbb{N}\right\}$. The case of one-dimensional noninvertible maps will be of particular concern in Section 1.2.3, and subsequently in the study of semiflows on templates.

There are two primary problems associated to the dynamics of maps. The first is the equivalence problem ( $c f$. Problem 1.1.4):
Definition 1.2.2 Two diffeomorphisms $\tilde{f}: M \rightarrow M$ and $\tilde{f}: N \rightarrow N$ are conjugate if there exists a homeomorphism $h: M \rightarrow N$ such that the following diagram commutes:


Problem 1.2.3 When are two diffeomorphisms conjugate?
The second principal problem of dynamies concerns stability: when are atl "nearby" maps equivalent?

Definition 1.2.4 A diffeomorphisms $f: M \rightarrow M$ is structurally stable if all diffeomorphisms in a sufficiently small neighborhood of $f$ in $C^{1}(M)$ are conjugate to $f$.

Problem 1.2.5 When is a map structurally stable?
Problems 1.2 .3 and 1.2 .5 are relevant, not only to the study of maps and flows (to be discussed below), but also to the physical processes that are frequently modeled by such systems. They are large problems, whose study has spawned a mumber of important results and perspectives.

We begin by breaking the problem down. An invariant set of $f$ is a subset $\Lambda \subset M$ such that $f(\Lambda)=\Lambda$. An equilibrium, or fixed point for $f$ is a one-point invariant set. Understanding of the behavior on an invariant set $A$ is greatly facilitated if the action of $f$ on $A$ can be decomposed into uniformly expanding and contracting pieces. This is the kemel of the notion of hyperbolicaty.

Definition 1.2.6 An invariant set $\Lambda \subset M$ for a map $f: M \rightarrow M$ is hyperbolec if there exists a contimuous $f$-invariant splitting of the tangent bundle $T M_{A}$ into stable and unstable bundles $E_{\Lambda}^{s} \oplus E_{\Lambda}^{a}$ with

$$
\begin{array}{lll}
\left\|D f^{n}(v)\right\| \leq C \lambda^{-n}\|w\| & \forall v \in E_{\lambda}^{*}, & \forall n>0, \\
\left\|D f^{-n}(v)\right\| \leq C \lambda^{-n}\|\psi\| & \forall v \in E_{\lambda}^{u}, & \forall n>0, \tag{1.7}
\end{array}
$$

for some fixed $C>0, \lambda>1$.
If $f$ is hyperbolic on all of $M$, we say that $f$ is Anosov, Given a hyperbolic structure on an invariant set, the dynamies and stability of orbits on that piece are well-understood, as we now describe.

Example 1.2.7 (the toral Anosov map) Consider the linear map $f: \mathbb{R}^{2} \rightarrow$ $\mathbb{R}^{2}$ given by

$$
f:\binom{x}{y} \mapsto\left[\begin{array}{ll}
2 & 1  \tag{1.8}\\
1 & 1
\end{array}\right]\binom{x}{y}=\binom{2 x+y}{x+y}
$$

The point ( 0,0 ) is an equilibrium point which is hyperbolic since $D f$ acts on the tangent plane with the same linear map, and this map has eigenvalues and eigenvectors

$$
\begin{equation*}
\lambda^{*, *}=\frac{3}{2} \pm \frac{5}{2} \sqrt{2} \quad, \quad w^{*, \%}=\binom{1}{\frac{1}{2} \pm \frac{1}{2} \sqrt{5}} . \tag{1.9}
\end{equation*}
$$

Thus, the map $f$ has expanding (unstable) and contracting (stable) bundles, $E^{*}$ and $E^{*}$, along the span of each eigenvector. Notice that the map $f$ preserves the integer lattice; hence, we may consider $f$ as a map on $\mathbb{R}^{2} / \mathbb{Z}^{2}$, i.e., the torus $T^{2}$. Since $f$ has determinant 1 , the induced map on $T^{2}$ is invertible. While the action of $f$ on $\mathbb{R}^{2}$ is rather bland, its action on $T^{2}$ is quite interesting: the stable and unstable directions ( $E^{8}$ and $E^{7}$ ) have irrational slopes, so these project down to invariant manifolds on $T^{2}$ whieh wind about the torus densely: see Figure 1.12. Furthermore, the periodic points of $f$ on $T^{2}$ are dense, since any pair of rational numbers with the same denominator gives the coordinates of a periodic point.



Figure 1.12; The action of the map $f$ on $T^{2}$.

Remark 1.2.8 The map of Example 1.2 .7 is hyperbolic on all of $T^{2}$, hence it is Anosov. We will return to this toral Anosov map in $\$ 2.3 .4$,

Notice in Example 1.2 .7 that the stable and unstable bundles in the tangent space are mimicked in the base space by invariant manifolds (the projection of $E^{6}$ and $E^{*}$ ) on which the map is uniformly contractive or expansive. For a map on $M$ with a hyperbolic structure on some invariant set $\Lambda$, the splitting of the
tangent bundle $T M_{A}$ into invariant stable and unstable bundles projects down to give invariant stable and unstable manifolds in $M$. This is the content of one of the key results of this field: the Stable Manifold Theorem. ${ }^{4}$

Theorem 1.2.9 (The Stable Manifold Theorem: Hirsch, Pugh, and Shub [84]) Given a diffeomorphism $f: M \rightarrow M$ with a hyperbolic invariunt set $A$, for each $x \in A$, the sets

$$
\begin{align*}
W^{\star}(x) & =\left\{y \in M: \lim _{n \rightarrow \infty}\left\|f^{n}(y)-f^{n}(x)\right\|=0\right\} \\
W^{3}(x) & =\left\{y \in M: \lim _{n \rightarrow-\infty}\left\|f^{n}(y)-f^{n}(x)\right\|=0\right\}, \tag{1.10}
\end{align*}
$$

are smooth, injective immersions of the bundles $E_{x}^{s}$ and $E_{x}^{*}$ respectively. In addition, $W^{s}(x)$ and $W^{*}(x)$ are tangent to the bundles at x: $T\left(W^{s}(x)\right)_{x}=E_{x}^{s}$ and $T\left(W^{n}(x)\right)_{x}=E_{x}^{s}$. The sets. $W^{s}(x)$ and $W^{*}(x)$ are known as the stable and unstable manifolds of $x$.

Remark 1,2.10 The notion of local stable and unstable manifolds is also useful. Given $f$ as in Theorem 1.2.9, the local stable and unstable manifolds are defined as:

$$
\begin{align*}
& W_{\text {loc }}^{s}(x)=\left\{y \in M: \lim _{n \rightarrow \infty}\left\|f^{n}(y)-f^{n}(x)\right\|=0\right. \\
&\text { and } \left.\left\|f^{n}(y)-f^{n}(x)\right\|<\epsilon \forall n \geq 0\right\},  \tag{1.11}\\
& W_{\text {loc }}^{u}(x)=\left\{y \in M: \lim _{n \rightarrow-\infty}\left\|f^{n}(y)-f^{n}(x)\right\|=0\right. \\
&\text { and } \left.\left\|f^{n}(y)-f^{n}(x)\right\|<\epsilon \forall n \leq 0\right\},
\end{align*}
$$

for $\epsilon$ of "appropriately" small size. ${ }^{5}$ Theorem 1.2 .9 then states that $W_{l o c}^{s}(x)$ and $W_{l o c}^{a}(x)$ are tangent to $E_{x}^{*}$ and $E_{x}^{x}$

Theorem 1.2 .9 is a very strong result, which we will rely upon frequently to describe the dynamics on a hyperbolic invariant set. The real issue then is ascertaining the smallest invariant subset of $M$ which contains "all" of the essential dynamics of the flow, and then considering systems in which this piece is hyperbolic. Through work of Smale, Shub, and others [165, 162], we know this essential piece to be the chain-recurrent set.

Definition 1.2.11 Given a map $f: M \rightarrow M$, a point $x \in M$ is chain-recurrent for $f$ if, for any $\epsilon>0$, there exists a sequence of points $\left\{x=x_{1}, x_{2}, \ldots, x_{n-1}, x_{n}=\right.$ $x_{3}$ such that $\left\|f\left(x_{i}\right)-x_{i+1}\right\|<\epsilon$ for all $1 \leq i \leq n-1$. The chain-recurrent set, $\mathcal{R}(f)$, is the set of all chain-recurrent points on $M$.

Remark 1.2.12 The chain-recurrent set $\mathcal{R}(f)$ is closed and invariant.
When one has a hyperbolic chain-recurrent set, there is a sort of prime decomposition theorem for the associated dynamics:

[^3]Theorem 1.2.13 (Smale [165]) Given a diffeomorphism $f: M \rightarrow M$ having a hyperbolic chain-recurrent set, $R(f)$ is the union of disgoint basic sets, $\mathcal{B}_{\text {, }}$, $i=1,2, \ldots, N$. Each $\mathcal{B}_{i}$ is closed, invariant, and contains a dense orbit. The periodic orbit, set of each $\mathcal{B}_{i}$ is dense within $\mathcal{B}_{i}$.

In later chapters, we will often deal with systems which have hyperbolic chain-recurrent sets of various types. One more condition is often required: a map is said to satisfy the strong transversalaty condition if, for all $x, y \in \mathcal{R}(f)$, the stable and unstable manifolds, $W^{s}(x)$ and $W^{z t}(y)$, are transverse. This condition is important in the definition of Morse-Smale and Smale diffeomorphisms. A Smale diffeomorphism is one which has a zero-dimensional hyperbolic chainrecurrent set satisfying the strong transversality condition, while a Morse-Smale diffeomorphism is a Smale diffeomorphism for which the chain-recurrent set is finite.

Working with hyperbolic chain-recurrent sets and transversality has permitted a partial solution of the stability problem (Problem 1.2.5):

Theorem 1.2.14 (Robbin [150], Robinson [151]) Any diffeomorphism $f: M \rightarrow$ M having a hyperbolic chain-recurrent set and satisfying the transversality condition, is structurally stable.

## Continuous dynamics

A map can be considered as a $\mathbb{Z}$-action on $M$. A contimuous analogue to a map is an $\mathbb{R}$-action, or a flow.

Definition 1.2.15 A flow on a manifold $M$ is a continuous map $\Phi: \mathbb{R} \times M \rightarrow M$ satisfying the following conditions:

1. $\phi_{t} \equiv \Phi(t,-): M \rightarrow M$ is a homeomorphism of $M$ for all $t$;
2. $\phi_{0}=\mathrm{id}_{M}$, that is, $\phi_{0}(x)=x$ for all $x \in M$;
3. $\phi_{t}\left(\phi_{s}(x)\right)=\phi_{t+s}(x)$ for all $s, t \in \mathbb{R}$.

While flows and maps are fundamentally different objects, in certain instances they can be related. Given a map $f: M \rightarrow M$, one can define the suspension flow of $f$ to be the quotient space of $M \times \mathbb{R}$ with the trivial flow $\phi_{t}(x, s)=(x, s+t)$ via identifying $(x, s)$ with $(f(x), s+1)$. The flow $\phi_{t}$ passes to a suspension flow, $\tilde{\phi}_{t}$, acting on the mapping torts, $M=M \times \mathbb{R} /(x, s) \sim$ $(f(x), s+1)$. In the case where $f$ is isotopic to the identity map, $\tilde{M}$ is homeomorphic to $M \times S^{1}$, hence the nxme.

Conversely, given a flow $\downarrow /$ on a closed manifold $S$, we say that $S$ has a local cross section (or Ponncaré section) if there exists a closed codimension-one submanifold $\Pi \subset S$ which transversely intersects the flow at every point of II. In the ease where some subset $U \subset \Pi$ consists of orbits which return to $\Pi$ in finite time, there is a well-defined return map (or Poincaré map) $r: U \rightarrow \Pi$ which assigns to a point $p \in U$ the image $q / T(p)(p)$, where $T(p)$, the return time, is the smallest $t>0$ such that $\psi_{t}(p) \in \Pi$. In the case where $\Pi$ intersects all flow lines
of $\phi_{t}$, we say that $\Pi$ is a global ctoss section. Clearly, taking the (appropriate) Poincare section is the inverse of suspending a map. The study of iterated mappings assumed its central importance in dynamics after Poincaré developed the technique of cross-sections and return maps to study periodic orbits in flows generated by ordinary differential equations: examples appear throughout the remainer of this text, most notably in Chapter 4.

When passing to flows, many of the definitions of $\S 12.1$ carry over with the obvious modifications: e.g., invariant sets, periodic orbits, ete. A few definitions require additional explanation:

Definition $1.2,16$ An invariant set $\Lambda$ for a flow $\phi_{t}$ on $M$ is hyperbolic if there exists a continuous $\phi_{t}$-invariant splitting of the tangent bundle $T M_{A}$ into $E_{A}^{6}{ }^{6}$ $E_{\Lambda}^{u} \oplus E_{\Lambda}^{c}$ with

$$
\begin{align*}
& \left\|D \phi_{t}(v)\right\| \leq C e^{-\lambda t}\|v\| \quad \forall v \in E_{A}^{s}, \quad \forall t>0, \\
& \left\|D \phi_{-1}(v)\right\| \leq C e^{-\lambda t}\|v\| \quad \forall v \in E_{N}^{u}, \quad \forall t>0,  \tag{1.12}\\
& \left.\frac{d \phi_{t}}{d t}\right|_{t=0} ^{(x)} \text { spans } E_{i k}^{c} \quad \forall x \in \mathrm{~A},
\end{align*}
$$

for some fixed $C>0, \lambda>1$. The one-dimensional "center" direction $E_{x}$ is tangent to the orbit itself at each point.

Definition 1.2.17 Let $X \subset A$ be a subset of a hyperbolic invariant set of a flow $\phi$, on $M$. Then the stable and unstable manafolds of $X$ in $M$ are given by

$$
\begin{align*}
& W^{s}(X)=\left\{y \in M: \lim _{t \rightarrow \infty}\left\|\phi_{t}(X)-\phi_{t}(y)\right\|=0\right\}  \tag{1.13}\\
& W^{u}(X)=\left\{y \in M: \lim _{t \rightarrow-\infty}\left\|\phi_{t}(X)-\phi_{t}(y)\right\|=0\right\} .
\end{align*}
$$

The local stable and unstable manifolds of a set $X$ are given by:

$$
\begin{align*}
W_{l o c}^{b}(X)= & \left\{y \in M: \lim _{t \rightarrow \infty}\left\|\phi_{t}(y)-\phi_{t}(X)\right\|=0\right. \\
& \text { and } \left.\left\|\phi_{t}(y)-\phi_{t}(X)\right\|<\epsilon \forall t \geq 0\right\}  \tag{1.14}\\
W_{l o c}^{z}(X)= & \left\{y \in M: \lim _{t \rightarrow-\infty}\left\|\phi_{t}(y)-\phi_{t}(X)\right\|=0\right. \\
& \text { and } \left.\left\|\phi_{t}(y)-\phi_{t}(X)\right\|<\epsilon \forall t \leq 0\right\},
\end{align*}
$$

For $\epsilon$ an "appropriately" small positive number.
Remark 1.2.18 Given $\gamma$ a periodic orbit for a flow $\phi_{t}$, the local stable and unstable manifolds can carry additional information. Consider the case where, say, $W_{\text {loc }}^{s}(\gamma)$ has dimension two: then, the local stable manifold is a ribbon containing $y$ as a core. This ribbon is homeomorphic to either an annulus or a Möbius band, yielding an untwisted or twisted periodic orbit respectively. We use such information in $\$ 3.1, \S 4.1$, and $\$ 5.3$.
Definition 1.2.19 Given a flow $\phi_{t}$ on $M$, a point $x \in M$ is chain-recurrent for $\phi$ if, for any $\epsilon>0$, there exists a sequence of points $\left\{x=x_{1}, x_{2}, \ldots, x_{n-1}, x_{n}=x\right\}$ and real numbers $\left\{t_{1}, t_{2}, \ldots, t_{n-1}\right\}$ such that $t_{i}>1$ and $\left\|\phi_{t_{i}}\left(x_{i}\right)-x_{i+1}\right\|<\epsilon$ for all $1 \leq t \leq n-1$. The chain-recurrent set, $R(\phi)$, is the set of all chain-recurrent points on $M$.

The Stable Manifold Theorem for flows is entirely analogous to Theorem 1.2.9, and Theorem 1.2.13 holds as stated for flows with hyperbolic chainrecurrent sets. The definitions of Morse-Smale and Smale flows follows with one modification: their chain-recurrent sets are one-dimensional, since these are flows. Hence, a Morse-Smale flow is a flow which has a finite number of hyperbolie fixed points and periodic orbits, all of whose stable and unstable manifolds intersect transversally: see Appendix A.

### 1.2.2 Symbolic dynamics

One of the most remarkable - and fortunate - properties of complicated hyperbolic invariant sets is the description they admit via symbolic dynamics. This theory has a long history, beginning with its use by Hadamard in describing closed geodesics [80], and continuing in the work of Morse [133, 134].

## Shifts and subshifts

Let $\alpha=\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}$ be an alphabet of $N$ letters. Denote by $\Sigma_{N}$ the space of bi-infinite symbol sequences in $\boldsymbol{\alpha}$ :

$$
\begin{equation*}
\Sigma_{N}=\left\{\ldots a_{-2} a_{-1}, a_{0} a_{1} a_{2} \ldots: a_{i} \in \boldsymbol{\alpha}, \forall i \in \mathbb{Z}\right\}=\boldsymbol{\alpha}^{\mathbb{Z}} \tag{1,15}
\end{equation*}
$$

Points in $\Sigma_{N}$ will be called itineraries. The space $\Sigma_{N}$ is given the product topology and can be endowed with a metric as follows. If $\mathbf{a}=\left(a_{i}\right)_{i=-\infty}^{\infty}$ and $\mathbf{b}=\left(b_{i}\right)_{i=-\infty}^{\infty}$ are itineraries, then the distance $d(\mathbf{a}, \mathbf{b})$ is

$$
d(\mathbf{a}, \mathbf{b})=\sum_{n=-\infty}^{\infty} \frac{\delta(n)}{2^{n \mid}}, \quad \text { where } \quad \delta(n)=\left\{\begin{array}{ll}
0 & : a_{n}=b_{n}  \tag{1.16}\\
1 & ; a_{n} \neq b_{n}
\end{array} .\right.
$$

Under this metric, points in $\Sigma_{N}$ are close when their symbol sequences agree on large blocks forwards and backwards from the "midpoint" $a_{0}$.

Define the shaft map $\sigma: \Sigma_{N} \rightarrow \Sigma_{N}$ as follows:

$$
\begin{equation*}
\sigma\left(\ldots, a_{-2} a_{-1} \cdot a_{0} a_{1} a_{2} \ldots\right)=\ldots, a_{-1} a_{0} \cdot a_{1} a_{2} a_{3} \ldots \tag{1,17}
\end{equation*}
$$

Under the product topology, the shift map $\sigma$ is a homeomorphism. The dynamical system $\left(\Sigma_{N}, \sigma\right)$ is called the full $N$-shift.

Given $\mathcal{A}$ an $N$ by $N$ matrix of zeros and ones, an itinerary $\mathbf{a}=\ldots a_{-1} \cdot a_{0} a_{1} \ldots$ is admissible with respect to $\mathcal{A}$ at $i$ if, for $a_{i} a_{i+1}=x_{j} x_{k}$ (where $j, k \in\{1,2, \ldots, N\}$ ), $\mathcal{A}(j, k)=1$. Any itinerary a which is admissible with respect to $\mathcal{A}$ at all $i$ is called admissible.

Definition 1.2.20 Given $A$ an $N$ by $N$ matrix in zeros and ones, the subshift of finite type associated with $\mathcal{A}$ is the dynamical system $\left(\Sigma_{\mathcal{A}}, \sigma\right)$, where $\Sigma_{\mathcal{A}} \subset \Sigma_{N}$ is the set of admissible itineraries and $\sigma$ is the shift map. The matrix $\mathcal{A}$ is known as the transition matrix for $\Sigma_{\mathcal{A}}$, since it specifies those transitions between symbols that are possible within a sequence.

Example 1.2.21 Consider the subshift of finite type associated with the transition matrix

$$
A=\left[\begin{array}{lll}
1 & 1 & 0  \tag{1.18}\\
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right]
$$

Then the system $\left(\Sigma_{\mathcal{A}}, \sigma\right)$ consists of all bi-infinite sequences in $\left\{x_{1}, x_{2}, x_{3}\right\}$ not containing $x_{1} x_{3}$ as a subword.

Remark 1.2.22 An alternative to Definition 1.2 .20 comes from graph theory. Let $\Gamma$ be a directed (oriented) finite graph with vertex set $v=\left\{v_{i}\right\}$ and edge set $e=\left\{e_{j}\right\}$, such that there exists at most one edge comnecting any ordered vertex pair in $v \times \psi$. Then the space of bi-infinite, continuous, directed paths in $\Gamma$ can be put in bijective correspondence with all bi-infinite symbol sequences in $\left\{p_{i}\right\}$ admissible with respect to a transition matrix,$A_{p}$, where $\mathcal{A}_{i j}(\hat{i}, j)=1$ if and only if there is a contimuous path from $v_{i}$ to $v_{j}$. Alternatively, directed paths in $\Gamma$ can also be represented by symbol sequences in the edge labels $\left\{e_{3}\right\}$, where the transition matrix. $A_{e}$ satisfies $\mathcal{A}_{e}(i, j)=1$ if and only if there the tip of the edge $e_{i}$ meets the tail of the edge $e_{j}$. In general, these matrices, $\mathcal{A}_{v}$ and $\mathcal{A}_{e}$. will differ. Thus, since the space of paths on $\Gamma$ is the same, we have shown the existence of different subshifts which are nevertheless conjugate: see Figure 1.13.


Figure 1.13: The vertex graph (left) and the edge graph (right) associated to the $2 \times 2$ matrix,$A$, where $A(i, j)=1$ for all $i, j$.

Symbolic dynamics and subshifts of finite type are very concrete - one can combinatorially determine all the periodic orbits, fixed points, etc. symbolically, On the other hand, given any bi-infinite "random" sequence of ones and twos, there is an orbit in the full 2 -shift whose dynamics precisely follows this sequence of $x_{1}$ 's and $x_{2}{ }^{\prime} s$; hence, these systems can encode complicated dynamics.

Our interest in symbolic dynamics lies in the fact that they capture the dynamies of hyperbolic invariant sets of maps.

Theorem 1.2.23 (Bowen [26]) Let $f: M \rightarrow M$ be a diffeomorphism with a hyperbolie chain-recurrent set $\mathcal{R}$ and $\Lambda \subset R$ a basic set. Then, there exists $a$ semiconjugacy $h: \Sigma_{\mathcal{A}} \rightarrow \mathrm{A}$ between A and a subshift of finite type. That is, $h$ is a continuous surjection with $h \sigma=f h$. If A is zero-dimensional then $h$ is a homeomorphasm; i.e., $h$ is a conjugacy.

For details of the proof of Theorem 1.2 .23 , see Bowen's work [26], or the reformulations in $[53,162]$. The essential tools for Theorem $1.2,23$ are rectangles and Markov partitions, both objects which will be of great use to us in Chapter 2.

Definition 1.2.24 For $f$ a diffeomorphism and $A$ a hyperbolic basic set, a closed (not-necessarily connected) set $R \subset A$ is a rectangle provided:

1. $W_{l o c}^{s}(x) \cap W_{l o c}^{z}(y) \in R$ is a single point for all $x, y \in R$; and
2. $\operatorname{int}(R)$ is dense in $R$.

Definition 1.2.25 Let $f$ be a diffeomorphism, $A$ a hyperbolic basic set for $f$, and $\Omega$ a finite collection of rectangles $R_{9}$. Let $W^{s}\left(x, R_{2}\right) \equiv W_{\text {loe }}^{s}(x) \cap R_{i}$ and $W^{\prime \prime}\left(x, R_{i}\right)=W_{\text {loc }}^{\prime 2}(x) \cap R_{i}$. Then $\Omega$ is a Markov partition for $f$ if:

1. $A=U_{i} R_{i}$;
2. $\operatorname{int}\left(R_{i}\right) \cap \operatorname{int}\left(R_{j}\right)=\emptyset ;$
3. for $x \in \operatorname{int}\left(R_{i}\right)$ and $f(x) \in \operatorname{int}\left(R_{j}\right)$,

$$
\left.f\left(W^{k}\left(x, R_{i}\right)\right) \subset W^{s}\left(f(x), R_{j}\right)\right), \quad W^{\prime \prime}\left(f(x), R_{j}\right) \subset f\left(W^{*}\left(x, R_{k}\right)\right),
$$

4. for $x \in \operatorname{int}\left(R_{i}\right) \cap f^{-1}\left(\operatorname{int}\left(R_{j}\right)\right)$,

$$
\begin{aligned}
\operatorname{int}\left(R_{j}\right) \cap f\left[W^{v}\left(x, \operatorname{int}\left(R_{i}\right)\right)\right] & =W^{*}\left(f(x), \operatorname{int}\left(R_{j}\right)\right) \\
\operatorname{int}\left(R_{y}\right) \cap f\left[\operatorname{int}\left(W^{s}\left(f(x), \operatorname{int}\left(R_{j}\right)\right)\right)\right] & =W^{s}\left(x, \operatorname{int}\left(R_{i}\right)\right)
\end{aligned}
$$

Condition 4 is excluded in many definitions; however, any partition satisfying the first three can be refined to have rectangles of arbitrarily small diameter, implying Condition 4 [153, Lemma 6.8].

Remark 1.2.26 Although rectangles are not necessarily connected, or even locally connected, they ean usually be thought of as disjoint rectangular simplices: see Example 1.2 .28 below and the proof of Lemma 2.2.5. A Markov partition gives rise to a subshift in the following manner: let $\left\{R_{i}\right\}_{1}^{N}$ be a Markov partition for a basic set $\Lambda$ of $f$ as above. Define the $N \times N$ matrix $A$ by

$$
A(i, j)=\left\{\begin{array}{ll}
1 ; & f\left(R_{i}\right) \cap R_{j} \neq \emptyset  \tag{1.19}\\
0: & f\left(R_{i}\right) \cap R_{j}=\emptyset
\end{array} .\right.
$$

Then, the content of Theorem 1.2 .23 is that the subshift of finite type $\left(\Sigma_{\mathcal{A}}, \sigma\right)$ is semiconjugate to $(\Lambda, f)$, and conjugate in the case when $\Lambda$ is zero-dimensional.

Remark 1.2.27 There exists an analogue of Theorem 1.2.23 for non-invertible maps. Let $\Sigma_{\mathcal{A}}^{+}$denote the space of semi-infinite symbol sequences admissible with respect to $A$. If we redefine the shift map as $\sigma:\left(a_{0} a_{1} a_{2} \ldots\right) \mapsto\left(a_{1} a_{2} \ldots\right)$, then the system $\left(\Sigma_{A}^{+}, \sigma\right)$ is a one-sided subshift of finite type. The analogue to Theorem 1.2.23 then holds for hyperbolic noninvertible maps and one-sided subshifts.

Example 1.2.28 (Smale's horseshoe) Consider a map $f: I \times I \rightarrow \mathbb{R}^{2}$ on the square given as in Figure 1.14. The map acts linearly on the horizontal strips labeled $H_{1}$ and $H_{2}$, stretching by a factor $\lambda^{*}>2 \mathrm{in}$ the vertical direction and compressing by $\lambda^{8}<\frac{1}{2}$ in the horizontal direction, while bending the entire square into a "horseshoe,"


Figure 1.14: The Smale horseshoe map.

Let $A$ denote the set of points in $I \times I$ which remain in $I \times I$ under all forwards and backwards iterates of $f$. This set is invariant and is contained in $H_{1} \cup H_{2}$. Because of the linear action on horizontal strips, the local stable manifold of a point $x \in A$ is a horizontal line segment passing through $x$. Similarly, the local unstable manifold of $x$ is a vertical line segment through $x$. It follows that $A$ is a closed hyperbolic invariant set for $f$.

It is left as an exercise for the reader to show that the intersection of $A$ with the (literal) rectangles $H_{1}$ and $H_{2}$ provides a Markov partition for $\left.f\right|_{A}$. Since $\Lambda$ is the cartesian product of two Cantor sets in the interval, it follows that $A$ is zero-dimensional and, via Theorem 1.2 .23 , has dynamics conjugate to the subshift of finite type induced by the Markov partition: in this case, the full 2 -shift. By writing down bi-infinite sequences of symbols, we can immediately conclude that there are, e.g., two fixed points, a countable infinity of periodic orbits, an uncountable mumber of nonperiodic orbits, and an orbit of $f$ dense in A.

Example 1.2 .28 is fundamental to the study of complicated dynamies, since it is perhaps the simplest example of a nontrivial hyperbolic set. Moreover, it occurs widely in dynamical systems modeling physically relevant processes, including Poincare maps for periodically forced oscillators (cf. [76] and $\$ 2.3 .2$ below). In subsequent chapters, we will consider the suspension of the horseshoe map $f$ and regard the periodic orbits as knots. Symbolic dynamies will then give us a language for describing these knots. To the readers unfamiliar with the horseshoe, we suggest that either (1) they consult a good reference for more
information (e.g.[153, 41, 76]); and/or (2) they complete the following exercises to strengthen understanding of this important example:

Exercise 1.2.29 Draw a picture of the second iterate of $f$, as well as its inverse; then, prove that $A$ is zero-dimensional.

Exercise 1.2.30 Describe the local stable and unstable manifolds of an itinerary in $\Sigma_{2}$ under $\sigma$. Give an example of a dense orbit for $\left(\Sigma_{2}, \sigma\right)$.

Exercise 1.2.31 Generalize the horseshoe map to a map which corresponds to the subshift of finite type given in Example 1.2.21.

As an indication of the fundamental nature of Example 1.2 .28 , as well as to prepare the way for future examples, we recall the Poincare-Birkhoff-Smale homoclinie Theorem. This theorem concerns the very important concept of homochnic orbits, originally due to Poincare $[146$, Vol. 3].

Definition 1.2.32 Given a map $f: M \rightarrow M$ (or, a flow $\phi_{z}$ on $M$ ) having a hyperbolic fixed point $p, p$ has a homochinic orbit if the intersection of the stable and unstable manifolds of $p$ is nonempty; i.e., $W^{*}(p) \cap W^{u}(p) \neq \emptyset$. In the case of a map, we distinguish between transverse homoclimic orbits, for which $T_{x} W^{\prime \prime}(p) \propto T_{x} W^{s}(p)=T_{x} M$ for all $x \in W^{s}(p) \cap W^{\prime \prime}(p)$, and nontransverse homoclinic orbits, for which this condition fails.

Theorem 1.2.33 (The Poincaré-Birkhoff-Smale Homoclinic Theorem $[146,18,164]$ ) Let $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be a diffeomorphism with $p$ a fixed point supporting a transverse homoclinic orbit. Then, for some $N>0, f^{N}$ contains a Smale horseshoe in a neighborhood of the homochnic orbit.

Remark 1.2.34 By "containing a horseshoe" we mean that there exists a compact invariant subset near the homoclimic orbit which is conjugate to the map of Example 1.2.28. Hence, from very general hypotheses one can apply symbolic dynamics to describe and understand complicated dynamics. This perspective will be of use in the remainder of this book as we seek to deseribe and understand knotted periodic orbits in flows.

## Topological entropy

The question arises which shifts or subshifts are equivalent up to conjugacy (cf. Remark 1.2 .22 ). While this problem was completely solved by Williams [191], an earlier result gave rise to an easily computable invariant known as topological entropy. The original definition of topological entropy for a map $f$ acting on a compact manifold $M$ considered the gropth rates of open covers of $M$ under the action of $f$. We will use an alternate definition due to Bowen [26].

Definition 1.2.35 Given $f: M \rightarrow M$ a diffeomorphism with compact invariant set $A$, an integer $n>0$, and a real number $\epsilon>0$, an ( $n, \epsilon$ )-separated set $S \subset A$ is a set for which any two distinct points $x$ and $y$ in $S$ satisfy $d\left(f^{k}(x), f^{k}(y)\right)>\epsilon$
for some $0 \leq k<n$. Define $s(n, \epsilon)$ to be the maximum eardinality of any ( $u, \epsilon$ )-separated subset of $A$. Then, the topological entropy of $f$ on $A$ is given as

$$
\begin{equation*}
h(f)=\lim _{\epsilon \rightarrow 0} \lim _{n \rightarrow \infty} \sup \frac{\log s(n, \epsilon)}{n} \tag{1.20}
\end{equation*}
$$

Definition 1.2 .35 is by no means transparent. An $(n, \epsilon)$-separated set is a collection of points which avoid one another (up tor ) within the initial segment of the orbit (up to $n$ iterates), On a compact manifold $M$, every such set must be finite. The entropy is thus the limit of the growth rate (in $n$ ) of the maximal number of orbits which separate, as we increase our sensitivity to separation $(\epsilon \rightarrow 0)$,

Part of the difficulty in understanding Definition 1.2 .35 is in ascertaining what topological entropy measures. In short, a map with positive entropy has a great deal of "activity" - the number of orbits which are separated under the action of $f$ grows at an exponential rate. This implies that both stretching (for separation) and folding (for compactness) actions are necessary for complicated dynamies, cf. Example 1.2.28. Alternatively, a map which has zero entropy (e.g., an isometry) would indicate a relatively small degree of complicated dynamics. A rough generalization is that positive topological entropy signals "chaotic" dynamies.

Remark 1.2.36 Two maps on compact spaces which are conjugate must have the same entropy, since the conjugacy is a uniformly contimuous homeomorphism which preserves $s(n, \epsilon)$ after a change of scale in $\epsilon$. Hence, topological entropy is a dynamical invariant. Topological entropy for flows is less well-defined: if we define the entropy of a flow to be the entropy of the time-one map, then we can at least distinguish zero-entropy from positive-entropy flows.

Calculating entropy is in general a difficult task: fortunately, the entropy of the shifts and subshifts of $\$ 1.2 .2$ are readily computed.

Theorem 1.2.37 Let $\Sigma_{\mathcal{A}}$ denote the subshift of finte type associated with the matrix 4 . Then the entropy of the shaft map $\sigma$ is the log of the spectral radius of 4 .

Theorem 1.2 .37 relies upon the Perron-Frobenius Theorem for matrices with positive entries $[143,60]$. A nice proof of Theorem 1.2 .37 can be found in [153].

Example 1.2.38 The entropy of the full 2 -shift is $\log (2)$, since the full 2 -shift has as transition matrix a $2 \times 2$ matrix with ones in each entry. Thus by Remark 1.2.36 we know that the Smale horseshoe map has entropy equal to $\log (2)$.

In the Appendix, we will use entropy to characterize knots and links, partitioning the set of links into zero-entropy and positive-entropy links.

### 1.2.3 Bifurcations and one-dimensional maps

We have thus far considered the case in which the dynamical system (or its chain-recurrent set) is hyperbolic. Now suppose we have a family of systems dependent upon a parameter $\mu \in \mathbb{R}^{n}$. By Theorem 1.2.14, as long as the system is hyperbolic, varying the parameter has no qualitative effect. However, if we specify merely that the system have the appropriate hyperbolic structure for a certain $\mu_{0}$, then varying the parameter $\mu$ may alter it drastically - fixed points, periodic orbits, and basic sets may appear or vanish in bifurcations.

We review the simplest types of bifurcations in order to provide a language with which to describe the creation of knotted orbits in parametrized families of three-dimensional flows in Chapter 4. For more complete expositions, see [39, 76]. The following three examples represent the simplest types of bifurcations which can be embedded in one-parameter families of one-dimensional maps:

Example 1.2.39 (saddle-node bifurcation) Let $f_{\mu}: \mathbb{R}^{1} \rightarrow \mathbb{R}^{1}$ be an otherwise generic map whose derivative satisfies $f_{0}^{\prime}(0)=1$ : e.g., $x \rightarrow x+\left(\mu-x^{2}\right)$. Then the bifurcation at $\mu=0$, in which two stable equilibria are created, is called a saddle node bifurcation. For $\mu<0$ there are no fixed points for $f$. As $\mu$ increases through zero, a pair of hyperbolic fixed points of opposite stability branches out from the origin.

Example 1.2.40 (pitchfork bifurcation) Although the saddle-node bifurcation is the generic one-parameter bifurcation for $f_{0}^{\prime}(0)=1$, other bifurcations are possible under specific restrictions on the class of maps considered. For instance, assume that $f: \mathbb{R}^{1} \rightarrow \mathbb{R}^{1}$ is generic in the class of maps which is invariant under the symmetry transformation $x \mapsto-x:$ e.g., $x \mapsto x+\left(\mu x-x^{3}\right)$. Then, by symmetry, the origin must be a fixed point for all $\mu$. In this case, there is a pitchfork bifurcation at $\mu=0$. For $\mu<0$, the origin is an isolated hyperbolic fixed point, As $\mu$ increases through zero, the origin changes stability and simultaneously sheds two fixed points, each acquiring the stability type the origin had for $\mu$ negative.

Example 1.2.41 (period-doubling bifurcation) Let $f_{m}: \mathbb{R}^{1} \rightarrow \mathbb{R}^{1}$ be a generic map whose derivative satisfies $f_{0}^{\prime}(0)=-1$ : e.g., $x \rightarrow-x-\mu x+x^{x}$. Then the bifurcation at $\mu=0$ is called a period-doubling bifurcation, since a period two orbit is created. For $\mu<0$ there is an isolated hyperbolic fixed point at the origin. As $\mu$ increases through zero, the origin changes stability and a period two orbit branches away from the origin.

Remark 1.2.42 The three examples above may come in different flavors: for example, the signs of the nonlinear terms may differ. Also, these examples are not confined to bifurcations of one-dimensional maps. Arbitrary maps can exhibit, e.g., a saddle-node bifurcation. This theory involves the construction of one-dimensional center manifolds, which capture the bifurcating orbits. See, for example, the introductory texts $[153,76,9,34]$.

Exercise 1.2.43 Given the three bifurcations of fixed points presented above, explain via Poincaré maps what happens to a periodic orbit in a flow which undergoes a saddle-node, pitchfork, or period-doubling bifurcation. Then, reconsider the statement at the beginning of this chapter, that a period-doubled orbit in a three-dimensional flow gives rise to a 2 -cable of the knot.

Examples 1.2.39 and 1.2.41 are codimension one bifurcations: they oecur stably for generic one-parameter families of maps. (In the absence of symmetry, the pitchfork bifurcation of Example 1.2.40 is of codimension two, since two conditions, one on the eigenvalue and one on the quadratic term (that it vanishes), must simultaneously be met.) There is a third important codimension one bifurcation:

Example 1.2.44 (Hopf bifurcation) The Hopf bifurcation for a periodic orbit involves a complex conjugate pair of eigenvalues for the linearized Poincaré map and thus can occur only for maps of dimension two or greater: The truncated normal form, analogons to the one-dimensional versions above, is most naturally expressed in polar coordinates:

$$
\begin{equation*}
\binom{r}{\theta} \stackrel{F_{H}}{\mapsto}\binom{r\left(1+\mu-r^{2}\right)}{\theta+\varphi+b r^{2}} \tag{1.21}
\end{equation*}
$$

the linearized mapping in cartesian form being

$$
F_{\mu}=(1+\mu)\left[\begin{array}{cc}
\cos \varphi & -\sin \varphi  \tag{1,22}\\
\sin \varphi & \cos \varphi
\end{array}\right]:
$$

a matrix with eigenvalues $\lambda, \bar{\lambda}=(1+\mu) e^{ \pm i \varphi}$, which rotates by the angle $\varphi$ and dilates by the factor $1+\mu$. It is easy to check that, for $\mu<0$, (1.21) has an isolated hyperbolic sink at the origin, from which an attracting invariant circle $r=\sqrt{\mu}$ bifurcates as $\mu$ increases through zero. On this circle, points are rigidly rotated through the angle $\varphi+b \mu$. When this quantity is rational $(\bmod 2 \pi)$ the invariant circle is filled with periodic points; when irrational, with dense, quasi-periodic orbits.

As the orbits created in a Hopf bifurcation lie on the boundary of a tubular neighborhood of the periodic orbit (that is, a torns), any periodic orbits are cables of the original knot: we return to this in Chapter 4.

When working with families of one-dimensional maps, the symbolic theory of subshifts in §1.2,2 can be used effectively to encode sequences of bifurcations as a parameter is varied. To do so, we must specify a coordinate system on symbol sequences induced by the one-dimensional map. These coordinates foreshadow a similar construct to be used for semiflows on branched two-manifolds having one-dimensional return maps. This kneading theory will be used in locating periodic orbits and determining their topological properties in later chapters.

To introduce the ideas, consider the two hyperbolic (expanding) maps defined on $I=[0,1] \subset \mathbb{R}$ of Figure 1.15. In both cases a Markov partition may be based


Figure 1.15: One dimensional maps: (a) the doubling map, $f_{D}$; (b) the tent map, $f_{T}$.
on the intervals $I_{1}=\left[0, \frac{1}{2}\right]$ and $I_{2}=\left[\frac{1}{2}, 1\right]$, exch of which is stretched across the entire interval $I$ by the map. Labeling the intervals $x_{1}$ and $x_{2}$ and appealing to Theorem 1.2.23, we have a semiconjugacy ${ }^{6}$ between $f_{D}$ (resp. $f_{T}$ ) and a full shift on two symbols, although here it is the one-sided shift working on semi-infinite sequences, since one can only iterate the maps forwards ( $c f$. Remark 1.2.27).

Under these semiconjugacies, a point $p \in I$ belonging to a periodic orbit of either map corresponds to a sequence formed of repeats of a finite word $\mathbf{a}_{p}=\left(a_{0} a_{1} \ldots, a_{K-1}\right)$, of length $K$ equal to the (least) period, in which the symbol $a_{j}$ takes the value $x_{1}$ (resp. $x_{2}$ ) if $f^{j}(p) \in I_{1}$ (resp. $I_{2}$ ). The itinerary formed by repeating a word $\mathbf{w}$ will be denoted $\mathbf{w}^{\infty \times}$.

To locate points within an orbit, or points of distinct orbits, we introduce the natural "left to right" lexicographical ordering $x_{1} \triangleleft x_{2}$. Here the two maps reveal a crucial difference. Since $f_{D}$ is orientation-preserving (both branches have positive slope), simple lexicographical ordering of the itineraries $\mathbf{a}_{n}^{\infty}$ and $\mathbf{a}_{4}^{\infty}$ will correctly determine the relative positions of the points $p, q \in I$. Essentially here we are comparing binary expansions of $p$ and $q$, with $x_{1}$ and $x_{2}$ playing the roles of 0 and 1 .

Example 1.2.45 Consider the points $p=\frac{1}{3}$ and $q=\frac{3}{7}$, whose orbits under $f_{D}$ are $\left\{\frac{1}{3}, \frac{2}{3}, \frac{1}{3}, \frac{2}{3}, \ldots\right\}$ and $\left\{\frac{3}{7}, \frac{6}{7}, \frac{5}{7}, \frac{3}{7}, \frac{6}{7}, \frac{5}{7}, \ldots\right\}$ respectively. The associated words are: $\mathbf{a}_{n}^{\infty}=\left\{x_{1} x_{2} x_{1} x_{2} \ldots\right\}$ and $\mathbf{a}_{4}^{\infty}=\left\{x_{1} x_{2} x_{2} x_{1} x_{2} x_{2} \ldots\right\}, \mathbf{a}_{n}^{\alpha}$ and $\mathbf{a}_{q}^{\alpha}$ first differ at the third symbol, and since $x_{1} \triangleleft x_{2}$, we see that $\mathbf{a}_{p}^{\infty} \triangleleft \mathbf{a}_{q}^{\infty}$, as required.

Turning to the map $f_{T}$, we note that orientation is reversed for points in $I_{2}$. To cope with this, we compare not simple itineraries, but invariant coordinates, defined as $\theta(\mathbf{a})=\theta_{1} \theta_{2} \ldots \theta_{n} \ldots$, where $\theta_{i}=a_{i}$ if the $x_{2}$-parity of $a_{1} a_{2} \ldots a_{i-1}$

[^4]is even, else $\theta_{i}=\hat{a}_{\hat{i}}$, where $\hat{x}_{2}=x_{1}$ and vice versh. Thus $\theta$ keeps track of how many visits to the orientation-reversing subinterval the orbit has made.

Example 1.2.46 Again take twa points, but now belonging to periodic orbits of $f_{T}: p=\frac{2}{5}$ and $q=\frac{2}{7}$. The associated words are again: $\mathbf{a}_{p}^{\infty}=\left(x_{1} x_{2}\right)^{\infty}$ and $\mathbf{a}_{q}^{\alpha}=\left(x_{1} x_{2}^{2}\right)^{\infty}$, but the invariant coordinates are:

$$
\begin{aligned}
& \theta\left(x_{1} x_{2}\right)^{\infty}=\left(x_{1} x_{2}^{2} x_{1}^{2} x_{2}\right)^{\infty} \\
& \theta\left(x_{1} x_{2}^{2}\right)^{\infty}=\left(x_{1} x_{2} x_{1}^{2} x_{2} x_{1}\right)^{\infty}
\end{aligned}
$$

We now correctly have $\theta\left(\mathbf{a}_{q}^{\infty}\right) \triangleleft \theta\left(\mathbf{a}_{n}^{\infty}\right)$.
Thus, extending the definition of $\theta$ appropriately for general multi-branch maps to count the number of visits to orientation-reversing subintervals, we have:

Proposition 1.2.47 (Milnor and Thurston [125]) Let $p$ and a be points on $I$ corresponding to words $\mathbf{a}_{n}^{\infty}$ and $\mathbf{a}_{q}^{\infty}$ respectively. Then $p<q \Leftrightarrow \theta\left(\mathbf{a}_{p}^{\infty}\right) \triangleleft \theta\left(\mathbf{a}_{q}^{\infty}\right)$.

We have described the theory for the special cases of piecewise linear maps, but it applies equally well to nonlinear maps; in fact one does not even need the slope to exceed 1 everywhere. If the slope does exceed one on each branch (the map is hyperbolic or expansive), and the subintervals $I_{j}$ are pairwise disjoint, then the semiconjugacy referred to above becomes a conjugacy.

We call a word a minamal if the invariant coordinate of $\mathbf{w}$ is minimal with respect to $\Delta$ in the invariant coordinates of the shift equivalence class, i.e, $\theta(\mathbf{a}) \leq \theta\left(\sigma^{i}(\mathbf{a})\right), \forall i$. In the kneading theory of one dimensional maps, the minimal word is also called the itinerary of the orbit. We now briefly review some ideas from this area; for details see [39].

That portion of one-dimensional kneading theory with which we will be concemed seeks to order points on the interval with respect to symbol sequences (as in Proposition 1.2.47) and also to explicitly determine bifureation sequences for unimodal maps of the type illustrated in Figure 1.16 , the canonical example of which is the cuadratic family:

$$
\begin{equation*}
f_{\mu}: x \mapsto \mu-x^{2} . \tag{1.23}
\end{equation*}
$$

Upon increasing $\mu$, the nonwandering set of $f_{\mu}$ changes from being empty for $\mu<-\frac{1}{4}$, to having a one-dimensional analogue of a hyperbolic horseshoe for $\mu>$ 2. This sequence of bifurcations involves numerous period-doubling and saddlenode bifurcations in an order which displays self-similarity: see [41, 198, 199]. Note that, for $\mu=2$, a homeomorphism on the interval $[-2,2]$ takes $f_{b}$ into $f_{T}$ [181], cf. $[76, \S 5.6]$.

The range of the map $f_{k}$ is determined by the orbit of the critical point $c_{s}$ which essentially determines the dynamies of the map. We assign to each periodic orbit of $f_{y}$ a word which allows us to order bifurcations, much as itineraries


Figure 1.16: Members of the quadratic family $f_{\mu}:$ (a) $\mu<-\frac{1}{4}$; (b) $\mu=-\frac{1}{4}$; (c) $\mu \in\left(-\frac{1}{4}, 2\right) ;(\mathrm{d}) \mu=2 ;$ (e) $\mu>2$.
and invariant coordinates permit the ordering of points on the interval $I$. Intuitively, this word, the kneading movariant $\nu(\mathbf{a})$, is the itinerary of the critical point $c$ for the $\mu$-value at which a point on the orbit a crosses over $c$. There are some technicalities regarding which orbits actually contain points that cross $c$ and whether they can be given an associated invariant. These details are unwieldy and largely unnecessary for our purposes: the diligent reader should consult [39, 41, 90].

Given a word $\mathbf{a}=a_{1} a_{2} \ldots a_{n}($ with $n \geq 3)$ one can associate such a sequence given by

$$
\begin{equation*}
\nu(\mathbf{a})=\theta\left(x_{1} x_{2}\left(a_{1} a_{2} \ldots a_{n-2} c x_{2}\right)^{\infty}\right), \tag{1.24}
\end{equation*}
$$

where $c=x_{2}$ if the $x_{2}$-parity of $a_{1} a_{2} \ldots a_{n-2}$ is even and $c=x_{1}$ if it is odd. The two period one orbits have kneading invariant $\nu\left(x_{1}\right)=\nu\left(x_{2}\right)=x_{1}^{\infty}$ and the single period two orbit has $\nu\left(x_{1} x_{2}\right)=\left(x_{1} x_{2}\right)^{\infty}$,

The important fact concerning kneading invariants and bifurcations of $f_{p}$ is:
Proposition 1.2.48 (Milnor and Thurston [125]) Let $a_{p}^{\infty}$ and $a_{q}^{\infty}$ be the mânimal words for periodic orbits of $f_{p}$ and let $\mu_{p}, \mu_{q}$ be the $\mu$-values at which these periodic orbits are created. Then, with $\Delta$ as before, $\nu\left(\mathbf{a}_{p}\right) \triangleleft \nu\left(\mathbf{a}_{q}\right) \Rightarrow \mu_{p}<\mu_{q}$.

Thus, for the quadratic map $f_{\mu}$, we may completely characterise "which comes first" in the orbit genealogy. As above, the theory works for a more general class of unimodal maps than $f_{m}$, the main requirement being that the maps have negative Schwarzian derivative $[163,39,76]$, implying that, for each $\mu$, there is at most one stable periodic orbit.

We have now sketched the requisite background material. In the chapters that follow, we will demonstrate how ideas from knots and links and dynamical systems theory can be drawn together. In doing so, we will be able both to answer questions in dynamical systems and bifurcation theory, and to discover new phenomena in low-dimensional topology.

## Chapter 2: Templates

We now proceed with our program to investigate the link of periodic orbits in a three-dimensional flow. In this chapter, we blend the two themes of Chapter 1, the study of knots, and the study of hyperbolic dynamics, to create a tool for analyzing knotted orbits of hyperbolic flows: the template. This important tool, whose origins lie within the work of R. F. Williams [192, 193], will be our primary instrument for examining periodic orhit links.

In $\S 2.1$ we review the natural role of branched one-manifolds as attractors, foreshadowing the concept of a template. In $\S 2.2$, we give a thorough treatment of the Template Theorem of Birman and Williams [24] and then apply this theorem in $\S 2.3$ to a variety of important three-dimensional flows. Finally, in $\S 2.4$, we construct a set of symbolic tools for describing and manipulating templates and the orbits that they carry.

First, we consider the example which motivated much of this work (cf. [193, p. 111]):

Example 2.0.1 Given a three dimensional flow, our main goal is to determine relationships between the link of periodic orbits (as a topological object) and the dynamics and bifurcations of the system. To proceed, we must be able to ascertain which types of knots and links a given flow supports. For a sufficiently complicated flow (e.g., on a basic set of dimension two), there exist a countable infinity of periodic orbits which fill up an attractor densely. In this case, even visualizing the flow may be a challenge.

The following set of ordinary differential equations (ODEs) is known as the Lorenz system [114]:

$$
\begin{align*}
\dot{x} & =10(y-x) \\
\dot{y} & =28 x-y-x z  \tag{2.1}\\
\dot{z} & =-\frac{8}{3} z+x y
\end{align*}
$$

A numerical integration of the system suggests an attractor: all orbits appear to collapse quickly onto a particular subset $\mathcal{L} \subset \mathbb{R}^{3}$, called the Lorenz attractor, The structure of this attractor is unusual: it appears to be two-dimensional, yet is not a manifold. Rather, the attractor $\mathcal{L}$ (illustrated in Figure 2.1) resembles a brunched two-manifold. Nevertheless, as Lorenz realized at the outset [114], it has mfinitely many sheets.

If we wish to understand the periodic orbits of this system, we need only consider those orbits which live on $\mathcal{L}$, since all other orbits appear to converge to $\mathcal{L}$, and hence none of them can be periodic. Thus, heuristically, we can reduce


Figure 2.1: The Lorenz attractor (computed via Ds Tool).
the dimension of our problem by one: we need only eonsider knotted orbits on a branched two-manifold. A template is just such a branched two-manifold which "supports" the periodic orbits of a flow. The theory of templates, which we treat in this chapter, is a rigorous method for applying this idea to general hyperbolic flows on three-manifolds.

### 2.1 Branched manifolds and attractors

In order to motivate the Template Theorem of Section $\$ 2,2$, we briefly describe the role of branched manifolds as attractors for hyperbolic systems. We begin with a diseussion of branched one-manifolds in the dynamies of two-dimensional maps before considering the role of branched two-manifolds, or templates, in the dynamics of three-dimensional flows.

Definition 2.1.1 A branched one-manifold is a topological space built locally from a finite number of branch point charts, as illustrated in Figure 2.2(a). Each chart has a finite number ( $\geq 1$ ) of arcs emanating from a branch point along both sides of a common tangent.

Example 2.1.2 The branched one-manifold of Figure 2.2(b) is known as the Plykin branched manifold, $\Gamma_{P}$.

Branched one-manifolds are a key tool for understanding cxpanding attractors for 2 -dimensional maps

(a)

(b)

Figure 2.2: (a) a branch point chart for a branched one-manifold; (b) the Plykin branched manifold, $\Gamma_{P}$.

Definition 2.1.3 For $f: M \rightarrow M$ a diffeomorphism, a set $\Lambda \subset M$ is an attractor if there exists a compact set $N \subset M$ such that $\mathrm{A}=\cap_{k=0}^{\infty} f^{k}(N)$ and A is contained in the chain-recurrent set $\mathcal{R}(f)$. If $\left.f\right|_{A}$ has a hyperbolie structure, then $\Lambda$ is a hyperbalic attractor. Finally, $\Lambda$ is an expanding attractor if it is hyperbolic and has topological dimension equal to the dimension of $E^{3}$, the unstable bundle.

Williams [192] considered the relationship between expanding attractors and branehed manifolds (in any dimension). For two-dimensional maps, the theory boils down to the following:

Theorem 2.1.4 (Williams [192]) Let $f: M \rightarrow M$ be a diffeomorphism on $a$ two-manifold $M$ with $\Lambda \subset M$ an expanding attractor. Then, there exists an embedded branched one-manifold $\Gamma \subset M$ and a noninvertible map $g: \Gamma \rightarrow \Gamma$ such that $\left.f\right|_{\mathrm{A}}$ is conjugate to the shift map on the inverse limit of $(\Gamma, g)$.

Definition 2.1.5 Given a map $g: X \rightarrow X$, the inverse limit, ${ }_{\text {lim }}^{\leftarrow}(X, g)$, is given as the space of all bi-infinite sequences $\left(\ldots, x_{-1}, x_{0}, x_{1}, \ldots\right)$, with $g\left(x_{k}\right)=x_{k+1+}$ The shift map associated to $\lim _{\leftarrow}^{\leftarrow}(X, g)$ takes each $x_{k}$ to $x_{k+1}$.

The structure of the expanding attractor $A$ in Theorem 2.1.4 is complicated - it is locally the product of $\mathbb{R}^{1}$ with a Cantor set [192]. However, the map $g: \Gamma \rightarrow \Gamma$ is more tractable: e.g., the edges of $\Gamma$ form a Markov partition for $g$. To understand the idea behind Theorem 2.1.4, and to provide an analogue for the Template Theorem of $\$ 2.2$, consider the following:

Example 2.1.6 Construct a map $f_{P}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ which has the action illustrated in Figure 2.3(a). There is a compact region $N \subset \mathbb{R}^{2}$ with three holes, each containing a source, and an additional source at "infinity." $N$ is foliated by line
segments and the action of $f_{P}$ takes $N$ into itself, respecting the foliation and contracting each segment by a unform amount, Hence, the segments are stable manifolds of $f_{P}$.


Figure 2.3: (a) The map $f_{P}$ acting on $N \subset \mathbb{R}^{2}$ yields the Plykin attractor; (b) The induced map on $\Gamma_{p}$.

The attractor $\Lambda_{p}$, is given as $\cap_{k} f_{p}^{k}(N)$ and is locally the product of a Cantor set with a one-dimensional local unstable manifold; since $\Lambda_{p}$ has topological dimension one (it has empty interior in $\mathbb{R}^{2}$ yet contains $W_{\text {loc }}^{z}(x)$ ), it is an expanding attractor. This attractor is called the Plykin attractor after [144]. To realize the associated branched one-manifold, collapse each component of $W^{8}(x) \cap N$ to a point. Since $f_{P}$ respects the foliation by stable manifolds, the induced map on the branched one-manifold, $g_{P}$, is well-defined. It is obvious from Figure 2.3(a) that the branched one-manifold is precisely the Plykin branched one-manifold $T_{p}$ of Example 2.1.2. The dynamics of $f_{P}$ is captured by the induced map $g_{P}$ which acts on $\Gamma_{P}$ as indicated in Figure 2.3(b).

Exercise 2.1.7 Construct the subshift of finite type associated with the Plykin attractor.

Example 2.1.6 is central to the theme of this chapter: under certain hyperbolicity conditions, Theorem 2.1,4 guarantees that an invariant set for a diffeomorphism on a two-manifold can be "replaced" by a non-invertible map on a branched one-manifold, preserving the essential dynamics. Furthermore, note that, in particular, periodic orbits of the diffeomorphism are treated with respect they are isotoped along the stable foliation. If we suspend the Plykin map $f_{P}$ and embed the flow in $\mathbb{R}^{3}$, periodic orbits become knots and links. The action of collapsing a stable foliation necessarily preserves individual knot and link types.

We will repeat this theme in the next section, substituting a three-dimensional flow for a two-dimensional diffeomorphism, and branched two-manifolds with
semiflows for branched one-manifolds with non-invertible maps. We will take the construction a step further in that we do not merely consider "attractors" in three dimensions.

Remark 2.1.8 There is a great deal more to the story of branehed manifolds and expanding attractors. In [192], it is shown that an expanding attractor for a diffeomorphism on an $n+1$-manifold is cojugate to the inverse limit of a diffeomorphism on a branched n-manifold, the higher-dimensional analogue of the branched one-manifolds. Several authors have extended or related results in dimensions one (see the literature on train tracks) and two (see the work of Christy [37]).

### 2.2 Templates and the Template Theorem

We now consider an appropriate generalization of the branched one-manifolds of $\S 2.1$ for three-dimensional flows, such as that associated with the Lorenz attractor of Example 2.0.1.

Definition 2.2.1 A template is a compact branched two-manifold with boundary and smooth expansive semiflow built locally from two types of charts: joining and splitting. Each chart, as illustrated in Figure 2.4, carries a semiflow, endowing the template with an expanding semiflow, and the gluing maps between charts must respect the semiflow and act linearly on the edges.


Figure 2.4: (a) a joining chart; (b) a splitting chart.

Definition 2.2.2 Consider a flowbox $I \times I$ having semiflow given by translation in the second coordinate. We define a joining chart as the quotient space ( $(I \times$ I) $\cup(I \times I)) /\left\{(x, y)=(x, y): y \leq \frac{1}{2}\right\}$ with the associated semiflow. Similarly, a splitting chart is defined as $I \times I$ minus the set $\left\{(x, y): x \in\left(\frac{1}{3}, \frac{2}{3}\right), y \in\left[0, \frac{1}{2}\right)\right\}$.

The joining chart of Figure 2.4(a) contains two incoming strips and one outgoing strip, all of which meet tangentially at the branch line. The splitting chart of Figure 2.4(b) turns one incoming strip into two outgoing strips as pictured. One builds a template by connecting the free ends of the outgoing strips to the free ends of the incoming strips between charts in a manner to be specified. Since the template must be compaet, there may be no "free" ends, and the total mumber of charts and strips in a template must be fimite.

Each chat has an inherited semiflow, by which we mean an irreversible flow (an action of $\mathbb{R}^{+}$) - a true flow is impossible since reversing the flow just below the branch line would violate uniqueness. The semiflow is overflowing in the sense that on the splitting charts, there is a gap in the strip through which the semiflow "spills over." Since we are concerned with periodic orbits of the semiflow (i.e., knots), we ignore orbits exiting the template.

We also require that each ghing map connecting the free edge of an outgoing strip to that of an incoming strip be linear. The semiflow as constructed is thus expansive in the sense that the noninvertible one-dimensional return maps for the semiflow induced by the branch lines are expansive maps (these return maps are also piecewise linear and hence uniformly hyperbolic). This being the case, the dynamics (up to conjugacy) are determined uniquely by the combinatorial description of the template in terms of charts and strips: there is no ambiguity in the semiflow.

Remark 2.2.3 Given a template decomposed into joining and splitting charts, we will often place it in a type of "normal form." For every splitting chart, there is a gap through which the semiflow overflows. Propagate this gap backwards in the semiflow until it reaches a branch line in a joining chart: see Figure 2.5. In this representation, each branch line has two incoming strips and $k \geq 1$ outgoing strips. We will often represent templates in this form, with the understanding that (after a small perturbation at the branch lines) they are actually built from joining and splitting charts.

The relationship between templates and links of periodic orbits in three dimensional flows is expressed in the Template Theorem of Birman and Williams. This important result is the primary tool for the remainer of this book.

Theorem 2.2.4 (The Template Theorem: Birman and Williams [24]) Given a flow $\phi_{t}$ on a three-manifold $M$ having a hyperbolic chain-recurrent set, the link of periodic orbits $L_{\phi}$ is in bijective correspondence with the link of periodic orbits $L_{\mathcal{T}}$ on a particular embedded template $T \subset M$ (wath $L_{\mathcal{T}}$ containing at most two extraneous orbits). On any finite sublink, this correspondence is via ambient isotopy.


Figure 2.5: By propagating gaps backwards, one obtains a normal form for a template.

Although a proof of Theorem 2.2.4 appears in [24], we include a proof for completeness, as the methods will be of use later.

Proof: Let $\mathcal{R}$ denote the chain-recurrent set of the flow on $M$. By Theorem $1,2.13, R$ decomposes into a finite number of basic sets $\mathcal{B}_{3}$. The proof depends upon the dimension of each basic set $\mathcal{B}$. Of course, if $\operatorname{dim}(\mathcal{B})=0$, there are no periodic orbits and the result is trivially true. We treat the eases $\operatorname{dim}(\mathcal{B})=1$ and $\operatorname{dim}(\mathcal{B})>1$ in the following subsections:

### 2.2.1 Case 1: a Markov flowbox neighborhood

Assume that $\operatorname{dim}(\mathcal{B})=1$. If we could construct a Poincare section to the flow on $\mathcal{B}$, then Bowen's theorem on subshifts of finite type (Theorem $1,2,23$ ) would imply that $B$ is conjugate to a suspended subshift of fimite type. Bowen [25] and Bowen and Walters [28] have considered this situation, and have shown that such a cross-section does exist, and can be taken to be a finite union of disjoint dises, $\left\{\Delta_{i}\right\}_{i=1}^{N}$.

Our strategy (first used in [24]) is to use the properties of rectangles (Defimition 1.2.24) and Markov partitions (Definition 1.2.25) to construct a special neighborhood of $B$ in $M$.
Step 1: rectangular rectangles
Let $\Delta \equiv U_{i} \Delta_{i}$ be a collection of embedded dises in $M$ which forms the aforementioned eross-section to $\mathcal{B}$. By Theorem $1.2 .23, \Delta \cap \mathcal{B}$ is a Cantor set with a Markov partition. Let $\Omega \equiv U_{j} R_{j}$ be the rectangles of the Markov partition (see Definition 1.2.24), and let $\tau: \Omega \rightarrow \Omega$ be the Poincaré return map (a homeomorphism). Note: since $\Delta \cap \mathcal{B}$ is a Cantor set, one may effectively ignore the
role of "int" in Definition 1.2 .25 . We wish to show that these rectangles may be considered as the intersection of $\mathcal{B}$ with two-dimensional (literal) rectangles in the coordinates defined by local stable and unstable manifolds.

Following $[24, \mathrm{p} .14]$, for $x \in R_{j}$ choose the segment $I^{8}(x) \subset W_{\text {loc }}^{8}(x)$ such that its boundary lies in $R_{j}$ and such that it is the maximal such segment under inclusion. Choose $I^{*}(x) \subset W_{\text {loc }}^{2}(x)$ likewise and consider the set

$$
\begin{equation*}
G_{j}=\bigcup_{x \in R_{j}} I^{s}(x) \cup I^{u}(x) . \tag{2.2}
\end{equation*}
$$

From Definition 1.2.24, one can show that $R_{j} \subset \Delta$ is the cartesian product $W^{s}\left(x, R_{j}\right) \times W^{u}\left(x, R_{j}\right)$, Hence, $G_{j}$ is a rectangular "grid" bounding a twodimensional disc $H_{j}$ which must be homeomorphic to $I \times I$ : a two-dimensional "rectangle." We will refer to the dises $H_{3}$ as handles [53], and denote their umion $H$.

Lemma 2.2.5 The handles $H_{j}$ are pairuise disjoint.
Proof: Since we may refine the Markov partition $\Omega$ to have rectangles of arbitrarily small diameter (see Definition 1.2 .25 ), it remains to show that the rectangles $R_{4}$ are separated (as sets) by a nonzero distance. However, since the zero-dimensional sets $R_{k}$ have no boundary in $\Omega$, every $x \in R_{7}$ is in its interior, and must be bounded away from any other $R_{j}$ by Condition 2 of Definition 1.2 .25 and the fact that rectangles are closed.

Step 2: the action of $\tau$ on the handles
Extend the return map $\tau$ to the handles $H$. Although not well-defined everywhere, $\tau$ is still a homeomorphism on a neighborhood of $\Omega \subset H$.

Lemma 2.2.6 If $\tau\left(H_{i}\right) \cap H_{j} \neq \emptyset$, then $\tau\left(H_{i}\right)$ stretches completely across $H_{y}$ in the unstable direction, and $\tau^{-1}\left(H_{j}\right)$ stretches completely across $H_{i}$ in the stable direction. Furthermore, $\tau\left(H_{i}\right) \cap H_{j}$ has at most one connected component.

Proof: By Condition 3 of Definition 1.2.25, $\tau\left(W^{\prime \prime}\left(x, R_{i}\right)\right) \supset W^{\prime \prime}\left(\tau(x), R_{j}\right)$ for $x \in R_{i}$. Reverse the flow direction to show the analogous result for stable manifolds. Finally, assume that $\tau\left(H_{i}\right) \cap H_{j}$ has two components. Then, for $x \in H_{i}$ $\tau\left(I^{z}(x)\right) \not \subset I^{\prime \prime}(\tau(x))$, in violation of Condition 4 of Definition 1.2.25.

Let $A$ be the square matrix with each entry $A(i, j)$ equal to the geometric intersection number of $\tau\left(H_{i}\right)$ with $H_{j}$. By Lemma 2.2.6, this number is either zero or one, and $\mathcal{A}$ is the transition matrix for the Markov partition $\Omega$.
Step 3: a Markov flowbox neighborhood
By flowing the handles $H_{i}$ forwards and backwards in time, we construct a flowbox neighborhood $N(B)$ for the handle set which appears as in Figure 2.6(a): there are a finite number of incoming and outgoing flowboxes near each $H_{i}$.

Consider the transition matrix. $A$ : the $i$ th row of $A$ records which handles $H_{i}$ flows to. Thus, there are $\sum_{j} A(i, j)$ components of $\tau^{-1}(H) \cap H_{i}$. By Lemmad


Figure 2.6: A Markov flowbox neighborhood of the zero-dimensional basic set.
2.2.6, each of these components stretches completely across $H_{i}$ in the stable direction. Hence, there are $\sum_{j} A(i, j)$ outgoing flowboxes connected to $H_{i}$. By reversing the time direction and applying the same argument, one shows that there are $\sum_{j} \mathcal{A}(j, i)$ incoming flowboxes connected to $H_{i}$ and stretching in the unstable direction. Since $\tau$ is a homeomorphism on $\Omega$ and $\Omega$ intersects the boundary of each handle $H_{4}$, the flow boxes must "ine-up" along the edges as in Figure 2.6(a).

Finally, we enlarge the flowbox neighborhood $N(B)$ slightly to have the form of Figure 2.6(b): a small perturbation is all that is required. This is done to fit the joining and splitting chart requirements in Definition 2.2.1.

Lemma 2.2.7 The periodic orbits of $\phi$ are in bujective isotopic correspondence with those in an embedded template $\mathcal{T} \subset M$.

Proof: Given the Markov flowbox neighborhood of $N(B)$ constructed above, one "crushes" a stable foliation as in Example 2.1.6 to obtain a branched manifold. Specifically, form the quotient space given by identifying all points on $W^{s}(x) \cap N(B)$, for $x \in \mathcal{B}$. The effect of the collapse on the flowbox neighborhood is to take it to a collection of joining and splitting charts as per Definition 2.2.1 and Figure 2.4. The collapsing procedure may be done smoothly, yielding an ambient isotopy on finite links of periodic orbits.

This completes the proof of Theorem $2,2.4$ in the case of a one-dimensional basic set. In this case, there are no "exceptiona" orbits, as in the statement of Theorem 2.2.4 - the knots and (finite) links are in bijective isotopic correspondence.

Remark 2.2.8 Let us reformulate what we have done in terms of the symbolic dynamies. The flow restricted to the one-dimensional basic set $\mathcal{B}$ is conjugate
to a suspended subshift of finite type. That is, any orbit can be put in 1:1 correspondence with a bi-infinte symbol sequence in $\Sigma_{\mathcal{A}}$, where $A$ is the transition matrix for the subshift. In collapsing out the strong stable foliation, we are identifying orbits which asymptotically converge in forwards time. This has the effect of ignoring the past; hence, the template construction "chops off" the left half of every symbol sequence (the past), leaving a one-sided symbol sequence (the future). In particular, periodic orbits, whose pasts and futures coincide, are unaffected by this procedure. Orbits on a template ean thus be put in bijective correspondence with a one-sided subshift of finite type (cf. Remark 1,2,27). We will return to this idea and consider it carefully in Section 2.4.

Exercise 2.2.9 Deseribe what happens, topologically and symbolically, when one collapses out an unstable foliation instead of a stable one. Does this always/necessarily yield the "same" template?

### 2.2.2 Case 2: the DA

Assume $\operatorname{dim}(B)>1$. We reduce this scenario to that of Case 1 by a procedure known as the $D A$, or, derived from Anosov. This modifieation to a flow is originally due to Smale [165], and has been explicitly described by Robinson [153], Franks and Bobinson [57, Appendix], and Williams [190]. Synonymous terms for this construction include Smale surgery and orbit splitting. Our ultimate goal is, as in Case 1 , to collapse $M$ by identifying orbits in a strong stable foliation. But we cannot always do so directly:

Example 2.2.10 Let $f: T^{2} \rightarrow T^{2}$ be the hyperbolic toral map of Example 1.2 .7 and let $\phi_{t}$ be the suspension flow associated with $f$. This is flow on the compact three-manifold $T^{2} \times I /(x, 0) \sim(f(x), 1)$, which is not $T^{3}$ since $f$ is not isotopic to the identity map. This flow has a hyperbolic chain-recurrent set; however, the dimension of the [unique] basic set is three (recall that typical orbits of $f$ cover $T^{2}$ densely). If one nevertheless collapses each stable manifold to a point, the resulting space is not a template. Recall from Example 1.2.7 that stable manifolds of points under $f$ wind about on $T^{2}$ densely. This implies that for the flow $\phi_{t}$, the stable manifold of any point is arbitrarily close to that of any other point; hence, collapsing stable manifolds for this flow yields a non-Hausdorff space - certainly not the desired object.

The DA construction resolves this problem by first opening up a "hole" in $M$ and separating the invariant manifolds.

Assume $\operatorname{dim}(\mathcal{B})=3$, and consider a closed orbit $\gamma$ along with a small tubular neighborhood $N_{\epsilon} \equiv N_{\epsilon}(\gamma)$ of diameter $\epsilon$. We will modify the flow $\phi_{t}$ on $N_{\epsilon}$ as follows. For each $x \in \gamma$, let $\left[e^{*}, e^{n}, e^{c}\right](x)$ be the coordinate frame based at the point $x$ spanning the stable, unstable, and center directions (this is umiquely defined by the definition of hyperbolicity and by the Stable Manifold Theorem). For sufficiently small $\epsilon$, the local planes spanned by $e^{8}$ and $e^{*}$ foliate $N_{6}$ with
meridional dises. Consider the vector field $X$, given by:

$$
X(x)=\left\{\begin{array}{cl}
\left(x_{s}, 0,0\right) & x=\left(x_{s}, x_{i}, x_{c}\right) \in N_{e}  \tag{2.3}\\
0 & x \notin N_{\epsilon}
\end{array}\right.
$$

The DA flow, $\phi_{t}^{D A}$, is defined to be the flow generated by the vector field

$$
\begin{equation*}
\frac{d \phi^{D A}}{d t}=\frac{d \phi}{d t}+\kappa X \tag{2.4}
\end{equation*}
$$

for some $\kappa>0$. The effect of adding $\kappa X$ is to "push out" the flow along the local stable manifold of $\gamma$. For very small $\kappa$, there is no qualitative change in the flow. But for $\kappa$ larger than the contraction rate for the stable manifold of $\gamma$, the flow is altered.

Lemma 2.2.11 For appropriate choice of increasing $\kappa$, $\gamma$ bifureates from a saddle-type orbit to a source along with one or two additional saddle-type orbats in a small tubular neighborhood of $\gamma$.

Proof: Consider a local cross section II for the flow, transverse to $\gamma$. Then, for $\kappa=0, \gamma$ is a fixed point under the induced retum map. Consider further the cross section given by $I=W_{\text {loc }}^{s}(\gamma) \cap \Pi$ for $I$ sufficiently long; this induces a hyperbolic return map $r$ on the one-dimensional segment $I$. For $\kappa=0$, the return map on $I$ is a contraction by some factor $0<\lambda<1$ (cf. Theorem 1,2.9). Also, $r$ may be orientation preserving or reversing, depending upon the orientation of the stable bundle $E^{s}$ of $\gamma$.

Regard $I$ as the interval $[-1,1]$ with the fixed point corresponding to $\gamma$ at the origin. Then, for $\kappa=0$, the return map is conjugate to $x \rightarrow \pm \lambda x$, depending on whether the map is orientation preserving $(+)$ or reversing $(-)$. Increasing $\kappa$ has the effect of changing the map on a small neighborhood of the origin, increasing the slope (in absolute value). At a certain $\kappa_{*}>0$, there is a bifureation when the slope at 0 is $\pm 1$ (cf. $\S 1.2 .3$ ). When $r$ is orientation preserving, a pitchfork bifureation occurs, since there is a symmetry $x \mapsto-x$ imposed. In this case, two new periodic orbits, $\gamma^{\prime}$ and $\gamma^{\prime \prime}$, are created, each isotopic to $\gamma$ (though perhaps linked). In the nonorientable case, a period-doubling bifurcation occurs, creating a single orbit $\gamma^{\prime}$, isotopic to the twisted double of $\gamma$ : see Figure 2.7. Each of the new orbits $\gamma^{\prime}$ and $\gamma^{\prime \prime}$ are of saddle-type, and $\gamma$ has become a source (as per the description of §1.2.3).

Versions of the following proposition appear in $[165,153,190,57]$. ${ }^{1}$
Proposition 2.2.12 Let $A$ denote the complement of $W^{*}(\gamma)$ for the DA flow $\phi_{t}^{D A}$ on $\mathcal{B}$. Then $A$ is a hyperbolic expanding attractor.
Proof: By definition,

$$
\begin{equation*}
W^{u v}(\gamma)=\bigcup_{t>0} \phi_{t}^{D A}\left(W_{l o c}^{u}(\gamma)\right) ; \tag{2.5}
\end{equation*}
$$

[^5]

Figure 2.7: Orbit splitting creates one or two new saddle-type orbits.
hence, $\phi_{t}^{D A}\left(W_{\text {loc }}^{\text {z }}(\gamma)\right) \supset W_{\text {loc }}^{\text {it }}(\gamma)$ for $t>0$ and the complement $\mathcal{B} \backslash W_{\text {loc }}^{\text {ic }}(\gamma)$ is a positively invariant region for the flow. This implies that

$$
\begin{equation*}
A=\bigcap_{\gg 0}{\phi_{t}^{D A}}^{D}\left(M \backslash W_{l o c}^{y_{t}}(\gamma)\right) \tag{2.6}
\end{equation*}
$$

is an attractor. To show that $\Lambda$ is hyperbolic, note first that from Equation (2.3), stable manifolds are preserved by the construction (except that of $\gamma$, of course); hence, the stable bundle $E^{8}$ on $A$ under $\phi_{t}^{D A}$ is precisely that of the original flow $\phi_{4}$. Although the DA perturbation to $\phi_{4}$ disrupts the unstable bundle, $E^{*}$, it does so gently. To produce an unstable bundle on $A$, it suffices to construct cones in $T M_{x}$, for $x \in A$, whose sides are estimated from the effect of the DA perturbation on the unstable bundle of the original flow dr. Upon iteration, these cones converge to the new unstable bundle $E^{*}$. This is a procedure familiar to dynamicists: accounts and examples appear in [135, 76].

To show that $\Lambda$ is expanding (recalling Definition 2.1.3), we first show that the complement, $W^{* \prime}(\gamma)$, is dense in $\mathcal{B}$. Pick $\xi \in \mathcal{B}$. We claim that $W^{s}(\xi)$, the strong stable manifold of $\xi$ under $\phi_{\psi}$, is dense in $B$. Since $B$ is a basic set, Theorem 1.2 .23 states that there is a Markov partition for a cross-section of $B$ with a continuous surjection from the subshift of finite type to the cross section of $B$. Hence, using the same trick as in Exercise 1.2 .30 , we can construct a symbolie stable manifold of $\xi$ whose backwards orbit is dense in symbol-space. Then, since the map to $B$ is a surjection, the stable manifold is dense.

However, the DA perturbation leaves the stable bundle invariant, so the stable manifold of $\xi$ under ${\sigma_{t}^{D A}}^{D s}$ also dense in $\mathcal{B}$. Choose $x \in \Lambda$ and $N_{x}$ a small neighborhood in $\mathcal{B}$. Any $y \in N_{x} \cap W^{*}(\xi)$ flows by $\phi_{t}^{D A}$ arbitrarily close to any point in $\mathcal{B}$ in backwards time; However, this implies that $\dot{\phi}_{-t}^{D A}(y)$ intersects
$W^{\prime \prime}(\gamma)$ in the DA flow for $t$ suffieiently large, since $W^{\prime \prime}(\gamma)$ contains a tubular neighborhood of $\gamma$, Since $W^{*}(\gamma)$ is invariant under the flow, $y \in W^{*}(\gamma)$, which is thus arbitrarily close to $x \in A$.

As such, $W^{u}(\gamma)$ is dense in the three-dimensional basic set $\mathcal{B}$, so $\operatorname{dim}(\Lambda) \leq 2$, Consider the periodic orbit $\gamma^{2}$. Since it is not in $W^{*}(\gamma)$, it must be a subset of $A$. Since $A$ is an attractor, a small compact neighborhood $N_{A}$ can be chosen which is forward invariant. Since $\gamma^{\prime} \subset A$, it follows that $W_{\text {toc }}^{u}\left(\gamma^{\prime}\right) \subset N_{A}$. By defintion, $A$ is the intersection of the forward flow of $N_{A}$ : thus, as the forward flow of $W_{l o c}^{M}\left(\gamma^{\prime}\right)$ is the invariant manifold $W^{a}\left(\gamma^{\prime}\right)$, it follows that $W^{\prime \prime}\left(\gamma^{\prime}\right) \subset \Lambda$. Since $W_{\text {loc }}^{\varepsilon}\left(\gamma^{\prime}\right)$ is of topological dimension two, so is $A$.

Lemma 2.2.13 With the exception of the addational orbits $\gamma^{\prime}$ and $\gamma^{\prime t}$, the periadic orbits of $\phi_{t}$ and those of $\phi_{t}^{D A}$ are in biyective isotopic correspondence.

Proof: Let $\phi_{t}^{\epsilon}$ denote the DA flow for a fixed tubular neighborhood $N_{e}$ of $\gamma$ with diameter $\epsilon>0$. Shrink $\epsilon$ contimuously and consider the 1 -parameter family of flows $\phi_{t}$ as $\epsilon \rightarrow 0$. For each sufficiently small $\epsilon>0$, the invariant set $\Lambda_{\epsilon}$ is hyperbolic. Hence, all the DA flows on $\Lambda_{\epsilon}$ for (small) $\epsilon>0$ are topologically conjugate, and the 1 -parameter family of homeomorphisms gives an isotopy between their periodic orbit sets. Since the DA flow is a modification of the original $\phi_{4}$ on the tubular neighborhood $N_{e}$, those periodic orbits which do not intersect $N_{e}$ are identical, and hence isotopic. As $\epsilon \rightarrow 0$, every periodic orbit of $\phi_{\varepsilon}$ eventually falls out of $N_{e}$ except $\gamma$, which is replaced in the DA by $\gamma, \gamma^{\prime}$, and (if necessary) $\gamma^{\prime \prime}$.

Remark 2.2.14 By performing a DA splitting along $\gamma$, we have created one or two new orbits and reduced the topologieal dimension of our basic set to two. It is remarkable that a small perturbation to an Anosov flow can reduce the dimension of the basic set. One can picture this as follows: consider $W^{* *}(\gamma)$ for the Anosov flow $\phi_{t}$. This invariant manifold runs through $M$ densely. After the DA perturbation, the creation of a source and two orbits $\gamma^{\prime}$ and $\gamma^{\prime \prime}$ may be thought of as "splitting" what was $W^{*}(\gamma)$ into a "thick" unstable manifold bounded by $W^{a x}\left(\gamma^{\prime}\right)$ and $W^{z t}\left(\gamma^{\prime \prime}\right)$. Thus, like thickening the rational points of an interval to obtain a Cantor set in the complement, the complement of $W^{*}(\gamma)$ in the DA flow is an attractor which is locally the product of $D^{2} \times C$, where $C$ is a Cantor set.

Remark 2.2.15 From the work of Williams on expanding attractors [192], it follows that the attractor A is transitive: a basic set.

We may attain our goal of reducing the dimension of the basie set to one by performing another splitting on another closed orbit. Suppose $A$ is a basie set of dimension two. Since $A$ is two dimensional and hyperbolic and $M$ threedimensional, the stable, unstable, and center bundles must each be of dimension one. Since $\Delta$ must contain the center bundle, it must also contain either the
stable or unstable bundle, leaving only the remaining direction. Hence, $\Lambda$ is either an attractor or a repellor.

Assume $A$ is a repellor (this is the opposite of what one obtains from a DA on a three-dimensional basic set, but one may reverse time and so obtain a repellor). Then, as before, choose a closed orbit $\hat{y}$ (if applicable, one of the "new" orbits obtained from the DA would do nicely) and modify the flow on a small neighborhood as in Equations (2.3) and (2.4). As before, this creates one or two new saddle-type orbits in the new basie set, $\hat{\gamma}^{\prime}$ and $\hat{\gamma}^{\prime \prime}$, while changing $\hat{\gamma}$ to a source.

Let $\hat{A}$ denote the complement of $W^{*}(\hat{\gamma})$ in $\Lambda$. The arguments of Proposition 2.2.12 carty over almost verbatim to show that $\hat{A}$ is a basic set of dimension one. The steps proceed as follows, with details as in Proposition 2.2.12;

1. $\hat{A}$ is hyperbolic: orbit splitting leaves stable bundles invariant - estimate unstable bundles via cones.
2. $W^{\text {th }}(\hat{\gamma})$ is dense in $\bar{\Lambda}$ : arguing as in Proposition 2.2.12.
3. $\operatorname{dim} \hat{\Lambda}=1$; since $W^{h}(\hat{\gamma})$ is dense in the two-dimensional $\Lambda, \operatorname{dim} \hat{\Lambda} \leq 1$, but $\hat{A}$ contains one-dimensional flowlines.

Also, as in Lemma 2.2.13, the periodic orbit set is unchanged except for the additional orbits $\hat{\gamma}^{\prime}$ and $\hat{\gamma}^{n}$ since we modify the flow on an arbitrarily small neighborhood of an orbit.

Proof of Theorem 2.2.4: After at most two orbit splittings, one may reduce the basic set $\mathcal{B}$ to the one-dimensional Case (1); then, by collapsing out a strong stable foliation, the desired template is obtained.

Remark 2.2.16 In the case of the orbit splitting involved in the DA construetion, one begins with a knot $\gamma$ and replaces it with either two isotopic copies of itself (perhaps linked), or with a "doubled" knot (perhaps twisted), Since there are at most two orbit splittings, there are at most two extraneous knots in the template which do not correspond to closed orbits in the original flow. Note, however, that any closed orbit is suitable for splitting; different choices may yield ostensibly different templates.

Remark 2.2.17 A version of Theorem 2.2 .4 in higher dimensions would be desirable. There are impassable obstructions to this, not the least of which is the fact that knotting and linking of orbits in dimensions higher than three is nonexistant. In addition, the orbit-splitting procedure is more dramatic in higher dimensions, where, instead of creating one or two additional orbits (an $S^{1}$ bundle over $S^{0}$ ), an entire $S^{1}$ bundle over $S^{k}$ is created in dimension $k+3$. Of course, under umusual circumstances, a high-dimensional flow contains global strongly contracting directions which allow one to first reduce to a three-dimensional flow and then proceed as usual; however, the original flow is not then essentially high dimensional.

Remark 2.2.18 Several authors have used branched two-manifolds of a slightly different form than the templates of this chapter - these are closed (boundaryless) branched two-manifolds. The definition in terms of charts is slightly different (see $[192,37]$ ), but a closed branched two-manifold can usually be transformed into a template via splitting along a finite number of orbits. These branched manifolds have been used to characterize hyperbolie attractors in flows [192, 37] as well as to eapture incompressible surfaces in three-manifolds $[82,48,61]$.

### 2.3 Examples and applications

In this section, we present a collection of examples of templates, along with typical situations in which one may use templates to eapture the periodic orbits in a flow or a portion of a flow. The following subsections include a variety of topies, from ODEs to fibred 3 -manifolds to time series. Though we will refer back to several of these examples in subsequent chapters, the reader may skip or skim the following without serious loss of continuity.

### 2.3.1 The Lorenz-like templates

Example 2.3.1 (Lorenz-like templates) The simplest examples of templates are those formed from a single branch line chart with two strips: the Lorenz-lake templates. For $m, n \in \mathbb{Z}$, denote by $\mathcal{L}(m, n)$ the template pictured in Figure $2.8(a)$. The two unknotted, unlinked strips have $m$ and $n$ signed half-twists respectively.


Figure 2.8: (a) The Lorenz-like template $\mathcal{L}(m, n)$; (b) the Lorenz template $\mathcal{L}(0,0)$; (c) the horseshoe template $\mathcal{L}(0,1)=\mathcal{H}$.

Example 2.3.2 The Lorenz template, $\mathcal{L}(0,0)$, is pictured in Figure 2.8(b). This template is an idealization of the attractor for Equation (2.1) in Example 2.0.1. The link of periodic orbits supported on $\mathcal{L}(0,0)$ has a number of interesting properties, as shown by Birman and Williams [23]. We list some of these properties here and refer the reader to [23] and [195] for proofs.

Theorem 2.3.3 (Birman and Williams [23], Williams, [195]) Let $L$ be a link of $\mu \geq 1$ components on $\mathcal{L}(0,0)$. Then $L$ is a positive braid and also a fibred link (see Definition 2.2.10). Every component of L is prime. Every torus knot lives on $\mathcal{L}(0,0)$.

Example 2.3.4 (the horseshoe template) The horseshoe template, $\mathcal{H}$, is isotopic to the Lorenz-like template $\mathcal{L}(0,1)$ of Example 2.3.1. However, the method of obtaining this template from Smale's horseshoe map (Example 1.2.28) is crucial.

Recall from Example 1.2 .28 that the standard horseshoe map $f$ acts on a square $I^{2} \subset \mathbb{R}^{2}$, depicted in Figure 2.9. Suspending $f$ yields a flow on a mapping torus $I^{2} \times S^{1}$. Embedding this flow into $\mathbb{R}^{3}$ in the "standard" way (no additional twists) yields a well-defined suspension flow as depicted in Figure 2.9. Since $f$ is hyperbolic, the conditions of Theorem 2.2.4 are satisfied and we may obtain a template, $\mathcal{H}$.


Figure 2.9: The embedded suspension of the Smale horseshoe map may be collapsed to form the horseshoe template $\mathcal{H}$.

The map $f$ has stable (contracting) and unstable (expanding) foliations whose leaves are horizontal and vertical lines respectively. To obtain a template, we need merely collapse each leaf of the stable (or unstable, if we reverse time) foliation to a point. This appears in Figure 2.9 also, where the resulting template $\mathcal{H}$ is seen to be isotopic to the Lorenz-like template $\mathcal{C}(0,1)$.

Holmes and Williams [93] and Holmes [88, 90] have made extensive studies of which types of knots live on the template $\mathcal{H}$ : see [70] for a review. We will use the horseshoe template in Chapter 4 to derive more general results for bifurcations in ODEs. In contrast to Theorem 2.3.3, the following proposition will be proved in $\S 4.2$ concerning knots on $\mathcal{H}$ :

Proposition 2.3.5 (Holmes and Williams [93]) The horseshoe template H contains no $(p, q)$ torus knots for which $p<3 q / 2$ (or, equivalently, $q<3 p / 2$ ).

In general, little is known about which knots live on the Lorenz-like templates for arbitrary $m, n$ - even for such a simple family as torus knots. But perhaps knowing something about which knots live on some $\mathcal{L}(m, n)$ gives information about the existence of this knot on other Lorenz-like templates.

Problem 2.3.6 For which pairs of integers $(m, n)$ and $\left(m^{\prime}, n^{\prime}\right)$ is it true that any knot which lives on $\mathcal{L}(m, n)$ must also live on $\mathcal{L}\left(m^{t}, n^{\prime}\right)$ ?

Sullivan $[168]$ has given a partial answer to this question, We will retum to Problem 2.3.6 and fill in some of the gaps later in $\S 3.2$ and $\S 3.3$.

### 2.3.2 Nonlinear oscillators, horseshoes, and Hénon maps

In this and the following subsection, we indicate how hyperbolic sets and templates such as those introduced above arise in some specific classes of flows and maps.

Versions of the Smale horseshoe (Example 1.2 .28 ) can appear naturally in periodically forced oscillators of the form

$$
\begin{equation*}
\ddot{x}=f(x, \dot{x}, t) \quad ; \quad f(x, \dot{x}, t)=f(x, \dot{x}, t+T), \tag{2.7}
\end{equation*}
$$

for fixed $T>0$. Letting $\dot{x}=y, t=\theta$, and regarding $\theta$ as an element of $S^{1}=\mathbb{R}^{1} / T \mathbb{Z}$, we may rewrite (2.7) as a vector field on a two-manifold cross $S^{1}$ :

$$
\begin{align*}
& \dot{x}=y \\
& \dot{y}=f(x, y, \theta)  \tag{2.8}\\
& \dot{\theta}=1 .
\end{align*}
$$

Example 2.3.7 We give two examples of forced oscillators as per Equation (2.8): the Duffing equation,

$$
\begin{align*}
& \dot{x}=y \\
& \dot{y}=x-x^{3}-\delta y+\gamma \cos \omega \theta \quad(x, y, \theta) \in \mathbb{R}^{1} \times \mathbb{R}^{1} \times S^{1}  \tag{2.9}\\
& \dot{\theta}=1 ;
\end{align*}
$$

and the forced, damped pendulum,

$$
\begin{align*}
& \dot{\phi}=v \\
& \dot{b}=-\sin \phi-\delta \psi+\gamma_{0}+\gamma_{1} \cos \omega \theta \quad(\phi, v, \theta) \in S^{1} \times \mathbb{R}^{1} \times S^{1}  \tag{2,10}\\
& \dot{\theta}=1 .
\end{align*}
$$

Here, $\delta, \gamma, \omega$, etc. are parameters which may be varied externally to induce bifurcations in the flows. These and other examples arise in physies and engineering as models of mechanical and electrical devices (e.g., [137, 4]). In the case of Equation (2.9), uniformly bounded solutions such as periodic orbits live within a compact region $D^{2} \times S^{1}$ of the phase space; in the case of Equation (2,10), the appropriate region is $S^{1} \times I^{1} \times S^{1}=A \times S^{1}$, where $A$ denotes the ammulus.

In general, a global cross section $\Pi=\{(x, y, \theta): \theta=0\}$ exists on which the flow of (2.8) induces a Poincare map, $P$. For both equations (2.9) and (2.10), with positive damping $\delta>0$,

$$
\begin{equation*}
\operatorname{det} D P=\exp \left(\int_{0}^{T} \text { trace }[\operatorname{Jacobian}(P)] d t\right)=e^{-\delta T} \tag{2,11}
\end{equation*}
$$

so $P$ uniformly contracts areas, and there is a compact trapping region ( $D^{2}$ or $A$, in these cases) into which all orbits eventually enter and thereafter remain, and which contains the attractor. See, for example, $[76,85]$. For specific ODEs, such as those above, for small damping $(\delta)$ and forcing $(\gamma)$, certain perturbation methods, pioneered by Melnikov [120], may be used to prove the existence of transverse homoclinic orbits to a hyperbolic periodic orbit: see Figure 2.10(a) and [76]. Then, by Theorem 1.2 .33 , there exists a Smale horseshoe within the return map. More precisely, some iterate $P^{N}$ of $P$ contains a full shift on two symbols. In the simplest case, $N=1$, and, as indicated in Figure 2.10(b), for the Duffing equation, we have precisely the suspension of the horseshoe given in Figure 2.9. More complicated embeddings of the horseshoe template within a forced oseillator are, of course, abundant in cases where $N>1$.


Figure 2.10: A Poincaré map for the forced Duffing equation; (a) invariant manifolds; (b) the "simplest" horseshoe.

While properties of such Poincare maps, including the existence of homoclinic orbits, can be proven, explicit expressions for these maps cannot be obtained. Consequently, much in the spirit of Guckenheimer's and Williams's construction of a geometrical Lorenz attractor [77]. Hénon, in 1976 [83], proposed a polynomial mapping that models the behavior of the Smale horseshoe. ${ }^{2}$ This

[^6]two-parameter family may be written
\[

$$
\begin{equation*}
(x, y) \mapsto\left(y,-\epsilon x+\mu-y^{2}\right) \tag{2,12}
\end{equation*}
$$

\]

(A different, albeit equivalent form appears in [83].) Observe that $\operatorname{det} D F=6$ is constant, so that, for $0<\epsilon<1$ the map preserves orientation and contracts area uniformly, as do the Poincarê maps discussed above. For $\epsilon=1$, it preserves area, and for $\epsilon=0$, all orbits collapse in one iterate to the parabola $y=\mu-x^{2}$, after which their behavior is governed by the one-dimensional map

$$
\begin{equation*}
y \mapsto \mu-y^{2} \tag{2.13}
\end{equation*}
$$

mentioned in 81.2.3.
For large $\mu\left[\mu>\left(\frac{5+2 \sqrt{5}}{4}\right)\left(1+|\varepsilon|^{2}\right)\right.$ suffices [42]], (2.12) contains a full shift on two symbols, while for $\mu<\frac{1}{4}(1+\epsilon)^{2}$, the chain-recurrent set is empty. For fixed $\epsilon$ and increasing $\mu$, an infinite sequence of bifurcations occurs in which the horseshoe, with its countable set of periodic orbits, is created. The Henon map provides a useful model for horseshoe creation, to which we shall return in $\S 4.2$. In fact, it has recently been shown that the Henon map with small $\epsilon$ is present in an asymptotic limit for high iterates of all Poincare maps near the (global) bifurcations in which homoclinic orbits are created in quadratic tangencies [140, 131].

Due to the first component of the vector field (2.8), the maps considered above preserve orientation and derive from, or lead naturally to, flows with orbit crossings all of one sign, hence yielding positive templates. In the next subsection, we introduce a class of flows which yield more general templates.

### 2.3.3 Shil'nikov connections

Recall the Poincare-Birkhoff-Smale Theorem (Theorem 1.2 .33 ), which we used in Section 1.2 .2 to embed horseshoe-like templates within a three-dimensional flow containing a transverse homoclinic orbit to a periodic orbit. The next family of examples we consider is derived from a similar theorem, due to L . P. Shil'nikov, which proves the existence of suspended horseshoes near certain types of homoclimic comnections to a fixed point:

Definition 2.3.8 A Shal'nikov connection for a flow $\phi_{t}$ on $\mathbb{R}^{n}(n \geq 3)$ is an orbit I which satisfies the following two conditions:

1. $\Gamma$ is homoclanic to a hyperbolic fixed point $p$, and $\Gamma$ must be bounded away from all other fixed points.
2. The linearization $\left.D \phi\right|_{p}$ of the flow at $p$ has leading eigenvalues $\left\{-\lambda^{*} \pm\right.$ $\left.\omega t, x^{*}\right\}$, with

$$
\begin{equation*}
\lambda^{z *}>\lambda^{s}>0 \quad \omega \neq 0 \tag{2.14}
\end{equation*}
$$

By "leading" is meant that any other eigenvalues have real parts outside of the interval $\left[-\lambda^{*}, \lambda^{n}\right]$.


Figure 2.11: (a) A Shil'nikov comnection in $\mathbb{R}^{3}$; (b) the Markov partition for a suspended horseshoe.

Shil'nikov comections occur frequently in systems modeling physical phenomena, such as flow through pipes [36], coupled oscillators [187], magnetoconvection [155], and electric circuits [38, 105]. The following theorem was first proved by Shil'nikov [160, 161], with extensions and repetitions later in [179] and elsewhere. A number of textbooks also contain these results along with proofs [76, 188, 189].

Theorem 2.3.9 (L. P. Shil'nikov [161]) Let $\phi_{t}$ be a flow supporting a Shilnikov connection $\Gamma$ to a fixed point $p$. Then, there exists a countable infinity of suspended Smale horseshoes in the flow in an arbitrarily small tubular neighborhood of the homoclinic orbat $\Gamma$. Under a small $C^{1}$ perturbation, finitely many of these horseshoes remain.

We give an outline of the proof of Theorem 2.3.9 in §4.4.2.
The entire flow near $\Gamma$ does not satisfy the hyperbolicity requirements of Theorem 2.2.4: moreover, there are numerous features of the dynamics and (especially) bifurcations of flows near such orbits that are still poorly understood. However, the individual horseshoes implied by Theorem 2.3.9 are hyperbolic, and if, as in the previous subsection, we restrict our attention to any such subset of the flow, we may employ Theorem 2.2.4 to obtain a template which captures a portion of the flow, concluding that orbits on the embedded horseshoe templates are in one-to-one isotopic correspondence with a proper subset of orbits in the flow near $\Gamma$. This is our strategy for finding templates within this class of flows. The task, then, is to earefully track how the suspended horseshoes are embedded within the flow.

The proof of Theorem 2.3 .9 involves constructing Poincare sections transverse to $T$ near the fixed point $p$ and linearizing the flow near $p$ and along $\Gamma$ to obtain
approximate return maps. The horseshoes are constructed by flowing pairs of rectangles near $p$ and then along $\Gamma$; see Figure 2.11.

Since these horseshoes are hyperbolic, we can keep track of their stable and unstable foliations. By collapsing one set of these foliations and carefully following the embedding, we construct an embedded template. First, we collapse the flow near the fixed point $p$, yielding two strips which, due to the spiraling nature of the flow, wind about $W^{3}(p)$ in $N$ full twists before fusing at a branch line: see Figure 2.12(a). Secondly, we follow the template along the unstable manifold $W^{*}(p)$, twisting an unspecified number of times along with the stable/unstable bundles of $W^{\text {" }}(p)$ before reconnecting: see Figure 2.12(b). (The number depends upon the size of the neighborhood of $p$ on which the local, almost-linear, map is constructed: the neighborhood must be taken sufficiently small for various cone estimates, necessary for hyperbolicity, to hold.) Assuming that $W^{*}(p)$ is unknotted, this construction yields an embedding of the template obtained by inserting a finite number of half-twists in the horseshoe template $\mathcal{L}(0,1)$ after the branch line.


Figure 2.12: (a) The template near the fixed point $p$; (b) global twisting along the unstable manifold.

The fact that there are an indeterminate number of twists in the above template is a difficulty: given a system containing a Shil'nikov connection, it is known only that these templates exist in the flow for sufficiently large amounts of twisting. We will address this later in $\S 4.4$, after developing more tools.

Despite the apparent indeterminacy of these templates, they exhibit several interesting features. For example, all of the suspended horseshoes near the homoclinic orbit are disjoint and link one another in various ways. In addition, a number of extensions to Theorem 2.3.9 exist [179]: besides suspended horseshoes,
there are also suspended full $N$-shifts for any $N>0$. Hence, a variety of complicated templates are embedded in these flows, which capture (portions of) the periodic orbit set. Finally, when the vector field is symmetric or when two-parameter families are considered, there is the possibility of a fixed point $p$ supporting a pair of Shil'nikov connections. Such a structure might appear as in Figure $2.13(a)$. The appendix of [71] catalogues the possible templates in these situations.


Figure 2.13: (a) A pair of Shil'nikov comnections at $p$; (b) two templates corresponding to coupled horseshoes near a pair of comections.

### 2.3.4 Fibred knots and links

Consider a thin knotted wire suspended in space through which passes an electric current. On the complement of the knot, the current induces a magnetic field which may have closed field lines. The way in which these closed curves entwine the wire is intimately related to the knotting of the wire. This concept of an induced field on the compliment of a knot is made mathematically precise by the notion of a fibred knot.

A knot or link $K$ in $S^{3}$ is fibred if the complement $S^{3} \backslash K$ fibres over $S^{1}$ with fibre a Seifert spanning surface $M[154,33]$. More specifically,

Definition 2.3.10 A knot or link $K$ is fibred if there exists an orientable suface $M$ with boundary $\partial M=K$ and a homeomorphism $\Phi: M \rightarrow M$ such that the complement $S^{3} \backslash K$ is homeomorphic to the quotient space $(M \times[0,1]) / \sim$ where $(x, 0) \sim(\Phi(x), 1)$. The surface $M$ is the Seifert spanning surface and the map $\Phi$ is the monodromy.

The simplest example of a fibred knot is the unknot, which has as fibre the dise $D^{2}$ and monodromy the identity map id : $D^{2} \rightarrow D^{2}$. Figure 2.14 illustrates the fibration of the complement in $S^{3}$, where it is seen that a fibration is akin to "blowing a bubble" $M$ with bubble-ring $K$ so as to fill out all of the complement, through the point at infinity, returning to the initial configuration. In Figure 2.14, each disc has the unknot as its boundary - we have cut open some of the dises for visualization.


Figure 2.14: The fibration of the unknot complement by dises.
In fibring the complement in this manner, a flow is induced on $S^{3} \backslash K$ by following a point on $M$ as it is pushed through the complement. This is precisely the suspension flow of the monodromy $\Phi$ embedded in $S^{3} \backslash K$. The monodromy $\Phi$ is thas a global return map for the flow, defined on the Seifert surface $M$, which completely captures the dynamics. Altematively, there exists a map $\pi$; $S^{3} \backslash K \rightarrow S^{1}$, called the fibration, which has as its fibre $\pi^{-1}(\theta)$ for $\theta \in S^{1}$ an embedded copy of $M$. Then the flow on the complement is precisely the integration along the gradient of the fibration $\pi: S^{3} \backslash K \rightarrow S^{1}$.

Any periodic points of the monodromy $\Phi$ become periodic orbits of the suspension flow which coil about the base knot $K$ in a manner determined by the fibration. The resulting collection of knots was dubbed, by Birman and Williams [24], the planetary link for $K$ with monodromy $\Phi$ : $L_{K, \phi}$.

Since $M$ is a surface and $\Phi$ a diffeomorphism, one may invoke the NielsenThurston classification of surface diffeomorphisms [178, 46]:

Theorem 2.3.11 (Nielsen [138], Thurston [177]) A surface diffeomorphism $\Phi$ : $M \rightarrow M$ is isotopic to a unique homeomorphism $\bar{\Phi}$ such that one of the following holds:

1. $\Phi$ is periodic, i.e., $\Phi^{k}=$ id for some $k$;
2. I is pseudo-Anosov (see below); or
3. $\Phi$ is reducible, i.e., there exists an invariant family $\mathcal{C}$ of disjoint simple closed curves on $M$ such that the restriction of $\Phi$ to the complement of $C$ decomposes into a finite number of disjount maps which are either periodic or pseudo-Anosov.

We refer the reader to $[46,178]$ for precise definitions of pseudo-Anosov maps. Such maps come with a pair of transverse measured stable and unstable foliations, $\mathcal{F}^{*}$ and $\mathcal{F}^{*}$, which uniformly contract and expand respectively under iteration of the map. As such, these maps have a natural hyperbolic structure associated to them and have "complicated" dynamies with a dense set of periodic orbits. The uniqueness portion of Theorem 2.3 .11 allows one to specify "the" fibration of $K$, and, hence, "the" planetary link of $K$, denoted $L_{K}$. In addition, a theorem of Asimov and Franks [13] implies that a pseudo-Anosov map minimizes the dynamics within its homotopy class: the following fact is a corollary.

Theorem 2.3.12 (Asimov and Franks [13]) If $\Phi$ is any monodromy associated to a fibred knot (or link) $K$ with unique pseudo-Anosov representative $\hat{\Phi}$, then the link of planetary orbits $L_{K}=L_{K, \Phi}$ is a proper sublink of $L_{K, \Phi}$.
Thus, we consider the unique link of planetary orbits $L_{K}$ as being the minimal sublink which all monodromies of $K$ share. Birman and Williams [24] noted that the link $L_{K}$ is an invariant for $K$ which might provide interesting information, In their study of planetary links, they carefully considered the figure-eight knot (see Figure $1.1(\mathrm{c})$ ), which is fibred with fibre a punctured torus and monodromy isotopic to the Anosov map of Example 1.2.7.

$$
\hat{\Phi}=\left[\begin{array}{ll}
2 & 1  \tag{2,15}\\
1 & 1
\end{array}\right]
$$

acting on the universal cover $\mathbb{R}^{2} \backslash \mathbb{Z}^{2}[33, p .73]$.
Because the pseudo-Anosov map $\Phi$ satisfies the hyperbolicity requirements of Theorem 2.2.4, it is possible to collapse the complement of the figure-eight knot down to a template. Birman and Williams, in [24], derive two templates for the fibration of the complement of the figure-eight knot (corresponding to $\Phi$ ) - one via direct visualization, and the other indirectly by means of branched coverings of $S^{3}$ : we recall their templates in Figure 2.15.

Of course, since the map $\bar{\Phi}$ of Equation (2.15) is Anosov, the DA process of $\S 2.2 .2$ must be performed; hence, there may be two extraneous orbits on the template not present in the original flow.

Simple fibred knots and links in $5^{3}$ often (if not always) give rise to very complicated templates supporting their planetary links. The Whatehead link; $L_{W}$, displayed in Figure 2.16, is a fibred link with pseudo-Anosov monodromy, Using the techmiques in [24], we have shown that the planetary link for $L_{W}$ is supported on the template illustrated in Figure 2.17.


Figure 2.15: The "direct" and "indirect" versions of the figure-eight template.

### 2.3.5 Templates from time series

Finally, we consider a class of examples about which little is known rigorously, but which may have important applications, particularly for experimentalists seeking geometrical models of dynamical processes. Consider an experimental measurement of a continuous scalar variable whose dynamical behavior is complicated: e.g., a temperature reading, a chemical concentration, or a speed. The data is received in the form of a time series: a function $p:[0, T] \rightarrow \mathbb{R}$, where $T$ is the length of the data segment (in units of time).

Given a complicated time series, one would wish (among other things) to extract the essentials of the underlying dynamies. For example, consider a typical orbit of the Lorenz system (Equation (2.1)), and let $\rho(t)$ denote the projection of this orbit onto one of the coordinates (see Figure 2.18). Over long periods, this might appear to be without coherent form; yet, given its origins, there is certainly structure within the data. One is more suspicious of, say, the Dow Jones average, hiding some covert pattern.

Typically, one employs a variety of means for accessing "hidden" dynamical information within a time series: Fourier spectral content, statistical measures, fractal dimensions, and other tools provide certain types of information, while ignoring other, more geometric data. Fortunately, a theorem of Takens [175] suggests that one can often embed an attractor into a low-dimensional manifold via a "time delay" function, capturing the geometric and topological properties:

Theorem 2.3 .13 (Takens [175]) Let $M$ be a compact n-manifold with a $C^{2}$ flow $\phi_{t}$ and $a C^{2}$-function $\tau: M \rightarrow \mathbb{R}^{1}$. Then, generically, the time-delay mapping $\Phi: M \rightarrow \mathbb{R}^{2 n+1}$ defined by

$$
\begin{equation*}
\Phi(x)=\left(\mathcal{F}(x), \tau\left(\phi_{1}(x)\right), \tau\left(\phi_{2}(x)\right), \ldots, \tau\left(\phi_{2 n}(x)\right)\right) \tag{2.16}
\end{equation*}
$$



Figure 2.16: The Whitehead link $L_{W}$.
is an embedding.
A topological perspective has been proposed by Mindim, Solari, Gilmore, Tufillaro, et at. [128] (cf. [180]), in which knot and link types of periodic orbits in the embedded flow are computed and related to a template. We outline the procedure detailed in [128].

1. Given a "chaotie" time series $p(t)$, extract a finite collection of low-period unstable periodic orbits, $\left\{7 \mathrm{fH}_{1}^{N}\right.$. This is done by examining "close retums" within the data, which are assumed to wander back and forth among many unstable periodic orbits. The low-period orbits are easiest to spot.
2. Map the time series into $\mathbb{R}^{3}$ via the (Takens) time-delay function, and assume that it is an embedding. There are several ways to realize this via different "filters" of the data. Clearly, this may not be possible in general: for success, orbits must appear to lie on a topologically two-dimensional attractor.
3. Consider the (small) collection $\left\{\gamma_{i}\right\}$ of low-period unstable periodic orbits computed in step (1). Embed these in $\mathbb{R}^{3}$ as per the embedding of step (2). Calculate their knot types, linking numbers, and self-linking mumbers (i.e., twisting of the stable/unstable bundles), These form a basis for the induced template.
4. Let $\mathcal{T}_{p}$ denote the "simplest" template in $\mathbb{R}^{3}$ which contains the basis $\{\gamma\}$. For example, if a global cross section to the flow exists, $\mathcal{T}_{p}$ is a template consisting of one branch line such that each $\gamma_{i}$ lives on $T_{n}$ and crosses the branch line the same number of times as the period of $\gamma_{i}$ in the return map of the flow. The knot types, linking numbers, and self-linking numbers tell one how the strips of $\mathcal{T}_{p}$, each of which contains at least one $7^{7}$, are knotted, linked, and twisted, respectively.


Figure 2.17: The Whitehead template.

After producing the induced template $\mathcal{T}_{\rho}$ for the data set $\rho$, one may now proceed to verify that the template $\mathcal{T}_{p}$ provides an accurate model of the dynamics. This can be done in a number of ways: e.g., find higher-period orbits in the data set and confirm that these live in $\mathcal{T}_{\rho}$ with the appropriate embedding, or take another data set, $\rho^{\prime}$, and compute an induced template for this set.

When the induced template construction is successful, there are a number of benefits both to the experimentalist and to the theorist hoping to model the experiment from which it derives. First, an induced template offers a certain degree of prediction - one may identify a periodic orbit in the template, then go "hunting" for it in the data set. A successful example of this is documented in [128]. Secondly, one may verify models of the system. Should one model the experimental system with a set of ODEs, one takes a time series of the ODE solution and constructs the induced template for this data set. If the induced template for the model differs from the induced template for the experiment, this may indicate a shortcoming in the model.

There are, however, serious questions concerning this approach. Experimental systems are rarely three-dimensional and hyperbolic; hence, the use of templates to model them is, at the very least, suspect. In addition, the only guiding principal behind the choice of the induced template is Occam"s Razor. As such, it is not surprising that many of the induced templates computed in practice are isotopic to the horseshoe template, $\mathcal{L}(0,1)$, or its mirror image [128, 180]


Figure 2.18: A time series derived from the Lorenz equations.
(though see [106] for an exception).
These doubts notwithstanding, there are numerous open questions about the use of induced templates for time series, whose answers could be of great value to experimentalists and modelers of complicated dynamics.

### 2.4 A symbolic language

Much of this book is concerned with templates and the links they carry, To analyze these, it is often useful to extract subtemplates, or subsets which are themselves templates (see Definition 2.4.6). In the late eighties, one of us [MS] noticed that the template $V$, illustrated in Figure 2.21 below, contains a subtemplate which is isotopic to itself: see Figure 2.22 (this was used to show the existence of highly-composite knots on $\nu$ [169]). In this section, we introduce conventions for symbolic descriptions of orbits and templates, which enables us to significantly generalize this kind of procedure to cases in which direct visualization is not possible.

### 2.4.1 Markov structures and symbolic coordinates

Recall from the proof of the Template Theorem in $\$ 2.2$ that there is a natural correspondence between orbits which remain on a template and one-sided symbol
sequences in a subshift of finte type: in particular, following upon Remark 2.2.8, we have

Lemma 2.4.1 Given a template $\mathcal{T}$, label the strips $\left\{x_{q}: i=1 . . N\right\}$. Let $\mathcal{A}_{\mathcal{T}}$ be an $N \times N$ matrix with entry $A_{\mathcal{T}}(i, j)=1$ if the incoming portion of $x$ meets the outgong portion of $x_{i}$ at a branch line, zero otherwise. Then $\Sigma_{\mathcal{T}}$, the set of all forward orbits which remain on $\mathcal{T}$, is precisely the set of admissible sequences in the subshift, of finite type given by $A_{\tau}$.
Proof: See the proof of Theorem 2.2 .4 , or simply collapse $\mathcal{T}$ along the transverse direction of the semiflow, reducing $T$ to an oriented graph. Then the orbits on $T$ are one-sided directed paths on this graph: cf. Remark 1.2.22.

The way in which orbits fit together on a template $T$ is deseribed by placing a coordinate system on the branch lines $\left\{\ell_{j}: j=1 . . M\right\}$, following the kneading theory of $\S 1.2 .3$, and specifying the induced coordinates on $\Sigma_{\mathcal{T}}$. This ordering of orbits on a template is a key ingredient in discerning the relative placement of orbits on a template which might be too complicated to visualize.
Definition 2.4.2 Let $\mathcal{T}$ be a template with strips labeled $\left\{x_{i}\right\}_{1}^{N}$. Denote by $\left\{\ell_{j}\right\}_{1}^{M}$ the branch lines of $\mathcal{T}$ (one for each branch line chart). Then $\Sigma_{\mathcal{T}}$ is partitioned into $N$ branch segments, denoted $\left\{\beta_{i}(\mathcal{T})_{1}^{\mathcal{N}}\right.$, where

$$
\begin{equation*}
\beta_{i}(\mathcal{T}) \equiv\left\{\mathbf{a}=a_{0} a_{1} a_{2} \ldots \in \Sigma_{\mathcal{T}}: a_{0}=x_{i}\right\} \tag{2.17}
\end{equation*}
$$

Denote by $\Sigma_{f_{j}} \subset \Sigma_{\mathcal{T}}$ the umion of $\beta_{i}(\mathcal{T})$ over all $i$ such that the strip $x_{i}$ emanates from the branch line $\ell_{j}$. We will sometimes refer to the union of the $\beta_{i}(T)$ as the branch set, denoted $\beta(\mathcal{T})$.

Proposition 2.4.3 There exists a total ordering $\triangleleft$ on each $\Sigma_{k_{j}}$ which respects the topology of $\Sigma_{t_{j}}$ : that is, if $\mathbf{a}\left\langle\mathbf{b}\right.$ and $\left\{\mathbf{a}_{n}\right\}$ is a sequence converging to a then, for sufficiently large $n, \mathbf{a}_{n} \leqslant \mathbf{b}$.

Proof: This follows from the kneading theory [125], as outlined in $\S 1.2 .3$. We construct 4 explicitly in what follows, and it will be seen to have the following property: $\Delta$ is the total ordering induced by the one-dimensionality of $\ell_{y}$. That is, any point of an $\ell_{j}$ is an orbit which "begins" on $\ell_{j}$. Orienting $\ell_{j}$ yields a total order on $\Sigma_{\ell_{j}}$ which respects the topology.

For the moment, assume $\mathcal{T}$ is an orientable template. Each branch line $\ell_{j}$ is one-dimensional. Hence, the set of branch segments in each $\ell_{3}$ are ordered (up to orientation of $\ell_{j}$ ). If, for example, the branch segments $x_{1}, x_{2}, \ldots, x_{p}$ lie in $\ell_{1}$ in this order, then choose $\triangleleft$ as either

$$
\begin{equation*}
x_{1}<x_{2}<\ldots<x_{n}, \quad \text { or } \quad x_{n}<\ldots<x_{2}<x_{1} . \tag{2.18}
\end{equation*}
$$

Having chosen an orientation for each $\ell_{j}$, one then orders each $\Sigma_{\ell_{j}}$ lexicographically with respect to the ordering on the generators $\left\{x_{i}\right\}$. That is, given a and $b \in \Sigma_{f_{j}}$, let $J$ equal the index of the first symbol in which a and $b$ disagree:

$$
\begin{equation*}
I=\min \left\{j: a_{j} \neq b_{j}\right\} \tag{2.19}
\end{equation*}
$$

Then $\mathbf{a} \triangleleft \mathbf{b}$ if $a_{J} \triangleleft b_{J}$, else $\mathbf{b}<\mathbf{a}$. Of course, one cannot compare points in different $\Sigma_{k_{j}}$ ? there is no notion of orientation for points on disjoint branch lines. Since $\mathcal{T}$ is orientable, the lexicographical ordering of itineraries corresponds to the ordering on the branch lines and it yields a natural coordinate system.

For nonorientable templates, the issue is no more difficult, but it does demand more bookkeeping. If a particular strip, say $x_{j,}$, contains an odd number of halftwists (i.e., the return map is orientation reversing on that interval), then one must keep track of the parity of that symbol in using $\triangleleft$ as in the invariant coordinate construction for the one-dimensional map $f_{T}$ of $\S 1.2 .3$.

Specifically, given a nonorientable template $\mathcal{T}$, construct a provisional ordering $\tilde{\sim}$ as for an orientable template induced by the ordering on the individual branch lines (as above). This ordering does not, however give an ordering on $T$ which respects the topology of the branch lines. Now, given some plarnar presentation of $T$ (a pictorial representation in which all the branch lines lie within the plane), each strip $x_{i}$ will have $\tau\left(x_{i}\right)$ hall-twists for some signed integer $\tau\left(x_{i}\right)$. Partition the strips $\left\{x_{i}\right\}$ according to those which are orientation preserving ( $\tau\left(x_{i}\right)$ even) and those which are orientation reversing ( $\tau\left(x_{i}\right)$ odd). Note that this partition depends on the choice of planar representation, and, in practice, one wants to choose as simple a presentation as possible. Given points a and $\mathbf{b}$ in $\Sigma_{f_{j}}$, define $J$ as in Equation (2.19), and consider the parity $\Xi \in\{0,1\}$ which keeps track of orientation

$$
\begin{equation*}
\Xi \equiv\left(\sum_{i=0}^{J-1} \tau\left(a_{i}\right)\right) \bmod 2 \tag{2.20}
\end{equation*}
$$

Then define the ordering $\Delta$ on $\Sigma_{\ell_{j}}$ in terms of the provisional ordering $\approx \triangleleft$ by

$$
\begin{aligned}
& \Xi=0: \mathbf{a}<\mathbf{b} \Leftrightarrow \mathbf{a} \wedge \mathbf{b} \\
& \Xi=1: \mathbf{b} \Leftrightarrow \mathbf{a} \Leftrightarrow \mathbf{a}<\mathbf{b} .
\end{aligned}
$$

This ordering $₫$ reflects the "physical" ordering of orbits on the nonorientable template $\mathcal{T}$.. It is clear that this procedure can be easily implemented on a computer.

Equipped with the ordering 4 , we can treat $\Sigma_{\mathcal{T}}$ as being embedded in a finte disjoint union of one-dimensional segments (although $\Sigma_{T}$ is really a Cantor set). As such, we will introduce some notation for branch segments. Recall from Definition 2.4.2 that $\Sigma_{\mathcal{T}}$ partitions into $N$ branch segments, where $\beta_{i}(\mathcal{T})$ denotes all itineraries beginning with $a_{i}$. Since this geometrically represents all orbits which begin at the $x_{i}$-strip, we will consider $\beta_{i}(\mathcal{T})$ as a closed interval, reflecting the total ordering $<$ :
Definition 2.4.4 Given $\mathcal{T}$ a template with strips $\left\{x_{i}\right\}_{1}^{N}$ and branch set $\beta(\mathcal{T})$, let the ith-left-boundary, $\partial_{i}^{t}(\mathcal{T})$, be the point of $\beta_{i}(\mathcal{T})$ which is $\Delta$-minimal. Similarly, let the ith-right-boundary, $\partial_{2}(\mathcal{T})$, be the point of $\beta_{i}(\mathcal{T})$ which is $<-$ maximal. The boundary set, $\partial(\mathcal{T})$, is given as the union of $\left\{\partial_{\hat{K}}(\mathcal{T}), \partial_{\hat{N}}(\mathcal{T})\right\}$ over 4.

It is clear that $\partial(\mathcal{T})$ consists of the $2 N$ eventually periodic orbits which together comprise the boundary of the template.

Remark 2.4.5 In flows whose templates have a single branch line, corresponding to a global cross section, it is natural to identify the period of a closed orbit with the number of intersections with the branch line. Often, this coincides with the number of strands in a closed braid representation. In the more general context of the present work, we identify the period of an orbit with the number of intersections of the orbit with all branch lines (hence, the period of the orbit for the return map induced by the branch lines). In all cases it coincides with the length of the periodically repeating block in the corresponding orbit word. We will thus sometimes refer to this block length as the symbolic period.

For a given template $\mathcal{T}_{\text {, }}$, the symbolic data; $\Sigma_{\mathcal{T}}, A_{\mathcal{T}}, \beta(\mathcal{T}), \partial(\mathcal{T})$, and $<$, encode the dynamics and the combinatorial structure of the template. They do not, however, specify the topology of the enclosed orbits, nor do they provide invariants of the underlying link $L_{T}$, since one may change the embedding of $\mathcal{T}$ without altering the symbolic data. Conversely, we may refine the Markov partition (i.e, increase the number of branch segments) without discarding any orbits from the template: see Figure 2.19 for an example. Even so, these symbolic tools do become useful in describing proper infinite sublinks and in deseribing the relative placement of complicated orbits.


Figure 2.19: Two templates which carry the same dynamics and topology on the periodic orbits, but which have different symbolic structures.

### 2.4.2 Subtemplates and template inflations

In the study of templates and their properties, there are varying "scales" at which one may choose to work. Often, the knowledge of which types of individual knots or links appear on a given template is useful: this is a "small scale" question. For example, in $\S 4.2$, we will see how careful bounds on the genus of individual horseshoe knots can be used to derive uniqueness and bifureation results in a family of Henon maps. On the other hand, one might ask "large scale" questions about whether two entire templates (including all their orbits) are equivalent. This perspective will come into play in Chapter 5. Here, however, we focus on
a "medium" seale question: we examine subsets of orbits which are proper yet non-finite. These are described via the notion of subtemplates.

## Definitions and examples

Definition 2.4.6 A subtemplate $\mathcal{S}$ of a template $\mathcal{T}$, written $\mathcal{S} \subset \mathcal{T}$, is a topological subset of $\mathcal{T}$ which, equipped with the restriction of the semiflow of $\mathcal{T}$ to $\mathcal{S}$, satisfies the definition of a template (Definition 2.2.1).

A subtemplate is thus a compact branched submanifold with boundary, for which the original semiflow restricts to an expanding semiflow.

Example 2.4.7 An example of a subtemplate of the Lorenz template is given in Figure 2.20. When we "cut" along the boundaries of the subtemplate $\mathcal{S} \subset$ $\mathcal{L}(0,0)$, we can remove $\mathcal{S}$ and isotope it into the nice presentation of Figure $2.20(\mathrm{c})$. The move from part (b) to part (c) is one that we will encounter often in the remainder of this work: it is the so-called belt, trick, in which a curl is exchanged for a full twist.


Figure 2.20: (a) a subtemplate $\mathcal{S}$ within $\mathcal{L}(0,0)$, (b) when removed from $\mathcal{L}(0,0)$, (c) is isotopic to $\mathcal{L}(0,2)$.

Note that $\mathcal{S}$ is a very special subtemplate of $\mathcal{C}(0,0)$ in that $\mathcal{S}$ is diffeomorphic to $\mathcal{L}(0,0)$ (it is in fact isotopic to $\mathcal{L}(0,2)$ - recall Figure $2.8(\mathrm{a})$ ). Although this is not always the case, a diffeomorphic relationship between a template and a subtemplate opens up a new set of objects.

Definition 2.4.8 A template renormalization of a template $\mathcal{T}$ is a smooth embedding $\mathfrak{\Re}: \mathcal{T} \leftrightarrows \mathcal{T}$ which respects orbits ( .e., it commutes with the semiflow).

It follows from Definition 2.4 .6 that the image of a template renormalization $\mathfrak{R}(\mathcal{T})$ is a subtemplate of $\mathcal{T}$ which is diffeomorphic to $\mathcal{T}$. Returning to Example 2.4.7, the subtemplate $\mathcal{S} \subset \mathcal{L}(0,0)$ is the image of a template renormalization $\Re: \mathcal{L}(0,0) \Longrightarrow \mathcal{L}(0,0)$.

The terminology for Definition $2,4.8$ arises from the one-dimensional return maps for a template induced by the branch lines [47]. The image of a template renormalization is merely a renormalization of the return maps, suspended in accordance with the template structure. We prefer, however, to think in terms of renormalizing the branched two-manifold itself, since template renormalizations eary with them the topology of the periodic orbits as well.

Since a template renormalization $\mathfrak{P}$ acts on orbits of $\mathcal{T}$ diffeomorphically, $\mathfrak{R}$ maps periodic orbits to periodic orbits: hence, there is a topological action on the underlying link $L_{\tau}$. When this action is trivial, we say that the renormalization is isotopic.

Definition 2.4.9 Let $\Re: T \rightarrow T$ be a renomalization on an embedded template $\mathcal{T} \subset S^{3}$ and let $i_{\tau}$ denote the inclusion of $T$ into $S^{3}$. If $i_{T}$ and $i \tau O \Re$ are isotopic embeddings of $\mathcal{T}$ in $S^{3}$, then $\mathfrak{R}$ is an isotopic tenormalization.

The existence of a template renormalization immediately allows one to iterate $\Re$ on the renormalized subtemplate. This procedure enables one to extract very "deep" subtemplates, which may contain significant information about the periodic orbit link. When the renormalization has trivial action on the topology of the underlying periodic orbit link, we may iterate to obtain complicated subtemplates whose orbits have extremely long symbolic period, while still controlling the individual knot and link types.


Figure 2.21: The template $V$.
Example 2.4.10 The first example of an isotopic template renormalization (without that terminology) was given by M. Sullivan [169]. Let $V$ denote the
embedded template of Figure 2.21, having two branch lines with a total of four strips, $\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}$. The template $V$ is embedded such that none of its strips are knotted or twisted, but note that it contains crossings of both positive and negative types. The renormalization taking $\mathcal{V}$ into itself is illustrated in Figure 2.22, from which it is clear that the image is isotopic to the domain, for the positive and negative twists produced by the belt trick exactly cancel.


Figure 2.22: An isotopic template renomalization on $V$.
Thus far, a template renormalization embeds a template within itself, and any subtemplate which is diffeomorphic to its domain can be described by a renormalization. However, a given template may contain mumerous subtemplates which are dynamically as well as topologically distinct from the original, just as one-dimensional maps may contain different maps embedded deep within. This phenomenon in 1-d maps leads to the study of renormalizations between classes of maps [73]. We wish to generalize template renomalizations in a similar manner.
Definition 2.4.11 A template inflation is a smooth embedding $\Re: S \rightarrow \mathcal{T}$ of a template $\mathcal{S}$ into a template $\mathcal{T}$ which respects orbits (i.e., it commutes with the semiflow).

It follows from Definition 2.4.6 that the image of a template inflation $\mathfrak{M}(\mathcal{S})$ is a subtemplate of $\mathcal{T}$. A template renormalization is a special form of a template
inflation, and we will often use the more general term. The analogous notion of an isotopic template inflation follows:

Definition 2.4.12 Let $\mathfrak{R}: S \rightarrow T$ be an inflation of a template $S \subset S^{3}$ into a template $\mathcal{T} \subset S^{3}$. Let is and i $\mathcal{T}$ denote inclusion of $S$ and $\mathcal{T}$ respectively into $S^{3}$. If $i \mathcal{S}$ and i $\mathcal{T}$ - $\mathfrak{R}$ are isotopic embeddings of $\mathcal{S}$ in $S^{3}$, then $\mathfrak{R}$ is an isotopic inflation.

There are many basic questions about subtemplates and template inflations, e.g.:

Problem 2.4.13 Given a template $T$, which templates embed [abstractly] in $\mathcal{T}$ (i.e., which are images of inflations)? Given an embedded template $\mathcal{T}$, what are all the subtemplates of $\mathcal{T}$ (i.e., which are images of isotopic inflations)?

We will obtain in $\S 3.3$ the surprising answer that all orientable templates embed in any $\mathcal{T}$ (after a slight perturbation at the branch lines). Furthermore, we will show that certain templates contain isotopic copies of all templates as subtemplates.

The goal of working with template inflations is to understand properties of deep, complicated subtemplates within a given template. To that end, isotopic inflations are useful, in that we can keep track of the knots and links which live "deep within" a template by pulling back the isotopy. To keep track of where exactly these complicated subtemplates lie, we use the induced action of an inflation on the itinerary space in order to derive "coordinates" for a subtemplate associated to a given inflation.

## Symbolic actions of inflations

Lemma 2.4.14 A template inflation $\mathfrak{R}: \mathcal{S} \leftrightarrow \mathcal{T}$ induces an embedding $\mathfrak{R}$ : $\Sigma_{\mathcal{S}} \rightarrow \Sigma_{\mathcal{T}}$ whose action is to mflate each symbol $\left\{x_{i}: i=1 . . M\right\}$ of $\Sigma_{\mathcal{S}}$ to a finite admissible word $\left\{\mathbf{w}^{i}=w_{1} \ldots w_{n(1)}: i=1 . . N\right\}$ in the symbols of $\Sigma_{\mathcal{T}}$.

Proof: by Definition 2.4.11, $\Re$ maps the branch lines of $S$ into branch lines of $T$. Hence, each strip of $S$ (corresponding to a generator $x_{i}$ of $\Sigma_{S}$ ) is mapped to a finite sequence of strips in $\mathcal{T}$, corresponding to a finite admissible itinerary for $T$.

The image under $\mathfrak{R}$ of any orbit on $S$ is thus obtained by "inflating" each symbol $x_{i}$ in the itinerary by the word $\mathbf{w}^{i}$ (which in some cases may consist of a single letter). This immediately implies the following useful result:

Corollary 2.4.15 Given $\Re: S \leftrightarrow \mathcal{T}$ t template inflation, the branch set and the boundary of the subtemplate $\mathfrak{N}(\mathcal{S})$ are given by

$$
\begin{align*}
\beta_{i}(\Re(\mathcal{S})) & =\Re\left(\beta_{i}(\mathcal{S})\right)=\left\{\Re(\mathbf{a}) ; \mathbf{a} \in \beta_{i}(\mathcal{S})\right\}  \tag{2.21}\\
\partial(\Re(\mathcal{S})) & =\mathfrak{P}(\partial(\mathcal{S})\}=\{\Re(\mathbf{a}) ; \mathbf{a} \in \partial(\mathcal{S})\},
\end{align*}
$$

We wish to consider the branch set $\beta(\mathcal{P}(\mathcal{S})$ ) as a set of "coordinates" consisting of $N$ "subintervals" of the branch set of $\mathcal{T}$ which indicate where $\mathcal{S}$ resides within $T$. We note that the image of a branch segment under an inflation is not an interval in the sense that all orbits between its endpoints are not necessarily part of the subtemplate (recall there are "gaps" in the branch lines). Yet, if we consider the $N$ subintervals given by $\beta(\Re(\mathcal{S})$ ), we have a relative measure of the depth of an inflation. For example, if a template $\mathcal{T}$ contains a nested sequence of subtemplates $\mathcal{T}_{n} \subset \ldots \subset \mathcal{T}_{2} \subset \mathcal{T}_{1} \subset \mathcal{T}$, then the same inclusion exists on the branch sets $\beta\left(\mathcal{T}_{i}\right)$ within $\beta(\mathcal{T})$. Or, given two subtemplates of $\mathcal{T}$, the information encoded in their symbolic branch sets can be used to determine whether these subtemplates are disjoint, or which subtemplate is "closer" (under \&) to a given periodic orbit.

Example 2.4.16 For an example which will demonstrate the symbolic actions of an isotopic inflation, we retum to the isotopic renomalization of $\mathcal{V}$ from Example 2.4.10. From Figure 2.22, one traces the image of the four strips $\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}$ to obtain the symbolic action:

$$
\mathfrak{D}: \mathcal{V} \leftrightarrow V \quad\left\{\begin{array}{l}
x_{1} \mapsto x_{1}  \tag{2.22}\\
x_{2} \mapsto x_{1} x_{2} \\
x_{3} \mapsto x_{3} \\
x_{4} \mapsto x_{3} x_{4}
\end{array}\right.
$$

The branch segments of the subtemplate are given by

$$
\begin{align*}
& \beta_{1}(\mathfrak{D}(\mathcal{V}))=\mathfrak{D}\left(\left[\left(x_{1}\right)^{\infty}, x_{1}\left(x_{2} x_{4}\right)^{\infty}\right]\right)=\left[\left(x_{1}\right)^{\infty}, x_{1}\left(x_{1} x_{2} x_{3} x_{4}\right)^{\infty}\right] \\
& \beta_{2}(D(V))=\mathfrak{D}\left(\left[x_{2}\left(x_{3}\right)^{\infty},\left(x_{2} x_{4}\right)^{\infty}\right]\right)=\left[x_{1} x_{2}\left(x_{3}\right)^{\infty},\left(x_{1} x_{2} x_{3} x_{4}\right)^{\infty}\right] \\
& \beta_{3}(\mathcal{D}(V))=\mathfrak{D}\left(\left[\left(x_{3}\right)^{\infty}, x_{3}\left(x_{4} x_{2}\right)^{\infty}\right]\right)=\left[\left(x_{3}\right)^{\infty}, x_{3}\left(x_{3} x_{4} x_{1} x_{2}\right)^{\infty}\right](2  \tag{2,23}\\
& \beta_{4}(\mathcal{D}(\mathcal{V}))=\mathfrak{D}\left(\left[x_{4}\left(x_{1}\right)^{\infty},\left(x_{4} x_{2}\right)^{\infty}\right]\right)=\left[x_{3} x_{4}\left(x_{1}\right)^{\infty},\left(x_{3} x_{4} x_{1} x_{2}\right)^{\infty}\right] .
\end{align*}
$$

The boundary components of the subtemplate, $\partial(\mathcal{D}(V))$, are given by the endpoints of the intervals above.

We encourage the reader to work through this example carefully, correlating the geometric description of Figure 2.22 with the symbolic description of Equation (2.22). This procedure is used extensively in Chapter 3.

Unfortmately, one camot endow the symbolic structure with very much information about the topology of the infinte link. However, the hyperbolicity of the underlying flow does give a nice structure to the space $\Sigma_{\mathcal{T}}$ which we hope to utilize as much as possible. By looking at the ordering $\langle$ and by eonsidering the relationship between iterated subtemplates and their "coordinates" in terms of branch sets, we have a set of tools for describing and manipulating "deep" sublinks of the link of periodic orbits. We will use these in the next chapter to prove some basic, as well as some surprising, results.

## Chapter 3: Template Theory

In this chapter, we use the tools of Chapter 2 to build a collection of general results on templates and template links, noting applications to the dynamics of three-dimensional flows along the way. We begin in $\S 3.1$ with a treatment of properties of the individual knots and links which are supported on a given embedded template. Then, in $\S 3.2$, we use the methods developed in $\S 3.1$ and the previous chapter to prove the existence (and abundance) of universal templates: templates which contain all knots and links among their closed orbits. In §3.3, we continue this line of mquiry to examine the subtemplate problem: the enumeration of all subtemplates of a given embedded template.

These results, which are fairly general in nature, will lead to numerons specific conclusions in this and in subsequent chapters when applied to the examples introduced in §2.3.

### 3.1 Knotted orbits on templates

Question 1 Given an embedded template $\mathcal{T}$, does it contain a nontrivial knot? How many such knots are present? How are these distributed?

In this section, we will answer Question 1, giving applications to the dynamics of flows.

### 3.1.1 Alexander's Theorem for templates

In many of the results to follow, we will need to represent template knots and links as closed braids. We begin with an analogue of braiding for templates:

Definition 3.1.1 A template $\mathcal{T}$ is said to be braided if $\mathcal{T}$ is embedded in $D^{2} \times S^{1}$ in such a way that every closed orbit on $\mathcal{T}$ is a closed braid: that is, each meridional dise $D^{2} \times\{\theta\}$ intersects the curve transversely in a fixed number of points. A template is said to be positive if it can be braided in such a way that every closed orbit is a closed positive braid.

Recall Alexander's Theorem (Theorem 1.1.13), which states that any link is isotopic to a closed braid. The corresponding statement for templates is also true, as shown by Franks and Williams [58].

Theorem 3.1.2 (The Alexander Template Theorem: Franks and Williams [58]) Any template $T$ may be isotoped so that it is a closed braided template. Furthermore, if $\mathcal{T}$ is orientable, it may be arranged such that in a planar projection, all the strigs of $\mathcal{T}$ are flat (untwisted).

The proof closely follows that of Alexander's Theorem for links [3]: a nice account of the latter can be found in [33, Prop. 2.14]. In the proof of Alexander's Theorem, one chooses a tenative braid axis, and then iteratively "flips" strands of the link about the braid axis until they are all aligned. Here, instead of wrapping strands about a braid axis, one manipulates strips. To obtain a flat presentation, one uses the belt trick of Example 2.4.7 to exchange a full twist for an additional trip about the braid axis. Half twists, which arise in non-orientable templates, of course cannot be straightened.

### 3.1.2 Concatenation of template knots

Given two periodic points of $\Sigma_{t_{j}}$ - the set of all orbits starting on the branch line $\ell_{j}$ - we wish to define an "addition" operation which has both symbolic and topological interpretations.
Definition 3.1.3 Let $\mathbf{a}^{\infty}$ and $\mathbf{b}^{\infty}$ be distinct periodic points of $\Sigma_{t_{j} ;}$ Then the concatenation of $\mathbf{a}^{\infty}$ and $\mathbf{b}^{\infty}$, denoted $\mathbf{a}^{\infty} \mathbf{b}^{\infty}$, is the point $(\mathbf{a b})^{\alpha} \in \Sigma_{\ell_{j}}$.
Remark 3.1.4 The concatenation operation is well-defmed: since $\mathbf{a}^{\infty}$ and $\mathbf{b}^{\infty}$ are both points on a particular branch line $\ell_{3}$, the orbit (ab) must be admissible. Note, however, that ab may equal $\mathbf{u}^{k}$ for $k>1$ and some $\mathbf{u}$, as in $x_{1}^{2} x_{2} x_{1}$ concatenated with $x_{1} x_{2}$. In this case, we would say $\left(x_{1}^{2} x_{2} x_{1}\right)^{\infty} \oplus\left(x_{1} x_{2}\right)^{\infty}=$ $\left(x_{1}^{2} x_{2}\right)^{\infty}$.
Given the concatenation operation, we wish to understand the topological action on periodic orbits. We begin with a class of concatenations which behave nicely.

Definition 3.1.5 Choose two distinct points $u$ and $v \in \Sigma_{f_{j}}$ and assume that $\mathbf{u}<\mathbf{v}$. Define $(\mathbf{u}, \mathbf{v})$ to be the set of all point $\mathbf{x} \in \Sigma_{\ell_{j}}$ such that $\mathbf{u}\langle\mathbf{x}<\mathbf{v}$. Then $u$ and $v$ are said to be adjacent if,

$$
\begin{equation*}
\left\{\sigma^{k} \mathbf{u}_{\}, k 0} \cap(\mathbf{u}, \mathbf{v})=\left\{\sigma^{k} \mathbf{v}\right\}_{k>0} \cap(\mathbf{u}, \mathbf{v})=\emptyset\right. \tag{3.1}
\end{equation*}
$$

Thus, $\mathbf{u}$ and $\mathbf{v}$ are adjacent if no other points on their orbits appear between $\mathbf{u}$ and $v$.

In order to simplify the next few results, we circumvent the exceptional cases of Remark 3.1.4:

Lemma 3.1.6 If $\mathbf{a}$ and $\mathbf{b}$ are distinct nontrivial words and $\mathbf{a b}=\mathbf{u}^{k}$ for $k>1$ and some $\mathbf{u}$, then $\mathbf{a}^{\infty}$ and $\mathbf{b}^{\infty}$ are not adjacent.
Proof: Decompose $\mathbf{a}=\mathbf{u}^{\prime} \mathbf{a}^{\prime}$ and $\mathbf{b}=\mathbf{b}^{\prime} \mathbf{u}^{\prime}$, where $\dot{i}+j=k-1$ and $\mathbf{a}^{\prime} \mathbf{b}^{\prime}=\mathbf{u}$. Assuming (arbitrarily) that $\mathbf{a}<\mathbf{b}$ and that $i>0$, consider the point $\left(\mathbf{u}^{i-1} \mathbf{a}^{\prime} \mathbf{u}\right)^{\infty}$, which is a shift of $\mathbf{a}^{\infty}$. Then, since $\mathbf{a}^{\infty}<\mathbf{u}^{\infty} \& \mathbf{b}^{\infty}$, it follows that

$$
\begin{equation*}
\mathbf{a}^{\infty} \triangleleft\left(\mathbf{u}^{i-1} \mathbf{a}^{\prime} \mathbf{u}\right)^{\infty} \triangleleft \mathbf{u}^{\infty} \triangleleft \mathbf{b}^{\infty} \tag{3.2}
\end{equation*}
$$

whence it follows that $\mathbf{a}^{\infty}$ and $\mathbf{b}^{\boldsymbol{\alpha}}$ are not adjacent.
The concatenation of adjacent orbits is similar in spirit to taking a connected sum: only one erossing is added.

Lemma 3.1.7 Let $\mathcal{T}$ be an embedded template, and let $\mathbf{a}^{\infty}$ and $\mathbf{b}^{\infty}$ be adjacent periodic points in $\Sigma_{\ell_{j}}$. The planar presentation of the knot correspondang to $\mathbf{a}^{\infty} \mathrm{m}^{\infty}$ differs from that of the thnk corresponding to $\mathbf{a}^{\infty}$ union $\mathbf{b}^{\infty}$ by the addition of a single crossing (as illustrated in Figure 3.1).

Proof: Place $\mathcal{T}$ in a planar presentation and consider the branch line $\ell_{j}$ which contains the points $\mathbf{a}^{\infty}\left\langle\mathbf{b}^{\infty}\right.$. By isotoping $\mathcal{T}$ if necessary, a neighborhood of $\ell_{j}$ will appear locally as in Figure 3.1 (a) - there are two cases depending on which strip is "on top." By properties of the ordering $\langle$, it follows that

$$
\begin{equation*}
\mathbf{a}^{\infty}<(\mathbf{a b})^{\infty} \propto(\mathbf{b a})^{\infty}<\mathbf{b}^{\infty} \tag{3.3}
\end{equation*}
$$

so that the concatenated orbit appears as in Figure 3.1(b): there is a new crossing whose sign is dependent upon the stacking order of strips. The orbit (ab) ${ }^{\infty}$ follows a then $\mathbf{b}$ : the ordering of points on other branch lines does not change. More specifically, if, on any branch line, $\left(\sigma^{i} \mathbf{a}\right)^{\infty} \triangleleft\left(\sigma^{j} \mathbf{a}\right)^{\infty}$, then it follows that $\left(\sigma^{i}(\mathbf{a b})\right)^{\infty} \triangleleft\left(\sigma^{j}(\mathbf{a b})\right)^{\infty}$ for any $i, j<|\mathbf{a}|$. Hence, $\mathbf{a}^{\infty} \downarrow \mathbf{b}^{\infty}$ may be isotoped to the link $\mathbf{a}^{\infty}$ umion $\mathbf{b}^{\infty}$ with a single crossing inserted at the branch line as specified.


Figure 3.1: Concatenation of adjacent periodic points effects a local change as above.

Lemma 3.1.7 immediately yields:

Corollary 3.1.8 Let $\mathcal{T}$ be an embedded template, and let $\mathbf{a}^{\infty}$ and $\mathbf{b}^{\infty}$ be adjucent periodic points in $\Sigma_{f_{j}}$ with self-crossing numbers $c_{a}$ and $c_{b}$ respectively. Then, the self-crossing number of the concatenation $\mathbf{a}^{\boldsymbol{\alpha}} \boldsymbol{q}^{\infty}$ is given by

$$
\begin{equation*}
c_{a \oplus b}=c_{a}+c_{b}+2 \ell k\left(\mathbf{a}^{\infty}, \mathbf{b}^{\infty}\right)+\epsilon_{.} \tag{3.4}
\end{equation*}
$$

where $\mathrm{E}= \pm 1$, depending upon $\mathbf{a}^{\infty}, \mathbf{b}^{\infty}$, and $\mathcal{T}$, is the sign of the crossing of Lemma 3.1.\%.

Definition 3.1.9 The twist of a ribbon (annulus or Möbius strip) in $S^{3}$ with c crossings and $t$ signed half-twists (in a given planar presentation) is given as $c+\frac{1}{2} t$ and is an isotopy invariant (see Lemma 5.3 .4 for a proof). Given $K$ a closed orbit on a template $\mathcal{T}$, the twist of $K, \tau_{K}$, is defined to be the twist of the normal bundle of $\mathcal{T}$ restricted to $K$. That is, the bundle of normal directions to $\mathcal{T}$ along $K$ is an embedded ribbon in $S^{3}$ with twist $\tau_{K}$. Equivalently, this ribbon is the local stable manifold to the orbit.

Corollary 3.1.10 Let $T$ be an embedded template, and let $\mathbf{a}^{\infty}$ and $\mathbf{b}^{\infty}$ be adjacent pervodic poants in $\Sigma_{k_{j}}$. Then the twist of the concatenated knot corresponding to the point $\mathbf{a}^{\infty} \oplus \mathbf{b}^{\infty}$ is given by

$$
\begin{equation*}
\tau\left(\mathbf{a}^{\infty} \oplus \mathbf{b}^{\infty}\right)=\tau\left(\mathbf{a}^{\infty}\right)+\tau\left(\mathbf{b}^{\infty}\right)+2 \ell k\left(\mathbf{a}^{\infty}, \mathbf{b}^{\infty}\right)+\epsilon \tag{3.5}
\end{equation*}
$$

where $\mathrm{f}= \pm 1$, depending upon $\mathbf{a}, \mathbf{b}$, and $\mathcal{T}$.
Proof: Apply Lemma 3.1.7 to Definition 3.1.9.

Corollary 3.1.11 Let $\mathcal{T}$ be an embedded positive template, and let $\mathbf{a}^{\infty}$ and $\mathbf{b}^{\infty}$ be adjacent periodic points in $\Sigma_{k_{j}}$ for some $j$. Then the genus of the concatenated knot corresponding to the point $\mathbf{a}^{\infty} \boldsymbol{b}^{\infty}$ is bounded below as

$$
\begin{equation*}
g\left(\mathbf{a}^{\infty} \oplus \mathbf{b}^{\infty}\right) \geq g\left(\mathbf{a}^{\infty}\right)+g\left(\mathbf{b}^{\infty}\right) \tag{3.6}
\end{equation*}
$$

Proof: Arrange $T$ as a braided template with all crossings positive. Via Equation (1.3), the genera of the knots corresponding to $\mathbf{a}^{\infty}$ and $\mathbf{b}^{\infty}$ are, respectively,

$$
\begin{equation*}
g\left(\mathbf{a}^{\infty}\right)=\frac{c_{b}-N_{a}+1}{2} \quad ; \quad g\left(\mathbf{b}^{\infty}\right)=\frac{c_{b}-N_{b}+1}{2} \tag{3.7}
\end{equation*}
$$

where c denotes number of crossings and $N$ denotes number of strands. The concatenated knot $\mathbf{a}^{\infty} \boldsymbol{b}^{\infty}$ has $N_{a}+N_{b}$ strands in its braid presentation, and it has crossing number given by Equation (3.4). Thus,

$$
\begin{align*}
\left.g\left(\mathbf{a}^{\infty}\right)^{\infty}\right) & =\frac{c_{a}+c_{b}+2 \ell k\left(\mathbf{a}^{\infty}, \mathbf{b}^{\infty}\right)+\epsilon-\left(N_{a}+N_{b}\right)+1}{2} \\
& =g\left(\mathbf{a}^{\infty}\right)+g\left(\mathbf{b}^{\infty}\right)+\frac{2 \ell k\left(\mathbf{a}^{\infty}, \mathbf{b}^{\infty}\right)-1+\epsilon}{2} \tag{3.8}
\end{align*}
$$

Since all crossings are positive prior to and after concatenation, $\ell k\left(\mathbf{a}^{\infty}, \mathbf{b}^{\infty}\right) \geq 0$. If $\epsilon=-1$, then in concatenation we have removed a (positive) crossing; thus, for $\epsilon=-1, \ell k\left(\mathbf{a}^{\infty}, \mathbf{b}^{\infty}\right)>0$ prior to concatenation, and the result follows. For $\epsilon=+1$, it is obviously true.

Corollary 3.1.11 gives a partial answer to a generalization of a conjecture of Williams's:

Conjecture 3.1.12 Let $\mathcal{T}$ be a positive embedded template. Let $\mathbf{a}^{\infty}$ and $\mathbf{b}^{\infty}$ be periodic itineraries in $\Sigma_{f_{j}}$ (not necessarily adjacent). Then, genus is monotonic under the operation? ${ }^{1}$

$$
\begin{equation*}
g\left((\mathbf{a} \mathbf{b})^{\infty}\right) \geq g\left(\mathbf{a}^{\infty}\right)+g\left(\mathbf{b}^{\infty}\right) \tag{3.9}
\end{equation*}
$$

We will use the operation in the next subsection, when we describe where on a template knots live.

### 3.1.3 The existence of knots on a template

Theorem 3.1.13 Given an embedded template $\mathcal{T}$, there exists a nontrivial knot. as an orbit on $T$.

Proof: Our proof is in the spirit of Proposition 4.4 of [58], in that we rely upon the Bennequin inequality. ${ }^{2}$ Arrange $\mathcal{T}$ as a braded template as per Theorem 3.1.2. Choose $\mathbf{a}^{\infty}$ and $\mathbf{b}^{\infty}$ in some branch set component $\Sigma_{\ell_{j}}$ with $\mathbf{a}^{\infty}$ and $\mathbf{b}^{\infty}$ adjacent. Assume that the twist of $\mathbf{a}^{\infty}$ or $\mathbf{b}^{\infty}$ is nonzero. If not, then replace $\mathbf{a}^{\infty}$ with $\mathbf{a}^{\infty} \mathbf{b}^{\infty}$. By Corollary 3.1.10, the twist of the concatenated knot is nonzero and this orbit is still adjacent to $b^{\infty}$.

Given $\mathbf{a}^{\infty}$ and $\mathbf{b}^{\infty}$ with $\tau\left(\mathbf{a}^{\infty}\right) \neq 0$, concatenate repeatedly to form the orbit

$$
\begin{equation*}
\left(\mathbf{a}^{4} \mathbf{b}\right)^{\infty}=\mathbf{a}^{\infty}\left(\mathbf{a}^{\infty} \propto\left(\cdots\left(\mathbf{a}^{\infty} \mathbf{b}^{\infty}\right) \cdots\right)\right) \tag{3.10}
\end{equation*}
$$

We will use the Bemnequin inequality, Equation (1.5), to bound the genus of this knot. By Corollary 3.1.8, the self-crossing number of $\left(\mathbf{a}^{n} \mathbf{b}\right)^{\infty}$ is

$$
\begin{equation*}
c_{a^{n} b}=c_{a} n^{2}+\frac{1}{2} t_{a} n(n-1)+c_{b}+\left(2 \ell k\left(\mathbf{a}^{\infty}, \mathbf{b}^{\infty}\right)+\epsilon\right) n \tag{3.11}
\end{equation*}
$$

where $c_{a}$ (resp. $c_{b}$ ) is the self-crossing number of $\mathbf{a}^{\infty}\left(\right.$ resp. $\left.\mathbf{b}^{\infty}\right), t_{a}$ is the signed number of half-twists in the presentation of the embedded normal bundle of $\mathbf{a}^{\infty}$, and $\epsilon= \pm 1$. See Figure 3.2 for the count of the terms quadratic in $n$. By Equation (1.5),

$$
\begin{align*}
2 g\left(\left(\mathbf{a}^{n} \mathbf{b}\right)^{\infty}\right) \geq & \left|c_{a} n^{2}+\frac{1}{2} t_{a} n(n-1)+c_{b}+\left(2 \ell k\left(\mathbf{a}^{\infty}, \mathbf{b}^{\infty}\right)+\epsilon\right) n\right|  \tag{3.12}\\
& -\left(n N_{a}+N_{b}\right)+1
\end{align*}
$$

[^7]Since the twist $\tau_{a} \neq 0, c_{a}+\frac{1}{2} t_{a} \neq 0$; hence, $c_{a^{n}}$, is quadratic in $n$ as per (3.11). Thus, for some $n$, the genus of $\left(\mathbf{a}^{n} \mathbf{b}\right)^{\infty}$ is nonzero.


Figure 3.2: (a) each half-twist on $k$-strands yields $\frac{1}{2} k(k-1)$ crossings; (b) each crossing of $k$-strands over $j$-strands yields $k j$ crossings.

Corollary 3.1.14 Given an embedded template $T$, there exists an infinite number of distinct knot types as orbits on $T$.

Proof: Let $n \rightarrow \infty$ above.
From this, we may recover the Franks-Williams Theorem for flows on $S^{3}$ :
Theorem 3.1.15 (Franks and Williams [58]) Any $C^{2}$-flow on $S^{3}$ which has positive topological entropy must display an infinite number of distinct knot types as closed orbits.

Proof: By a [deep] theorem of Katok [97], a $C^{2}$ flow with positive topological entropy must contain a hyperbolic periodic orbit which has a transverse homoclinic connection. The Poincare-Birkhoff-Smale Theorem, Theorem 1.2.33, then asserts the existence of an embedded Smale horseshoe in the flow. By the Template Theorem, this basic set collapses to an embedded template in $S^{3}$ which captures knot and link types. This template, and hence the flow, supports an infinite number of knot types by Corollary 3.1.14.

Remark 3.1.16 Theorem 3.1.15 is a beautiful result, yielding a great deal of topological information from purely dynamical data. The connection is thus established: dynamically complicated hyperbolic flows on $S^{3}$ force topologically complicated knots as orbits. Several converses exist: for an example, see the

Morgan-Wada Theorem in Appendix A. Another well-known converse is the Seifert Conjecture, recently resolved in the smooth case by K. Kuperberg [107]. This result states that there exist smooth nonsingular flows on $S^{3}$ containing no periodic orbits whatsoever.

From Theorem 3.1.13 we may also derive information about how knots are distributed on $\Sigma_{\mathcal{T}}$. We show that the nontrivial knots do not confine themselves to any proper subregion.

Corollary 3.1.17 Let $T$ be an irreducible template - that is, the subshift of finte type defined on $\Sigma_{\mathcal{T}}$ has a dense orbit. Then, given any point x in $\Sigma_{\mathcal{T}}$, there exists an infinite number of distinct knot types represented in an arbitrarily small neighborhood of $\mathbf{x}$.

Proof: Choose a small e-neighborhood $N_{e}$ of x in $\Sigma_{\mathcal{T}}$ and pick two distinct periodic points $\mathbf{a}^{\infty}$ and $\mathbf{b}^{\infty} \in N_{\epsilon}$ (this is always possible since the periodic points are dense in $\Sigma_{\mathcal{T}}$ for $\mathcal{T}$ irreducible). If necessary, shift $\mathbf{b}^{\infty}$ to be adjacent to a $^{\infty}$ - this does not remove it from $N_{\epsilon}$. Consider the template inflation

$$
\Re: \mathcal{C}\left(\tau_{a}, T_{b}\right) \leftrightarrow \mathcal{T} \quad\left\{\begin{array}{l}
x_{1} \mapsto \mathbf{a}  \tag{3.13}\\
x_{2} \mapsto \mathbf{b}
\end{array},\right.
$$

where $\tau_{a}$ ( $\tau_{b}$ resp.) is the twist of $\mathbf{a}^{\infty}\left(\mathbf{b}^{\infty}\right.$ resp.) and $\mathcal{L}(m, n)$ is the Lorenz-like template of type $(m, n)$ (see $\S 2.3 .1$ ). This inflation is well-defined since $\mathbf{a}^{\infty}$ and $\mathbf{b}^{\infty}$ are adjacent. The image of 9 has branch set

$$
\beta\left\{\Re\left(\mathcal{L}\left(\tau_{a}, \tau_{b}\right)\right)\right\}=\left\{\begin{array}{cl}
{\left[\mathbf{a}^{\infty}, \mathbf{b}^{\infty}\right]} & : \tau_{a}, \tau_{b} \text { even }  \tag{3.14}\\
{\left[\mathbf{a}^{\infty}, \mathbf{b a}^{\infty}\right]} & : \tau_{a} \text { even }, \tau_{b} \text { odd } \\
{\left[\mathbf{a b}^{\infty}, \mathbf{b a}^{\infty}\right]} & : \tau_{a,}, \tau_{b} \text { odd }
\end{array}\right.
$$

which is contained within a $2 \epsilon$-neighborhood of $\mathbf{a}^{\infty}$. By Corollary 3.1.14, this subtemplate contains an infinite set of distinct knot types.

Remark 3.1.18 Any template obtained from a basic set of a flow is irreducible, since basic sets have dense orbits. A non-irreducible template is, from our perspective, an anomaly.

### 3.1.4 Accumulations of knots

Knowing that knot types are "densely packed" on any given template says nothing about their precise distribution. What are the chances of a figure-eight knot living arbitrarily close to a trefoil? To an unknot? To answer this (in part), we will explore the special role played by unknots with zero twist.
Proposition 3.1.19 Let. $\mathcal{T}$ be an embedded template. Suppose that some point $\mathbf{u}^{\infty} \in \Sigma_{f_{j}}$ represents an unknotted periodic orbit with zero twist. Then, for every periodic point $\mathbf{a}^{\infty}$ in $\Sigma_{f,}$ such that $\mathbf{a}^{\infty}$ and $\mathbf{u}^{\infty}$ are separable, there exist infinitely many periodic points in $\Sigma_{t_{j}}$ which have the same knot type as $\mathbf{a}^{\infty}$, and these accumalate onto $\mathbf{u}^{\infty}$.

Proof: Assume (after shifting perhaps) that $\mathbf{a}^{\infty}$ and $\mathbf{u}^{\infty}$ are adjacent. We claim that the concatenation $\mathbf{u}^{\infty} \oplus \mathbf{a}^{\infty}=(\mathbf{u a})^{\infty}$ is the connected sum of the two original knots.

Since $\mathbf{a}^{\alpha}$ and $\mathbf{u}^{\infty}$ represent separable knots, there is a 2 -sphere $S^{2}$ which bounds the knots on opposite sides. By placing the sphere in general position, we may assume that $S^{2}$ intersects the template $\mathcal{T}$ transversally. Denote by $I$ the subset of the branch line $\ell_{j}$ which is bounded by the points $\mathbf{u}^{\infty}$ and $\mathbf{a}^{\infty}$.

Let $N \subset S^{3}$ denote a tubular neighborhood of $\mathbf{u}^{\infty} \cup I \cup \mathbf{a}^{\infty}$ in $S^{3}$. We elaim that $N \cap \mathcal{T}$ is isotopic to the configuration of Figure 3.3. To show this, note that the space $S^{3} \backslash N$ is isotopic to a solid torus (the complement of the unknot $\mathbf{u}^{\infty}$ ) with an interior solid torus removed (a neighborhood of the knot $\mathbf{a}^{\infty}$ ) and a (perhaps knotted) hole connecting the boundaries of these solid tori, corresponding to the are $I$. Since $\mathbf{a}^{\infty}$ and $\mathbf{u}^{\infty}$ are separable, the solid torus hole in inessential (it is contained within a ball in the solid torus). As such, one may use the "lightbulb trick" - if a lightbulb hangs from a knotted cord, the cord can be isotoped to one without a knot while fixing the light bulb - to show that $N$ can be isotoped to the configuration of Figure 3.3 (see [154, p. 257]).


Figure 3.3: The intersection of $N$ and $\mathcal{T}$.
Given $N \cap T$ as in Figure $3.3(a)$, the orbit $(u a)^{\infty}$ is isotopic within $T$ (hence, within $S^{3}$ ) to a curve within $N$. This isotopy involves pushing the orbit "outwards" so that it completes a circuit in a neighborhood of $\mathbf{a}^{\infty}$, crosses to $\mathbf{b}^{\infty}$ through $I$, contimes around $\mathbf{b}^{\infty}$, then goes back across $I$.

After the isotopy, it is clear that (ua) ${ }^{\infty}$ is the connected sum of $\mathbf{u}^{\infty}$ and $a^{\infty}$. Since $\mathbf{u}^{\infty}$ is an unknot, (ua) has the knot type of $\mathbf{a}^{\infty}$. Since $\mathbf{u}^{\infty}$ is unknotted and untwisted, (ua) ${ }^{\infty}$ is also separable with respect to $\mathbf{u}^{\infty}$ and the process may be iterated, creating the sequence $\left(\mathbf{u}^{k} \mathbf{a}\right)^{\infty}$, which accumulates on $\mathbf{u}^{\infty}$.

A converse to Proposition 3.1 .19 holds for positive templates and provides a clue to the distribution of knots on templates.

Theorem 3.1.20 Let $\mathcal{T}$ be a positive embedded template. Suppose that a sequence of distinct periodic points $\mathbf{a}_{n}^{\infty} \mathrm{m}_{\mathrm{N}} \Sigma_{\mathcal{T}}$ all correspond to the sume knot.
type. Then any accumulation point of this sequence of the form $\mathbf{u}^{\infty}$ represents an untwisted unknotted periodic orbit.

Proof: Arrange $\mathcal{T}$ as a positively braided template as per Theorem 3.1.2, Given $\mathbf{u}^{\infty}$ an accumulation point for the sequence $\mathbf{a}_{n}^{\infty}$, reindex this latter sequence to denote the subsequence which converges to $\mathbf{u}^{\infty}$. For $n$ sufficiently large, $a_{n}^{\infty}$ must be of the form $\left(\mathbf{u}^{*} \mathbf{b}_{n}\right)^{\infty}$ for $k$ any fixed number; this is pictured in Figure 3.4.

If $\mathbf{u}^{\boldsymbol{\alpha}}$ is nontrivially knotted, then by Equation (1.3), $c_{4}>N_{*,}$, where $c_{4}$ is the self-crossing number and $N_{u}$ is the number of strands in the braid representation of $\mathbf{u}^{\infty}$. From the form of $\mathbf{a}_{n}^{\infty}=\left(\mathbf{u}^{k} \mathbf{b}_{n}\right)^{\infty}$, it follows that the genus of $\mathbf{a}_{n}^{\infty}$ is greater than or equal to $k$ times the [nonzero] genns of $\mathbf{u}^{\infty}$. As $k$ can be chosen arbitrarily large, the sequence $\left\{a_{n}^{\infty}\right\}_{n}$ will not have bounded genus.


Figure 3.4: A portion of the orbit $a_{n}^{\infty}$ for $n$ large.
If $\mathbf{u}^{\infty}$ is an unknot of twist $\tau_{q k}>0$, then there are at least $\frac{1}{2} \tau_{y k} k(k-1)$ crossings of $\mathbf{a}_{n}^{\infty}=\left(\mathbf{u}^{k} \mathbf{b}\right)^{\infty}$ with $\mathbf{u}^{\infty}(c f$. Figure 3.2). Since, for $n$ large, $k$ is large, Equation (3.8) implies that the genus of the sequence $\left\{\mathbf{a}_{n}^{\infty}\right\}$ is unbounded. We conclude that $\mathbf{u}^{\alpha}$ is an untwisted unknot.

Theorem 3.1.20 implies that, on a positive template $\mathcal{T}$, the collection of knot types supported on $\mathcal{T}$ "accumulates" at untwisted unknots and nowhere else.

Remark 3.1.21 Let $\left\{\gamma_{i}{ }_{1}^{\infty}\right.$ be a sequence of distinct closed orbits in a flow. We say that $\gamma_{i}$ accumulates on a closed orbit $\gamma$ if there exists a sequence of points $\left\{x_{i} \in \gamma_{i}\right\}_{1}^{\infty}$ which have $x \in \gamma$ as an aceumulation point for some $x \in \gamma$ If we consider the class of flows that have one-dimensional basic sets (e.g. Smale flows) with "positive" twisting, we ean lift. Theorem 3.1.20 to the original flow
to imply that any infinite sequence of distinct periodic orbits of bounded genus must accumulate on untwisted unknots.

Remark 3.1.22 Theorem 3.1.20 fails spectacularly for non-positive templates. Using results from the remainder of this chapter, it has recently been shown that in such cases, practically anything can occur: see Remark 3.3.12.

### 3.2 Universal templates

We have in Theorem 3.1 .13 one extreme: every embedded template must contain a nontrivial knot, and in fact, by Corollary 3.1.14, infinitely many distinct knots. The other extreme, however, is unelear, as to whether an embedded template can contain all knots. Certainly, the figure-eight knot cannot live on the embedded Lorenz template $\mathcal{L}(0,0)$, as this template is positive and the figure-eight knot camot be represented by a positive braid (recall Exercise 1.1.21). Hence, there exist classes of templates which do not contain all knots.

Question 2 Does there exist an embedded template $T \subset S^{3}$ containing all knots as periodic orbits? All links?

The answer to Question 2 was conjectured to be no [24]: We will prove otherwise, outlining the arguments of [69], while providing a more general perspective.

Question 2 is to some degree not the most general approach to understanding "what lives" in a given template. Focusing instead on the class of embedded templates leads to the following question:

Question 3 Given an embedded template $\mathcal{T} \subset S^{3}$, what are all the subtemplates of $T$ ?

In this section, we tackle Question 2 by using methods suited for answering Question 3.

### 3.2.1 Examples of subtemplate structures

## Lorenz-like templates

As a basic example of a subtemplate question, recall Problem 2.3 .6 concerning the relationships between the Lorenz-like templates of §2,3.1. We derive a partial answer in this subsection, following [168], but using the symbolic methods of this monograph.

In Figure 2.20 of $\$ 2.4 .2$, we proved that $\mathcal{L}(0,2) \subset \mathcal{L}(0,0)$ via an isotopic inflation. In the following, we use the symbolie descriptions of 82.4 to list a slightly more complete collection of isotopic inflations relating these templates.

Proposition 3.2.1 The following template inflations act isotopically:

$$
\begin{array}{ll}
\mathcal{L}(0, n+2) \rightarrow \mathcal{L}(0, n) & \left\{\begin{array}{l}
x_{1} \mapsto x_{1} \\
x_{2} \mapsto x_{1} x_{2}
\end{array}\right. \\
\mathcal{L}(0,-2) \rightarrow \mathcal{L}(0,-1) & \left\{\begin{array}{l}
x_{1} \mapsto x_{1} \\
x_{2} \mapsto x_{2}^{2}
\end{array}\right. \tag{3.16}
\end{array}
$$

Proof: For the first inflation, a simple generalization of Figure 2.20 is left to the reader. Figure 3.5 illustrates the isotopy for the second inflation. In both cases, one needs to use the belt trick when "pulling out" the subtemplate.


Figure 3.5: The template $\mathcal{C}(0,-2)$ is a subtemplate of $\mathcal{L}(0,-1)$.

The chain of inclusions among Lorenz-like templates implied by Proposition 3.2 .1 is

$$
\begin{align*}
& \cdots \mathcal{L}(0,4) \subset \mathcal{L}(0,2) \subset \mathcal{L}(0,0) \subset \mathcal{L}(0,-2) \subset \mathcal{L}(0,-4) \subset \ldots \\
& \cdots \mathcal{L}(0,5) \subset \mathcal{L}(0,3) \subset \mathcal{L}(0,1) \subset \mathcal{L}(0,-1) \subset \mathcal{L}(0,-3) \subset \ldots \tag{3.17}
\end{align*}
$$

## The templates $U$ and $V$

As a more intricate example of subtemplate structures, we turn to two deceptively simple templates first studied in [169] and later in [69].

Let $\mathcal{V}$ denote the embedded template of Figure $3.6(a)$, also introduced in Example 2.4.10. Let $U$ denote the embedded template of Figure 3.6(b). Each template has two branch lines, $\ell_{1}$ and $\ell_{2}$, and four strips, labeled $x_{1}, \ldots, x_{4}$.

These templates are related in a fascinating way:
Proposition 3.2.2 The following are isotopic template inflations:

$$
\mathfrak{F}: \mathcal{U} \hookrightarrow \mathcal{V} \quad\left\{\begin{array}{l}
x_{1} \mapsto x_{1}  \tag{3.18}\\
x_{2} \mapsto x_{1} x_{2} x_{3} \\
x_{3} \mapsto x_{4} x_{2} \\
x_{4} \mapsto x_{4}
\end{array}\right.
$$



Figure 3.6: (a) The template $\nu$; (b) the template $U$.

$$
\mathfrak{G : V} \leftrightarrow U \quad\left\{\begin{array}{l}
x_{1} \mapsto x_{1}  \tag{3.19}\\
x_{2} \mapsto x_{1} \\
x_{3} \mapsto x_{2} x_{4} \\
x_{4} \mapsto x_{2} x_{3} x_{4}
\end{array}\right.
$$

Proof: See the isotopies in Figures 3.7 and 3.8.


Figure 3.7: The template inflation $\mathfrak{F}$ acts isotopically.
Proposition 3.2 .2 presents a puzzling situation: $\mathcal{U} \subset \mathcal{V}$ and $\mathcal{V} \subset \mathcal{U}$, and the inclusions oceur in many different ways. By incorporating the symbolic approach to subtemplates of $\S 2.4$, we can track these various inclusions. For example, $\mathcal{U}$ and $V$ display a symmetry which may be exploited to generalize the template inflations $\mathfrak{F}$ and $\mathfrak{G}$ :


Figure 3.8: The template inflation $\mathfrak{B}$ acts isotopically.

Lemma 3.2.3 The template inflation

$$
x: \begin{align*}
& U \rightarrow U  \tag{3.20}\\
& V \rightarrow V
\end{align*}\left\{\begin{array}{l}
x_{1} \mapsto x_{3} \\
x_{2} \mapsto x_{4} \\
x_{3} \mapsto x_{1} \\
x_{4} \mapsto x_{2}
\end{array}\right.
$$

takes each orbit to its mirror image.
Proof: The action of $x$ is to exchange the branch lines. As the only erossings in the templates of Figure 3.6 are at the branch lines, and these are of opposite sign, the inflation $X$ reverses the crossings of each template.

Lemma 3.2.4 Given any isotopic template inflation $\Re$ having either $\mathcal{U}$ or $\mathcal{V}$ as domain and either $\mathcal{U}$ or $\mathcal{V}$ as range, the conjugate inflation, $\mathfrak{R}^{*}=x^{9} \chi$, is also isotopic.

Proof: While the symbolic actions of $\chi$ and $\Re$ do not commute, the topological actions do. To see this, note that taking the mirror image commutes with the Reidemeister moves of Figure 1.3. Hence, topologically, $\Re^{*}$ acts as $\chi^{2} \Re$. But, by Lemma $3.2 .3, \chi^{2}$ is the identity, and $\Re^{*}$ acts as $\mathfrak{R}$ : isotopically.

Example 3.2.5 Conjugate inflations allow us to increase our "vocabulary" of inflations on the templates $\mathcal{U}$ and $V ;$ e.g.s

$$
\mathfrak{F}^{*}: \mathcal{U} \leftrightarrow \vartheta \quad\left\{\begin{array}{l}
x_{1} \mapsto x_{2} x_{4}  \tag{3.21}\\
x_{2} \mapsto x_{2} \\
x_{3} \mapsto x_{3} \\
x_{4} \mapsto x_{3} x_{4} x_{1}
\end{array}\right.
$$

Composing the simple inflations $\mathfrak{F}$ and $\mathfrak{B}$ with their conjugates yields a variety of interesting subtemplate structures: e.g.,

Proposition 3.2.6 Let $\mathfrak{R}: \mathcal{S} \leftrightarrows \mathcal{T}$ be an isotopic inflation of some template $\mathcal{S}$ into some template $\mathcal{T}$. If $\mathfrak{\Re}$ factors as $\Re_{2} \mathcal{B} \Re_{1}$ for some isotopic inflations $\Re_{1}: \mathcal{S} \hookrightarrow \mathcal{V}$ and $\Re_{2}: \mathcal{U} \leftrightarrow \mathcal{T}$, then the image of the isotopic inflation $\Re_{1} \mathfrak{S}^{*} \Re_{2}$ is disjoint and separable from that of 9 .

Proof: First, we isolate the action of the inflation $\mathcal{B}: \mathcal{V} \leftrightarrow \mathcal{U}$. Consider the subtemplates given by the images of $\mathfrak{5}$ and $\mathfrak{B}^{*}$. The branch sets of these subtemplates are, due to Corollary 2.4.15,

$$
\begin{aligned}
\beta(\mathcal{O}(\mathcal{V})) & =\left[\begin{array}{cc}
{\left[x_{1}^{\infty}, x_{1}\left(x_{1} x_{2} x_{3} x_{4}\right)^{\infty}\right]} & {\left[\left(x_{2}\left(x_{2} x_{4}\right)^{\infty},\left(x_{1} x_{2} x_{3} x_{4}\right)^{\infty}\right]\right.} \\
\beta\left(\mathcal{B}^{*}(\mathcal{V})\right) & =\frac{\left[\left(x_{4} x_{2}\right)^{\infty}, x_{4} x_{2}\left(x_{4} x_{1} x_{2} x_{3}\right)^{\infty}\right]}{\left[x_{2}\left(x_{2} x_{3} x_{4} x_{1}\right)^{\infty}\right]} \begin{array}{l}
{\left[x_{2} x_{3} x_{4} x_{1}^{\infty},\left(x_{2} x_{3} x_{4} x_{1}\right)^{\infty}\right]} \\
{\left[x_{4} x_{1} x_{2} x_{3}^{\infty}\left(x_{4} x_{1} x_{2} x_{3}\right)^{\infty}\right]} \\
{\left[x_{3}^{\infty}, x_{3}\left(x_{3} x_{4} x_{1} x_{2}\right)^{\infty}\right]}
\end{array}\left[x_{3}\left(x_{4} x_{2}\right)^{\infty},\left(x_{3} x_{4} x_{1} x_{2}\right)^{\infty}\right]
\end{array}\right.
\end{aligned}
$$

We claim that the images of these two inflations are disjoint subtemplates of $\mathcal{U}$, except for their common boundary orbit $\left(x_{1} x_{2} x_{3} x_{4}\right)^{\infty}$. This may be shown by checking that certain shifts of $\beta(\beta)$ (considered as "intervals" under $\downarrow$ ) do not intersect shifts of $\beta\left(\dot{B}^{*}\right)$ except at their common boundary and at branch lines. Though this is perhaps computationally tedious, it is a finite process which works when pictures fail.

However, the simplest proof is to carefully check that Figure 3.9(a) accurately represents the subtemplates in question, and that these are disjoint. In Figure 3.9 (b), we crush out the transverse direction of the semiflow in each subtemplate, yielding a link of two graphs. From this, it is clear that these graphs, and hence the subtemplates, are separable.

It follows, then, that the images of $\Re_{1} \mathfrak{B} \Re_{2}$ and $\Re_{1} \mathfrak{B}^{*} \mathfrak{R}_{2}$ must also be disjoint and separable copies of $\mathcal{S}$ in $\mathcal{T}$.

Corollary 3.2.7 Each template $U$ and $V$ contains a countable infinity of subtemplates isotopic to $U$ and $V$ which are completely disjoint and separable.

Proof: Define the inflation $\mathfrak{A}_{n}$ to be $(\mathfrak{F} \mathfrak{B})\left(\mathfrak{F}^{*}\right)^{n}$, for $n=0,1, \ldots$. The image of each $\mathfrak{A}_{n}$ is a subtemplate of $\mathcal{V}$ isotopic to $\mathcal{V}$ thanks to Proposition 3.2.2. We claim that the image of $\Re_{n}$ is disjoint and separable from the image of each $9_{n+k}$ for $k>0$. To prove this, note that $\mathfrak{A}_{n+k}$ factors as

$$
\begin{equation*}
\mathfrak{A}_{n+k}=\left\{\mathfrak{W} \mathfrak{B}\left(\mathfrak{F} \mathfrak{B}^{*}\right)^{k-1}\right\}\left(\mathfrak{W} \mathfrak{B}^{*}\right)^{n+1} \tag{3.22}
\end{equation*}
$$

so that the image of $\mathfrak{A}_{n+k}$ is contained in the image of $\left(\mathfrak{F}^{*}\right)^{n+1}$. By Proposition 3.2.6, the images of $\mathfrak{A}_{n}$ and $\left(\mathfrak{F} \mathfrak{B}^{*}\right)^{n+1}$ are disjoint and separable, since they differ by changing one $\mathfrak{B}$ to $\mathfrak{G}^{*}$, Therefore each template, $\mathcal{V}$ and $\mathcal{U}$, contains infinitely many separable copies of itself (and of the other template).


Figure 3.9: The subtemplates $\mathfrak{G}(V)$ and $\mathfrak{G}^{*}(V)$ (left) are disjoint and separable, as seen by reducing the subtemplates to embedded graphs (right).

### 3.2.2 A template containing all links

The embedded templates $\mathcal{U}$ and $\mathcal{V}$ of Corollary 3.2 .7 entwine within one other in surprisingly complicated ways. We will exploit these subtemplate webs to answer basic questions about subtemplate structures. We begin with a solution to the existence problem for templates which are "umiversal" in the class of links.

Theorem 3.2 .8 (Ghrist [69]) The embedded template $V$ contains representatives of every finite link as periodic orbits.

The proof of Theorem 3.2 .8 is the focal point of this chapter, and will be performed in steps.

We begin by examining a new family of templates, $\left\{\mathcal{W}_{q} ; q \in \mathbb{Z}^{+}\right\}$, illustrated in Figure 3.10. Each $\mathcal{W}_{q}$ is an embedded $q$-fold cover of $\mathcal{V}$; that is, there are $2 q$ "ears", or copies of the $x_{1}$ and $x_{3}$ strips. It is important to note that these ears alternate in crossing type - we denote them positive- and negative-type ears accordingly.

It is clear that there is a natural sequence of subtemplate inclusions $V=$ $\mathcal{W}_{1} \subset \mathcal{W}_{2} \subset \mathcal{W}_{3} \subset \ldots$ This increasing sequence is "large enough" to eventually contain any given link:

Proposition 3.2.9 Given $L$ an arbitrary link in $S^{3}$, an isotopic copy of $L$ appears as a set of periodic ortits on the template $\mathcal{W}_{q}$ for $a$ sufficiently large.

Proof: Recall the braid group on $N$ strands, $B_{N}$, from $\S 1.1$, generated by the elements $\sigma_{i,} i=1 \ldots N-1$. We construct "local" representatives of each generator

$2 q$

Figure 3.10: The template $\mathcal{W}_{q}$ has $2 q$ "ears."
(plus inverses) which live on $\mathcal{W}_{q}$ on a finite sequence of alternating ears. The arrangement of ears on $W_{q}$ mimics the concatenation operation for the braid group.

In Figure 3.11, we show how to place the braid word $\sigma_{1} \sigma_{2} \ldots \sigma_{k}$ for any $k$ on an ear with a positive crossing: the leftmost strand travels around the ear and is reinserted at an appropriate point. Similarly, we may place the word $\sigma_{1}^{-1} \sigma_{2}^{-1} \ldots \sigma_{k}^{-1}$ on an ear with a negative crossing. Assuming that some finite sequence of ears concatenated together yields the generators $\sigma_{j}$ and $\sigma_{j}^{-1}$ for all $j<k$, form the generator $\sigma_{k}$ via concatenation;

$$
\begin{equation*}
\sigma_{k}=\left(\sigma_{k-1}^{-1}\right) \ldots\left(\sigma_{2}^{-1}\right)\left(\sigma_{1}^{-1}\right)\left(\sigma_{1} \sigma_{2} \ldots \sigma_{k-1} \sigma_{k}\right) \tag{3.23}
\end{equation*}
$$

Hence, by induction, every $\sigma_{k}$ and $\sigma_{k}^{-1}$ fit on a finite sequence of alternating ears.

For $b \in B_{N}$ a braid on $N$ strands, we may place the closed braid $\bar{b}_{3}$ on $\mathcal{W}_{q}$ for some (perhaps very large) $q$ by piecing together the $N$-strand generators above on a finite sequence of alternating ears, then "connecting" the top and bottom. More specifically, since each component of the link can be given a sequence in some Markov structure for $\mathcal{W}_{q}$ (though this would be messy to do in practice), that orbit must exist on the template. We must be careful, however, that no two components of the closed braid have the same symbol sequence; else, they will not be distinct orbits on $W_{q}$. To avoid this, note that since only one strand of the braid goes around an ear in the generators we use, it is sufficient to ensure that every strand of $\bar{b}$ goes around at least one ear. This may be done by appending the word $\sigma_{N-1} \sigma_{N-1}^{-1}$ to $b$ : this does not change the braid element and hence the isotopy class of the resulting $N$-braid on $\mathcal{W}_{q}$ -

Since $\mathcal{W}_{q} \subset \mathcal{W}_{q+1} \subset \ldots$ eventually contains any given link, our strategy is to show that reverse subtemplate inclusions also hold: $\mathcal{W}_{q} \subset \mathcal{W}_{q-1} \subset \ldots \subset \mathcal{V}$.


Figure 3.11: The braid words $\sigma_{1} \sigma_{2} \ldots \sigma_{k}$ and $\sigma_{1}^{-1} \sigma_{2}^{-1} \ldots \sigma_{k}^{-1}$ fit on the ears of $\mathcal{W}_{q}$.

To find a copy of $\mathcal{W}_{4}$ within $\mathcal{V}$, we develop a type of surgery for subtemplates of $\mathcal{V}$. We denote the following procedure appending an ear:

Lemma 3.2.10 Let $\mathcal{S} \subset \mathcal{V}$ be a subtemplate of $\mathcal{V}$ and let $I=\left[\partial^{t}(I), \partial^{r}(I)\right]$ be the component of $S \cap \ell_{1}(\mathcal{V})$ which is minimal among all such intersections with respect to the $<$ ordering on the upper branch line. If $\partial^{f}(I) \neq x_{1}^{\infty}$, then $\mathcal{S}$ is contained in a subtemplate $\mathcal{S}^{+} \subset \mathcal{V}$ and this template $\mathcal{S}^{+}$is isotophe to $\mathcal{S}$ except for the addition of an unknotted ear along I. Moreover, the subtemplate $\mathcal{S}^{+}$ contains the orbit $\partial_{4}^{t}(V)$.

Proof: The subtemplate $\mathcal{S}$ is completely determined by its branch set $\beta(S)$, see Definition 2.4.2. That is, given $\beta(\mathcal{S})$, the subtemplate $\mathcal{S}$ is uniquely defined by flowing each branch segment formards until it completely covers a collection of two or more branch segments. We specify the new subtemplate $S^{+}$by modifying $\beta(S)$.

Construct $\beta\left(\mathcal{S}^{+}\right)$as follows: begin with $\beta(\mathcal{S}) \cup\left[x_{1}^{\alpha}, x_{1} \partial^{r}(I)\right] \cup I$. This has the effect of adding a new strip which goes once around the $x_{1}$ strip and attaches at the new branch line $\left[x_{1}^{\infty}, \partial^{r}(I)\right]$. Then, to form a well-defined subtemplate, whenever an endpoint of some interval of $\beta\left(\mathcal{S}^{+}\right)$ends in $\partial^{t}(I)$, replace this string with the string $x_{1}^{\infty}$. This has the effect of "thickening" the portion of $\mathcal{S}^{+}$which comes in along the $x_{4}$ strip of $\mathcal{V}$ : see Figure 3.12.


Figure 3.12: Appending an ear to $\mathcal{S} \subset \mathcal{V}$ yields $\mathcal{S}^{+}$.

To prove that $\beta\left(S^{+}\right)$as defined yields a subtemplate, we note that the the addition of the branch segment $\left[x_{1}^{\infty}, x_{1} \partial^{r}(I)\right]$ flows forward to the new branch line $\left[x_{1}^{\infty}, \partial^{r}(I)\right]$ without interfering with other strips, since $I$ was minimal. What was the ineoming strip of $\mathcal{S}$ at $I$ has been thickened to cover $x_{1}^{\infty}$ at the left endpoint; hence, there is a local branch line chart for $\mathcal{S}^{+}$along $\left[x_{1}^{\infty}, \partial^{r}(I)\right]$.

Finally, we note that the appended ear is unknotted and "separable" from the rest of the subtemplate since the core orbit $x_{1}^{\alpha}$ is a separable unknot. Also, in thickening up the incoming strip along $x_{4}$, we include the orbit $\partial_{4}^{4}(\mathcal{V})$ in $\mathcal{S}^{+}$ (this fact will be used later in Theorem 3.2.14).

The appended ear along $I$ is a positive ear, since the crossing of the ear over the rest of the subtemplate is in the positive sense; similarly, negative ears may be added at the lower branch line:
Lemma 3.2.11 Let $\mathcal{S} \subset \mathcal{V}$ be a subtemplate of $\mathcal{V}$ and let $I=\left[\partial^{t}(I), \partial^{r}(I)\right]$ be the component of $S \cap \ell_{2}(V)$ which is minimal among all such intersections with respect to the $\triangleleft$ ordering. If $\partial^{f}(I) \neq x_{1}^{\infty}$, then $\mathcal{S}$ is contained in a subtemplate $\mathcal{S}^{-} \subset \mathcal{V}$ and this template $\mathcal{S}^{-}$is isotopic to $\mathcal{S}$ except for the addition of an unknotted ear along I. Moreover, the subtemplate $\mathcal{S}^{-}$contains the orbit $\delta_{2}^{\prime}(V)$.

Proof: Apply the symmetry map $\chi$ to $V$, taking the subtemplate $\mathcal{S}$ to its mirror image $S^{*}$ as per Lemma 3.2.3. The segment $\chi(I) \subset \ell_{1}$ then satisfies the hypotheses of Lemma 3.2.10, and one may append an ear to $\chi(\mathcal{S})$ to obtain a subtemplate $\left(S^{*}\right)^{+}$having an appended positive ear. Again applying $\chi$ to $V$ takes this subtemplate to its mirror image: a subtemplate isotopic to $\mathcal{S}$ with a negative (the mirror image of a positive) ear appended along $\chi^{2}(I)=I \subset \ell_{2}$. This template contains the orbit $\partial_{2}(V)=\chi\left[\partial_{4}^{\prime}(\mathcal{V})\right]$ as an orbit.

To build copies of $\mathcal{W}_{4}$ as subtemplates of $\mathcal{V}$, we must find a way to map $\mathcal{V}$ inside of itself isotopically so as to avoid the $x_{1}^{\infty}$ and $x_{3}^{\infty}$ boundaries (e.g., the isotopic renormalization $\mathfrak{D}$ of Example 2.4 .16 will not do). Then, we may append
positive and negative ears in such a way that the resulting template is, say, isotopic to $\mathcal{W}_{2}$, and an iterative procedure may be used to build successively larger subtemplates isotopic to $\mathcal{W}_{q}$. We begin with the appropriate renormalization on $V$ which keeps track of certain orbits for the iterative procedure later:
Proposition 3.2.12 The inflation $\mathfrak{H} \equiv \mathfrak{F}^{*} \mathfrak{G z} \mathfrak{G}^{*}$ takes $\mathcal{V} \hookrightarrow \mathcal{V}$ isotopically. Among all points of $\mathfrak{g}(\mathcal{V}) \cap \ell_{1}(\mathcal{V})$, the $\triangleleft$-minimal point is contained in the orbit $\mathfrak{n}\left(\partial_{2}^{t}(V)\right)$.
Proof: The symbolic action of $\mathfrak{H}$ is

$$
\mathfrak{H}=\mathfrak{F}^{*} \mathfrak{G} \mathfrak{F} \mathfrak{G}^{*}: \mathcal{V} \leftrightarrow \mathcal{V} \quad\left\{\begin{array}{l}
x_{1} \mapsto x_{2} x_{3}^{2} x_{4} x_{1}\left(x_{2} x_{4}\right)^{2} x_{2} x_{3} x_{3} x_{1} x_{1}  \tag{3.24}\\
x_{2} \mapsto x_{2} x_{3}^{2} x_{4} x_{1}\left(x_{2} x_{4}\right)^{3} x_{2} x_{3} x_{4} x_{1} \\
x_{3} \mapsto x_{2} x_{3}^{2} x_{4} x_{1} x_{2} x_{4} \\
x_{4} \mapsto x_{2} x_{3}^{2} x_{4} x_{1} x_{2} x_{4}
\end{array} .\right.
$$

That this inflation is isotopic follows from Proposition 3.2.2. To show which point in the image of $\mathcal{V}$ is $\triangleleft$-minimal in the upper branch line $\ell_{1}$, it is sufficient to check the image of the boundary of $\mathcal{V}$. This boundary, $\partial(\mathcal{V})$, is given implieitly in Equation (2.23) - we first recall this information:

$$
\partial(V)=\left\{\begin{array}{l}
\partial_{1}(\mathcal{V})=x_{1}^{\alpha}  \tag{3.25}\\
\partial_{1}^{( }(V)=x_{1}\left(x_{2} x_{4}\right)^{\infty} \\
\partial_{2}^{2}(V)=x_{2} x_{3}^{\alpha} \\
\partial_{2}^{2}(\mathcal{V})=\left(x_{2} x_{4}\right)^{\infty} \\
\partial_{3}^{2}(\mathcal{V})=x_{3}^{\alpha} \\
\partial_{4}^{r}(\mathcal{V})=x_{3}\left(x_{4} x_{2}\right)^{\infty} \\
\partial_{5}^{(V)}=x_{4} x_{1}^{\infty} \\
\partial_{5}^{( }(V)=\left(x_{4} x_{2}\right)^{\infty}
\end{array}\right.
$$

Next, compute the image of the endpoints $\partial_{i}^{f / r}(\mathcal{V})$ under the inflation 5 :

$$
\begin{align*}
& \mathfrak{H}: V \hookrightarrow V  \tag{3.26}\\
& \partial_{1}^{t}(V) \mapsto\left(x_{2} x_{3}^{2} x_{4} x_{1}\left(x_{2} x_{4}\right)^{2} x_{2} x_{3} x_{4} x_{1}\right)^{\infty} \\
& \partial_{1}^{r}(V) \mapsto x_{2} x_{3}^{2} x_{4} x_{1}\left(x_{2} x_{4}\right)^{2} x_{2} x_{3} x_{4} x_{1}\left(x_{2} x_{3}^{2} x_{4} x_{1}\left(x_{2} x_{4}\right)^{3} x_{2} x_{3} x_{4} x_{1} x_{2} x_{3}^{2} x_{4} x_{1} x_{2} x_{4}\right)^{\infty} \\
& \partial_{2}^{t}(V) \mapsto x_{2} x_{3}^{2} x_{4} x_{1}\left(x_{2} x_{4}\right)^{3} x_{2} x_{3} x_{4} x_{1}\left(x_{2} x_{3}^{2} x_{4} x_{1} x_{2} x_{4}\right)^{\infty} \\
& \partial_{2}^{r}(V) \mapsto\left(x_{2} x_{3}^{2} x_{4} x_{1}\left(x_{2} x_{4}\right)^{3} x_{2} x_{3} x_{4} x_{1} x_{2} x_{3}^{2} x_{4} x_{1} x_{2} x_{4}\right)^{\infty} \\
& \partial_{3}^{t}(V) \mapsto\left(x_{2} x_{3}^{2} x_{4} x_{1} x_{2} x_{4}\right)^{\infty} \\
& \partial_{3}^{r}(V) \mapsto \\
& x_{2} x_{3}^{2} x_{4} x_{1} x_{2} x_{4}\left(x_{2} x_{3}^{2} x_{4} x_{1} x_{2} x_{4} x_{2} x_{3}^{2} x_{4} x_{1}\left(x_{2} x_{4}\right)^{3} x_{2} x_{3} x_{4} x_{1}\right)^{\infty} \\
& \partial_{4}^{t}(V) \mapsto x_{2} x_{3}^{2} x_{4} x_{1} x_{2} x_{4}\left(x_{2} x_{3}^{2} x_{4} x_{1}\left(x_{2} x_{4}\right)^{2} x_{2} x_{3} x_{4} x_{1}\right)^{\infty} \\
& \partial_{4}^{r}(V) \mapsto\left(x_{2} x_{3}^{2} x_{4} x_{1} x_{2} x_{4} x_{2} x_{3}^{2} x_{4} x_{1}\left(x_{2} x_{4}\right)^{3} x_{2} x_{3} x_{4} x_{1}\right)^{\infty} .
\end{align*}
$$

From (3.24), the image of the first $x_{2}$ in $\mathcal{O}_{2}(\mathcal{V})$ contains two $x_{1}$ symbols. We elaim that a shift of the image of $\partial_{2}^{f}(\mathcal{V})$ to one of these two $x_{1}$ symbols is $\langle-$ minimal in $\ell_{1}(V)$ among all shifts of the image of every other endpoint of $\beta(V)$
which begin with $x_{1}$. That this is so is a simple matter of choosing the shift of the image of $\partial_{2}^{\prime}(V)$ which is $\Delta$-minimal in $\beta_{1}(V)$ and then comparing this to all such shifts of the other endpoints $\mathfrak{J}\left(\delta_{i}^{t / r}(\mathcal{V})\right.$ ). Using the $\langle$-ordering, this can be done by hand or (more conveniently) by computer. In this manner, we calculate that

$$
\begin{equation*}
\sigma^{14} \mathfrak{j}\left(\partial_{2}^{6}(\mathcal{V})\right)=x_{1}\left(x_{2} x_{3}^{2} x_{4} x_{1} x_{2} x_{4}\right)^{\infty} \tag{3.27}
\end{equation*}
$$

is $\Delta$-minimal among all other orbits in the image of $\mathfrak{5}$ in $\ell_{1}(V)$, where $\sigma$ denotes the shift operator.

Note that the $A$-minimal point in $5(V)$ on $\ell_{1}$ is not $x_{1}^{\infty}$ - thus, we may use this renormalization to append positive ears. The conjugate inflation will be used to append negative ears:

Proposition 3.2.13 The inflation $\mathfrak{5}^{*} \equiv \mathfrak{z}^{*} \mathfrak{F}^{*} \mathfrak{G}$ takes $\mathcal{V} \leftrightarrow V$ isotopically. Among all points of $\mathfrak{y}^{*}(\mathcal{V}) \cap \ell_{2}(\mathcal{V})$, the $\langle$-minamal poant is contained in the orbit $\mathfrak{g}^{*}\left(\partial_{4}^{\prime}(V)\right)$.

Proof: Since 5 is isotopic, so is the conjugate $5^{*}$ via Lemma 3.2.4, Apply $\chi$ to Equation (3.27) to show that

$$
\begin{equation*}
x \sigma^{14} y\left(\partial_{2}^{\prime}(\mathcal{V})\right)=\chi\left\{x_{1}\left(x_{2} x_{3}^{2} x_{4} x_{1} x_{2} x_{4}\right)^{\infty}\right\} \tag{3.28}
\end{equation*}
$$

is $\chi(\triangleleft)$-minimal in $\chi\left(\ell_{1}(V)\right)$; after an application of Lemma 3.2.3 and the fact that $\chi$ commutes with the shift operator $\sigma$,

$$
\begin{equation*}
\sigma^{14} \chi \mathfrak{J}\left(\delta_{2}^{t}(\mathcal{V})\right)=x_{3}\left(x_{4} x_{1}^{2} x_{2} x_{3} x_{4} x_{2}\right)^{\infty} \tag{3.29}
\end{equation*}
$$

is $\left\langle\right.$-minimal in $\ell_{2}(V)$. Now insert $\chi^{2}$ in the domain. Since $\chi$ is involutive, we have shown that

$$
\begin{equation*}
\sigma^{14} \chi \mathfrak{H} \chi\left(\chi \partial_{2}^{t}(\mathcal{V})\right)=\sigma^{14} \mathfrak{y}^{*}\left(\partial_{4}^{\prime}(V)\right)=x_{3}\left(x_{4} x_{1}^{2} x_{2} x_{3} x_{4} x_{2}\right)^{\infty}, \tag{3.30}
\end{equation*}
$$

is $\alpha$-minimal in $\ell_{2}(\mathcal{V})$.
We may now complete the major step in the proof of Theorem 3.2.8.
Theorem 3.2.14 The template $\mathcal{W}_{q}$ appears as a subtemplate of $\mathcal{V}$ for all $q>0$.
Proof: As we will be working with a series of distinct copies of the template $\mathcal{V}$, we introduce some notation. Let $\left\{V^{i}\right\}$ denote a sequence of distinct. copies of the embedded template $\mathcal{V}$ - each is embedded in a different copy of $S^{3}$. Construct an alternating sequence of templates and isotopic inflafions:

$$
\begin{equation*}
\nu^{1} \xrightarrow{\mathfrak{H}} \nu^{2} \xrightarrow{\mathfrak{5}} \nu^{3} \xrightarrow{\mathfrak{H}} \nu^{4} \xrightarrow{\mathfrak{5}^{*}} \nu^{5} \xrightarrow{\mathfrak{5}} \nu^{6} \xrightarrow{5} \ldots \tag{3.31}
\end{equation*}
$$

By Proposition 3.2.12, we may append a positive ear to $5\left(V^{1}\right)$ in $V^{2}$ along the image of $\partial_{2}^{t}\left(V_{1}\right)$, creating the template denoted $\mathcal{W}_{1}^{+} \subset \mathcal{V}^{2}$. This subtemplate
contains the orbit $\partial_{4}^{\not}\left(\mathcal{V}^{2}\right)$. By mapping $\mathcal{V}^{2}$ into $\mathcal{V}^{3}$ via $\mathfrak{H}^{*}$, we push $\mathcal{W}_{1}^{+}$to a deeper isotopic copy within $\nu^{3}$. A negative ear may then be appended to $\mathfrak{H}^{*}\left(\mathcal{W}_{1}^{+}\right) \subset \mathcal{V}^{3}$ along $\mathfrak{J}^{*}\left(\partial_{4}^{t}\left(\mathcal{V}^{2}\right)\right)$ according to Proposition 3.2.13. Since the negative ear is appended along an interval having endpoint on $\mathfrak{s}^{*}\left(\partial_{4}^{\prime}\left(\nu^{2}\right)\right)$, the appended negative ear "precedes" the formerly appended positive ear (in the sense of the flow-direction), yielding a subtemplate of $\mathcal{V}^{3}$ isotopic to $\mathcal{W}_{2}$ : see Figure 3.13.


Figure 3.13: The steps in building $\mathcal{W}_{q}$.
We now have the template $V^{3}$ containing a subtemplate isotopic to $\mathcal{W}_{2}$ which contains the orbit $\partial_{2}^{t}\left(\nu^{3}\right)$. Since $\mathcal{V}^{3}$ is again an isotopic copy of $\mathcal{V}^{1}$ with $\partial_{2}^{t}\left(\mathcal{V}^{3}\right)$ corresponding to $\partial_{2}^{2}\left(\mathcal{V}^{1}\right)$, we may now iterate the procedure. Map $\mathcal{V}^{3}$ into $\mathcal{V}^{4}$ via $\mathfrak{H}$, append a positive ear to the image of $\mathcal{W}_{2}$ to obtain $\mathcal{W}_{2}^{+}$, then apply $\mathfrak{g}^{*}$ and append a negative ear to the image of $\mathcal{W}_{2}^{+}$to produce $\mathcal{W}_{3}$. Since all the inflations involved are isotopic, we continue to carry the completed $\mathcal{W}_{i}$ along isotopically as we append additional ears. Thus, we can embed $\mathcal{W}_{q}$ in $\mathcal{V}$ for arbitrary $q$.

Proof of Theorem 3.2.8: According to Theorem 1.1.13, any link may be represented as some closed braid. By Proposition 3.2.9, this closed braid must appear on $\mathcal{W}_{q}$ for $q$ sufficiently large; hence, by Theorem 3.2.14, this link lives on $\mathcal{V}$.

### 3.2.3 Universal templates

Definition 3.2.15 A universal template is a template $\mathcal{T} \subset S^{3}$ among whose periodic orbits are representatives of every link type.

From Theorem 3.2.8, we may show the abundance of universal templates.
Proposition 3.2.16 The Lorenz-like templates $\mathcal{L}(0, n)$ are unversal for $n<0$
Proof: In Figure 3.14, we show the image of the inflation

$$
\mathfrak{L}: \mathcal{U} \hookrightarrow \mathcal{L}(0,-2) \quad\left\{\begin{array}{l}
x_{1} \mapsto x_{1}  \tag{3.32}\\
x_{2} \mapsto x_{1}^{3} x_{2} \\
x_{3} \mapsto x_{2} x_{1} \\
x_{4} \mapsto x_{2} x_{1} x_{2}
\end{array}\right.
$$

It is a (challenging!) exercise for the reader to show that this image is isotopic to $\mathcal{U}$. By Propositions 3.2 .2 and 3.2 .1 , there is a subtemplate chain

$$
\begin{align*}
& \forall \subset U \subset \mathcal{L}(0,-2) \subset \mathcal{L}(0,-4) \subset \mathcal{L}(0,-6) \subset \cdots  \tag{3.33}\\
& \subset \mathcal{L}(0,-1) \subset \mathcal{L}(0,-3) \subset \cdots
\end{align*}
$$

The result now follows from Theorem 3.2.8.


Figure 3.14: The template $\mathcal{U}$ is a subtemplate of $\mathcal{C}(0,-2)$.
Given some embedded template, it is often relatively easy to recognize a Lorenz-like subtemplate; hence, we have a useful test for identifying universal templates.

Corollary 3.2.17 Sufficient conditions for a template $\mathcal{T} \subset S^{3}$ to be unversal are

1. There is a two-component unlink on $\mathcal{T}$; that is, there exist two separable unknots.
2. One component of the unlink is untwisted; the other is twisted with $\tau \neq 0$ twists.
3. The two unknots intersect some branch line of $T$ in two adjucent points (recall Definition 8.1.5) The sign of the branch line crossing between these two points must be opposite that of the twist $\tau$.
Proof: Let $\mathbf{a}^{\infty}$ and $\mathbf{b}^{\infty}$ denote the adjacent points in $\Sigma_{f_{j},}$, with $\mathbf{b}^{\infty}$ denoting the orbit with twist $\tau$. For $\tau<0$, the template inflation

$$
\mathcal{L}(0, \tau) \leftrightarrow \mathcal{T} \quad\left\{\begin{array}{l}
x_{1} \mapsto \mathbf{a}  \tag{3.34}\\
x_{2} \mapsto \mathbf{b}
\end{array}\right.
$$

is isotopic, since $\mathbf{a}^{\infty}$ and $\mathbf{b}^{\infty}$ are an unlink and there is agreement between twisting and branch line orientation. For $\tau>0$, the same symbolie map sends the mirror image of $\mathcal{L}(0,-\tau)$ into $\mathcal{T}$ isotopically. However, the mirror image of a universal template is also universal.

We may use Corollary 3.2 .17 to show that certain hyperbolic flows on $S^{3}$ contain all links as periodic orbits: e.g.,

Proposition 3.2.18 The suspension of the Plykin map, given in Example 2.1.6, when embedded in $S^{3}$ in the "standard" way, yields a flow having all link-types as periodic orbits.

Proof: Recall the Plykin attractor $\Lambda_{P}$ described in Example 2.1.6. The inverse limit construction of Williams implies that we can collapse the attractor for the map to a branched one-manifold which suspends to a semiflow on a branched two-manifold ${ }^{3}$. In Figure 3.15, we show two periodic orbits in the suspension of the Plykin graph. The first orbit, $\gamma_{d}$, has period one, is untwisted, and is clearly separable from all other orbits. The second orbit, $\gamma_{b}$ is an unknot.

It is not hard to see that $\gamma_{b}$ must be a twisted orbit; however, even if it were not, we could use Proposition 3.1.19 and Corollary 3.1.10 to show the existence of another orbit which is a twisted unknot separable from $\gamma_{q}$. Finally, we do not need to know the sign of the twist, since on the "branch line" (the graph $\left.\Gamma_{P}\right)$, the orbit $\gamma_{a}$ is adjacent to a point of $\gamma_{b}$ on either side, so it has branch line crossings of both types; hence, by Corollary 3.2 .17 , the periodic orbits of this flow contain all link types.

Corollary 3.2 .17 is genuinely useful in this instance, since it is very difficult to draw an accurate picture of the entire template for the suspended Plykin attractor. The Plykin attractor is the simplest hyperbolic planar attractor. We have examined a few other examples and have managed to show that these also give rise to universal templates: we do not know of an example which does not,
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Figure 3.15: The suspension of the Plykin attractor - top are bottom are identified. Two orbits, $\gamma_{a}$ and $\gamma 6$, form a "spine" for a universal subtemplate.

Corollary 3.2.19 There exists a structurally stable vector field on $S^{3}$ such that the induced flow on $S^{3}$ contains closed orbit, representatives of all knot and link types.

Proof: The Plykin map suspends to a flow on $D^{2} \times S^{1}$ which is inwardly transverse on the boundary and has chain recurrent set consisting of three attracting periodic orbits and the suspended Plykin attractor. Complete the flow on $S^{3}$ by taking another $D^{2} \times S^{1}$ having a single repelling periodic orbit as $\{0\} \times S^{1}$ and outwardly transverse at the boundary and gluing these two solid tori together to get $S^{3}$ (a more detailed treatment of this construction appears in §.A.1). The resulting flow has a hyperbolic chain recurrent set and hence, by Theorem 1.2.14, is structurally stable to $C^{1}$ perturbations.

Remark 3.2.20 There are mumerous examples of flows on $S^{3}$ having all link types as periodic orbits. In $\S 4.4$, we will show that flows arising from certain "simple" ordinary differential equations can be modeled with a universal template. In [69], it was shown that certain fibred knots, namely the figure-eight knot and the Borromean rings, have complement fibred by a fibration whose induced flow contains all links as orbits (recall $\S 2.3 .4$ ). As an exercise, the reader may wish to find two orbits on the template for the Whitehead link complement, Figure 2.17, which satisfy the conditions of Corollary 3.2 .17 , showing that this also is a universal template.

The Lorenz-like templates are the simplest class of templates: they have two unknotted unlinked strips with one branch line. A complete classification of
these templates into universal and non-universal mould be useful, cf. Corollary 3.2.17. At this time, we can offer only the following:

Proposition 3.2.21 For $m n \geq 0$, the Lorenz-like template $\mathcal{L}(m, n)$ is unversal if and only if $m$ or $n$ is 0 and the other index is negative.

Proof: Proposition 3.2.16 covers the case where one number is zero and the other is negative: we will show that all other cases with mn $\geq 0$ are not universal. In the case where $m$ and $n$ are both nomegative, the template $\mathcal{C}(m, n)$ contains only positive crossings and therefore carries no knots with mixed crossings (such as the figure-eight knot). Next, consider the case where $m$ and $n$ are both negative. Let $K_{a}$ and $K_{b}$ be two distinct knots on $\mathcal{L}(m, n)$ which form a link. If $\mathcal{L}(m, n)$ were universal, there would be an infinite number of distinct choices for $K_{a}$ and $K_{b}$ which would span all possible linking numbers. We compute the linking number as one half the algebraic sum of the total number of crossings, $C$, as per Equation (1.2). The crossing number, $C$, can be decomposed into the sum

$$
\begin{equation*}
C=C_{m}+C_{n}+C_{o}, \tag{3.35}
\end{equation*}
$$

where $C_{m}$ equals the contribution due to the $m$ half-twists along the $x_{1}$ strip, $C_{n}$ equals the contribution due to the $n$ half-twists along the $x_{2}$ strip, and $C_{Q}$ equals the number of crossings due to the overlap of the $x_{1}$ strip over the $x_{2}$ strip at the branch line. Denote by $a_{i j}$ (resp. $b_{i j}$ ) the number of $x_{i} x_{j}$ blocks in the periodic itinerary of $K_{a}$ (resp. $K_{b}$ ). Extmple: if $K_{a}=\left(x_{1} x_{2}^{2} x_{1} x_{2}\right)^{\alpha}$, then $a_{11}=0, a_{12}=a_{21}=2$, and $a_{22}=1$. We note that in all cases,

$$
\begin{equation*}
a_{12}=a_{21}, \quad b_{12}=b_{21} \tag{3.36}
\end{equation*}
$$

We can calculate the crossing numbers $C_{m}$ and $C_{n}$ :

$$
\begin{equation*}
C_{n n}=m\left(a_{11}+a_{12}\right)\left(b_{11}+b_{12}\right) \leq 0, \quad C_{n}=n\left(a_{21}+a_{22}\right)\left(b_{21}+b_{22}\right) \leq 0 \tag{3.37}
\end{equation*}
$$

We will maximize the crossing numbers in order to obtain upper bounds; hence, we assume that there is a minimal amount of negative twisting in the strips, thereby setting $m=\pi=-1$ in Equation (3.37). To maximize the overcrossing number $C_{0}$, we again assume that all potential crossings ean in fact occur. This situation is displayed schematically in Figure 3.16, where the different strands do not represent the knots themselves, rather those portions of the knots which correspond to the numbers $a_{11}$, etc. From Figure 3.16, the crossing number is bounded above by

$$
\begin{equation*}
C_{0} \leq a_{12} b_{21}+a_{21} b_{12}+a_{11} b_{21}+a_{21} b_{11}+a_{22} b_{12}+a_{12} b_{22} \tag{3.38}
\end{equation*}
$$

Combining this with Equations (3.35) and (3.36) yields

$$
\begin{align*}
C & \leq 2 a_{12} b_{12}+a_{11} b_{12}+a_{12} b_{11}+a_{22} b_{12}+a_{12} b_{22}-a_{11} b_{11}-a_{11} b_{12} \\
& \leq-a_{12} b_{11}-a_{12} b_{12}-a_{12} b_{12}-a_{12} b_{22}-a_{22} b_{12}-a_{22} b_{22} \\
& \leq-\left(a_{11} b_{11}+a_{22} b_{22}\right) \\
& \leq 0 \tag{3.39}
\end{align*}
$$



Figure 3.16: A schematic diagram of crossings on the template $\mathcal{L}(-1,-1)$ : each strand labeled $a_{i j}$ (resp. $b_{i j}$ ) represents a collection of $a_{i j}$ (resp, $b_{i j}$ ) strands of the $\operatorname{knot} K_{a}\left(K_{b}\right)$ which begin on the strip $x_{i}$ and end on the strip $x_{j}$.

Hence, the linking number $\ell k\left(K_{a}, K_{b}\right)$ is at most zero and $\mathcal{L}(m, n)$ camot support all links.

We have classified the universal Lorenz-like templates in every case except $m<0, n>0$ (and vice versa). The linking number estimates in the proof do not yield the necessary results in the case when $m$ and $n$ are of mixed sign. We settle for the following:

Conjecture 3.2.22 A Lorenz-like template $\mathcal{L}(m, n)$ supports all links if and only if either $m$ or $n$ is zero and the other index is negative.

The most pressing problem concerning universal templates is to determine a simple set of necessary and sufficient conditions for universality. We conclude with two related conjectures.

Conjecture 3.2.23 An embedded template $\mathcal{T} \subset S^{3}$ is unversal if and only if it contains $\mathcal{V}$ as a subtemplate.

Conjecture 3.2.24 An embedded template $\mathcal{T} \subset S^{3}$ is universal if and only if it contains a countable untwisted unlink: each component of which is an intwisted unknot, separable from all other components.

Conjecture 3.2.24 would give an obstruction to hyperbolic dynamics in flows. For example, the suspension of the identity map on $D^{2}$ has a countable intwisted mnlink, yet, it does not support closed orbits of all knot types; hence it is not a hyperbolic system.

### 3.2.4 Where do all the knots live?

The topological richness of closed orbits on templates that we have examined in this section is at first mysterious. Given an imnocuous looking template such as $V$, it is hard to imagine what a very complicated knot (e.g., the connected sum of a thousand trefoils) must look like on this template. As an addendum to this section, we give a quick computation illustrating how even a "simple" knot may require a rather complex presentation on a universal template.

The proof of Theorem 3.2 .8 is constructive. So, in theory, we should be able to compute a representative of any given closed braid on $V$. Consider the figureeight knot, denoted $K_{8}$. This link in closed braid form has a presentation (in the standard generators) with three strands as $\left(\sigma_{2} \sigma_{1}^{-1}\right)^{2}$. To place this knot on $\mathcal{W}_{q}$ for some $q$, we write the generators $\sigma_{i}$ in the form of Proposition 3.2.9:

$$
\begin{equation*}
\left(\sigma_{2} \sigma_{1}^{-1}\right)^{2}=0\left(\sigma_{1}^{-1}\right)\left(\sigma_{1} \sigma_{2}\right)\left(\sigma_{1}^{-1}\right) 0\left(\sigma_{1}^{-1}\right)\left(\sigma_{1} \sigma_{2}\right)\left(\sigma_{1}^{-1}\right) \tag{3.40}
\end{equation*}
$$

where the empty parentheses () denote positive ears that are not traversed in arranging $K_{8}$ on $\mathcal{W}_{4}$.


Figure 3.17: The spine of $W_{q}$, with fundamental loops labeled.
From the proof of Theorem 3.2.14, we know that $\mathcal{W}_{4}$, and hence $K_{8}$, live on $V$. Although the proof does not supply a precise inflation from $\mathcal{W}_{4}$ to $V^{2}$, the symbolic action of the construction is traceable in part. In Figure 3.17, we present the spine of the template $\mathcal{W}_{q}$, formed by crushing out the transverse
direction to the semiflow. The generators of the fundamental group of $\mathcal{W}_{q}$ are labeled $\gamma 0, \gamma, \ldots, \ldots, \gamma 24$ in the order in which they are constructed within $\mathcal{V}$. By carefully following the proof of Theorem 3.2 .14 , one can track the images of these loops $\gamma / 8$ in $\mathcal{V}$ for the "simplest" copy of $\mathcal{W}_{q}$ in $\mathcal{V}$ :

| $i$ | $\gamma_{4} \in \pi_{1}\left(W_{q}\right)$ |
| :---: | :---: |
| 0 | $\left(\mathfrak{H}^{*} \mathfrak{S}\right)^{q-1}\left(x_{2} x_{4}\right)=\left[\mathfrak{F} \mathfrak{S}^{*}\left(\mathfrak{F}^{*} \mathfrak{S}\right)^{2} \mathfrak{F} \mathfrak{S}^{*}\right]^{q-1}\left(x_{2} x_{4}\right)$ |
| 1 | $\left(\mathfrak{S}^{*} \mathfrak{S}\right)^{q-1}\left(x_{1}\right)=\left[\mathfrak{F} \mathfrak{S}^{*}\left(\mathfrak{F}^{*} \mathfrak{G}\right)^{2} \mathfrak{F} \mathfrak{S}^{*}\right]^{4-1}\left(x_{1}\right)$ |
| $i=2 k>0$ | $\left(\mathfrak{J}^{*} \mathfrak{H}\right)^{q-k}\left(x_{3}\right)=\left[\mathfrak{F} \mathfrak{S}^{*}\left(\mathfrak{F}^{*} \mathfrak{O}\right)^{2} \mathfrak{F} \mathfrak{S}^{*}\right]^{q-k}\left(x_{3}\right)$ |
| $i=2 k+1>1$ | $\left(\mathfrak{H}^{*} \mathfrak{H}\right)^{q-k-1} \mathfrak{H}^{*}\left(x_{1}\right)=\left[\mathfrak{F} \mathfrak{C}^{*}\left(\mathfrak{F}^{*} \mathfrak{G}\right)^{2} \mathfrak{F} \mathfrak{S}^{*}\right]^{q-k-1} \mathfrak{F} \mathfrak{S}^{*} \mathfrak{F} \mathfrak{G}\left(x_{1}\right)$ |

(3.41)

From this table, we could compute the symbol sequence of this representative of $K_{8}$ in $\nu$; however, printing it out might take more room than our publisher wishes to spare. We merely compute the symbolic period, i.e., the length of the repeating block of the periodic word.

The knot $K_{8}$ on $\mathcal{W}_{4}$ determines a word in $\pi_{1}\left(\mathcal{W}_{4}\right)$ in the $\gamma_{i}$ generators - let $n_{i, i} i=0 \ldots 8$ denote the number of $\gamma_{i}$ terms in this word. In other words, the link $K_{8}$ goes around the loop $\gamma_{i}$ exactly $n_{i}$ times. To compute $\left|\gamma_{8}\right|$, the symbolic length of the image of the loop $\gamma$ in $\mathcal{V}$, we define a symbolic grouth matrix for a template renormalization.
Definition 3.2.25 Given a renormalization $\mathfrak{R} ; \mathcal{T} \leftrightarrow \mathcal{T}$, where $\mathcal{T}$ has Markov partition $\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}$, define the growth matrix of $\mathfrak{M}, G_{\Re} \in M_{N}\left(\mathbb{Z}^{+}\right)$, as follows:

$$
\begin{equation*}
\left.G_{\mathfrak{R}}\left(x_{i}, x_{j}\right)=\left\{\# \text { of } x_{i} \text { symbols in } \mathfrak{R}\left(x_{j}\right)\right\}\right\} \tag{3.42}
\end{equation*}
$$

Lemma 3.2.26 For any $\mathfrak{R}$ and $\tilde{R}: \mathcal{T} \rightarrow \mathcal{T}$,

$$
\begin{equation*}
G_{\Re \hat{\mathfrak{R}}}=G_{\mathfrak{R}} G_{\grave{\mathfrak{R}}} . \tag{3.43}
\end{equation*}
$$

Proof: This follows from Definition 3.2 .25 and the fact that the number of $x$ symbols in $\mathfrak{\Re N}\left(x_{j}\right)$ equals

$$
\begin{equation*}
G_{\mathfrak{M} \hat{\mathfrak{R}}}\left(x_{i}, x_{j}\right)=\sum_{k} G_{\mathfrak{R}}\left(x_{i}, x_{k}\right) G_{\mathfrak{M}}\left(x_{k}, x_{j}\right)=\left[G_{\mathfrak{R}} G_{\tilde{\mathfrak{R}}}\right]\left(x_{\hat{i},}, x_{j}\right) \tag{3.44}
\end{equation*}
$$

We compute the growth matrices for the renormalizations 5 and $5{ }^{*}$ from Equations (3.24) and (3.20) to be

$$
G_{\mathfrak{H}}=\left[\begin{array}{llll}
2 & 2 & 1 & 1  \tag{3.45}\\
4 & 5 & 2 & 2 \\
3 & 3 & 2 & 2 \\
4 & 5 & 2 & 2
\end{array}\right] \quad G_{\mathfrak{H}}=\left[\begin{array}{llll}
2 & 2 & 3 & 3 \\
2 & 2 & 4 & 5 \\
1 & 1 & 2 & 2 \\
2 & 2 & 4 & 5
\end{array}\right]
$$

Hence, by using Lemma 3.2,26 and the information from (3.41), we can compute the growth matrix for the renormalization which takes each $y_{i}$ into $V$. This information yields the length of the orbit $\gamma_{i}$ in $v$ :

Example 3.2.27 To find $\left|\gamma_{0}\right|$ for $\mathcal{W}_{4} \subset \mathcal{V}$, we look up $\gamma_{0}$ from (3.41) and note that it is the image of $\left(x_{2} x_{4}\right)^{\infty}$ under $\left(\mathfrak{H} \mathfrak{H}^{*}\right)^{3}$. To count $\left|\gamma_{0}\right|$, the length, set $\vec{t}=[0,1,0,1]^{t}$ and take the product $\left(G_{\mathfrak{J}} G_{\mathfrak{I}}\right)^{3} \vec{p}$. Then sum all the entries of this column matrix - from Definition 3.2 .25 , this counts the number of $x_{2}$ and $x_{4}$ elements, giving the length $\left|\gamma_{0}\right|$.

| $i$ | $n_{i}$ | $\left\|\gamma_{i}\right\|$ | $i$ | $n_{i}$ | $\left\|\gamma_{i}\right\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 3 | 3387648 | 5 | 0 | 839 |
| 1 | 0 | 1990365 | 6 | 1 | 77 |
| 2 | 1 | 1086485 | 7 | 1 | 7 |
| 3 | 1 | 99679 | 8 | 1 | 1 |
| 4 | 1 | 9145 |  |  |  |

Finally, to obtain the length of the representative of the figure-eight knot $K_{8}$ in $\mathcal{V}$, a simple computation from (3.46) gives:

$$
\begin{equation*}
\left|K_{8}\right|=\sum_{i=0}^{8} n_{i}\left|\gamma_{i}\right|=11,358,338, \tag{3,47}
\end{equation*}
$$

or, over eleven million. There are surely simpler representatives of $K_{8}$ on $\mathcal{V}$; however, the simplest may still be outside of the range in which one can draw it. ${ }^{4}$

This example illustrates that methods used in the proof of Theorem 3.2.8 extract relatively "deep" information from templates.

Remark 3.2.28 To compute upper bounds for the minimal length of a given knot type represented on $\mathcal{V}$, one need merely compute the Perron-Frobenius (i.e., maximal) eigenvalue of the growth matrix $G_{\mathfrak{n}}$ - it is about 10.332. Then, given any knot $K$, write it in braid format which is compatible with the template $\mathcal{W}_{q}$, as done in Equation (3.40). Note that the length $|K|$ of the resulting braid word may be quickly estimated from any braid version of $L$ via the procedure of Proposition 3.2.9. A (poor) lower bound for the length of an orbit representing $K$ is then given by $(10.332)^{|K|-1}$, since then inflation $\mathfrak{5}$ (or $\mathfrak{g}^{*}$ ) must be applied $|K|-1$ times to fit $\mathcal{W}_{q}$ with the hraid form of $K$ on it within $\mathcal{V}$. Applied to the figure eight example with braid length 8 (from Equation (3.40)), one gets an upper bound for the minimal length as $12,567,447$ - off from our computed example by about ten percent.

### 3.3 Subtemplate structures

Although the results of Theorem 3.2.8 are exciting, we have, to some degree, drawn our conclusions too soon. The proof succeeds because it examines subtemplate structures, which carry the desired links, rather than examining the

[^9]individual knots and links per se: the crucial step lies in showing $\mathcal{W}_{q} \subset \mathcal{V}$. We begin this section by resuming our study of the subtemplates of $V$. The results of this line of inquiry will lead to generalizations of Theorem 3.2 .8 and will suggest directions for further investigation along the lines of subtemplate structures. We do not present all the results in full detail; the interested reader should be able to fill in such as necessary.

We must distinguish between orientable and nonorientable cases, since an orientable template camot contain any nonorientable subtemplates. In §3.3.1 and 83.3 .2 , we prove the existence of templates which are "universal" in the classes of orientable and nonorientable templates in that they contain isotopic copies of all [orientable] templates as subtemplates.

### 3.3.1 Orientable subtemplates

We begin with a generalization of the braid group structure of Definition 1.1.11 to a semigroup structure on braded templates. The generators of the semigroup are of three types:

1. $\sigma_{i}^{+}$, is a "flat ribbon" version of the generators for the braid group: the ith strip crosses over the $(i+1)$ st in the positive sense. These elements are invertible;
2. $\tau_{i}^{+}$, is the trivial element (a collection of straight flat strips) with the $\bar{t}$ th strip given a half twist, either in the positive $\left(\tau_{i}\right)$ or negative $\left(\tau_{i}^{-1}\right)$ sense. These elements are invertible.
3. $\beta_{\hat{*}}^{+}$, is a branch line chart with the $i$ th and $(i+1)$ st strips incoming, $k$ outgoing strips ${ }^{5}$, and either a positive $\left(\beta_{\hat{i}}\right)$ or a negative $\left(\beta_{i}^{-1}\right)$ crossing at the branch line. These generators are not inverses, as branch lines camot be cancelled under composition.

Figure 3.18 illustrates the generators.
The following result is obvious, and implicit in the proof of Theorem 3.1.2 [58]:
Lemma 3.3.1 The set $\left\{\sigma_{i}^{ \pm}, \beta_{i}^{ \pm}, \tau_{i}^{+}\right\}$generates the class of braided templates.
With the braided template semigroup playing the role of $B_{N}$ in Theorem 3.2.8, we may generalize this result to:

Theorem 3.3.2 The template $\mathcal{V}$ contains every embedded orientable template $\mathcal{S}$ as a subtemplate. Furthermore, these may be chosen so as to be disjoint and separable.

Proof: Recall Theorem 3.2.14-V contains $\mathcal{W}_{q}$ for all $q$. The strategy of the proof of Theorem 3.2 .8 was to show that any given closed braid can be fitted

[^10]

Figure 3.18: The generators for the braided template semigroup: (a) $\sigma_{i}$; (b) $\tau_{i}$; (c) $\beta_{i}$.
onto some $\mathcal{W}_{q}$. We use the semigroup for braided templates in analogous fashion to show that all orientable templates also live on $\mathcal{W}_{q}$, and hence on $\mathcal{V}$.

Consider $\mathcal{S}$ a template in $S^{3}$, presented as a flat braided template as per Theorem 3.1.2. To show that such a given template lives as a subtemplate of $\mathcal{W}_{q}$ for some $q$, we will express each generator as a subtemplate of a portion of $\mathcal{W}_{q}$; that is, on a finite sequence of alternating ears.

In Figure 3.19, we exhibit a portion of a subtemplate on a pair of positive and negative ears which corresponds to the generator $\sigma_{1} \sigma_{2} \ldots \sigma_{k}$ for any desired $k$. Note that the belt trick is used in concert with two ears of opposite sign to cancel the full twist induced by going around an ear. One constructs the generator $\sigma_{1}^{-1} \sigma_{2}^{-1} \ldots \sigma_{k}^{-1}$ in analogous fashion. To show that some finite product of these yields $\sigma_{j}$ and $\sigma_{j}^{-1}$ for any $j$, we follow the same argument as in Proposition 3.2.9.

To show that $\beta_{i}$ and $\beta_{i}^{-1}$ appear likewise, we turn to Figure 3.20, which contains a local picture of the generator $\beta_{i}$. The first $i$ strips travel around a negative ear and then a positive ear (or vice versa for $\beta_{i}^{-1}$ ) in order to cancel the twisting and allow for a positive (negative resp.) crossing at the branch line.

Since an orientable braided template may always be made flat, we do not need to fit powers of $\tau_{i}$ on $\mathcal{W}_{q}$; hence, the entire generating set for braided orientable templates appears locally on a finite set of alternating positive and negative ears. Pieceing together local submanifolds on $\mathcal{W}_{q}$ is always possible as long as the number of strips matches - after including all the crossings, branch lines, etc., one simply connects the top to the bottom strips in the standard way. Hence, given any template presented in these standard generators, one may construct for some $q$ (perhaps very large) a subtemplate of $\mathcal{W}_{q}$ which is isotopic to the intended template.

The result then follows from Theorem 3.2.14.


Figure 3.19: The braided-template word $\sigma_{1} \sigma_{2} \ldots \sigma_{k}$ lives on a pair of alternating ears.

Remark 3.3.3 Theorem 3.3 .2 indicates that, among the class of orientable templates, $\mathcal{V}$ is not merely an example of an exceptional template: it (and all other such templates) truly deserves the title of universal template, since a template contains all orientable templates if and only if it contains $\mathcal{V}$.

Corollary 3.3.4 The template $\mathcal{V}$ contains all evenly twisted links: that is, it contains all links indexed by the (even) twist of the local stable manifolds (see Definition 3.1.9).

Proof: Given an indexed link $L$, where the components of $L$ are indexed by the twist, build an orientable template $\mathcal{T}_{L}$ which contains the link $L$ as its "spine." More specifically, form a connected graph from $L$ by (arbitrarily) identifying points on components pairwise. Then, thicken the graph up to a template, adding branch lines at vertices and twisted strips along the edges as appropriate: of. Figure 3.9(b). This template, which contains $L$ as a set of periodic orbits, lives on $V$ by Theorem 3.3.2.

Our next result shows that any orientable template may be embedded in $S^{3}$ as a miversal template (and then some):

Theorem 3.3.5 Any orientable template $T$ may be embedded in $S^{3}$ so as to


Figure 3.20: The generator $\beta_{i}$ lives on a pair of alternating ears.
contain an isotopic copy of all orientable templates as disjoint separable subtemplates.

Proof: Assume for the moment that, for some branch line $\ell_{j}$, there exist two periodic points of $\Sigma_{f_{j}}, \mathbf{a}^{\infty}$ and $\mathbf{b}^{\infty}$, such that each symbol $x_{i}$ in the Markov partition of $\mathcal{T}$ appears at most once in the word ab; thus, each strip of $\mathcal{T}$ contains at most one strand of the link $\left\{\mathbf{a}^{\infty}, \mathbf{b}^{\infty}\right\}$.

Re-embed $\mathcal{T}$ by changing the overcrossings of strips in the given planar presentation in the manner to be described: by the above condition, whenever the knots corresponding to $\mathbf{a}^{\infty}$ and $\mathbf{b}^{\infty}$ cross one another, they must do so on separate strips. Re-embed $\mathcal{T}$ so as to force the strip containing the orbit $\mathbf{a}^{\infty}$ to always be on top. In this embedding, then, the two knots are clearly separable.

Now restrict attention to those instances where the knot corresponding to $\mathbf{a}^{\infty}$ crosses itself: if $\mathbf{a}$ and $\mathbf{b}$ are chosen as above, this crossing must be due to a strip crossing over itself or another strip. Beginning at an arbitrary point on this orbit, follow along the direction of the flow - whenever there is a self-crossing, re-embed the strips so that the desigated point is on top. When finished, one has a knot which can be perturbed so as to have a unique local maximum: an unknot. Repeat this procedure for the knot $\mathbf{b}^{\infty}$, noting that one is not tampering with any previously re-embedded strips.

Finally, build a Lorenz-like subtemplate of $\mathcal{T}$ given by the image of the inflation $x_{1} \mapsto \mathbf{a}, x_{2} \mapsto \mathbf{b}$, as in Equation (3.13) in Corollary 3.1.17. Since the orbits
corresponding to $\mathbf{a}^{\infty}$ and $\mathbf{b}^{\boldsymbol{\infty}}$ are unknotted and separable, the subtemplate in the particular embedding of $\mathcal{T}$ we have chosen is isotopic (up to taking the mirror image) to the Lorenz-like template $\mathcal{L}\left(\tau_{a}, \tau_{b}\right)$ for some even numbers $\tau_{a}, \tau_{b}$, depending on twist. Change the embedding of $\mathcal{T}$ by adding full twists to selected strips so that the subtemplate is isotopic to $\mathcal{L}(0,-n)$ (or its mirror image), for positive $n$, which contains all orientable templates as separable subtemplates.

To conclude, we must verify our assumption that $\mathbf{a}^{\infty}$ and $\mathbf{b}^{\infty}$ exist. First, we eliminate certain troublesome strips. If a particular branch line $l_{j}$ has only one outgoing strip, we may have to choose $\mathbf{a}$ and $\mathbf{b}$ to both travel down this strip. To avoid any problems associated with this, we perform an isotopy on $T$ within a tubular neighborhood of $T$ in $S^{3}$. This isotopy has the effect of pushing the branch line $\ell_{j}$ forwards (in the sense of the semiflow) along the one outgoing strip until it is almost identified with the next branch line: see Figure 3.21. Under such an isotopy, any erossings thet this unique outgoing strip was formerly involved with are now subsumed by crossing of other strips (including twisting in the original strip). Thus, we can ignore orbits which travel down this strip in the above arguments, and, in identifying the shrunken strip to the next branch line, we assume that every branch line chart contains at least two outgoing strips.


Figure 3.21: One can "eliminate" a single-outgoing strip by propagating the branch line forwards.

Next, choose a finite admissible orbit $\mathbf{a}^{\infty}$. We claim that a may be chosen such that the knot passes through each branch line at most once. Assume that $\mathbf{a}=\mathbf{a}_{1} \mathbf{a}_{2} \mathbf{a}_{3}$, where $\mathbf{a}_{2}$ and $\mathbf{a}_{3}$ are words whose orbits begin from the same branch line. Then, replace a with $\mathbf{a}_{1} \mathbf{a}_{3}$ : this is an admissible word since incoming strips stretch over branch lines completely. Iterating this reduction on a word of finite length is a terminal process.

Finally, we claim that $\mathbf{b}$ may be chosen similarly to have no symbols in common with a. Recall, we have modified $\mathcal{T}$ to have [in effect] at least two outgoing
strips per branch line chart, and a intersects each branch line at most once. Begimning at some branch line of $\mathcal{T}$, choose an outgoing strip whose symbol is not part of $\mathbf{a}$ - this is always possible since there are more than two outgoing strips. This outgoing strip leads to another branch line. Repeat the process of choosing outgoing strips avoiding a until the branch line is repeated: this defines a periodic orbit $\mathbf{a}^{\prime}$. If $\mathbf{a}^{\prime}$ and a have a branch line in common, this is the desired $\mathbf{b}$. If not, repeat the process of choosing another periodic orbit $\mathbf{a}^{\prime \prime}$ - this algorithm may be repeated since there are again at least one incoming and outgoing strips per branch line on $T$ mimus the strips of a and $a^{t}$. Since the Markov partition is finite, this is a finite process; hence, a and $\mathbf{b}$ may be chosen as above.

Corollary 3.3.6 Any embedded orientable template $T$ eontains a (nonisotopically) embedded copy of every orientable template.

### 3.3.2 Nonorientable subtemplates

The nonorientable case is quite a bit more subtle, but is solved in similar fashion. We leave the [numerous] details of the following theorem to the reader.

Theorem 3.3.7 There exists a template which contans every cmbedded template $\mathcal{S}$ as a subtemplate.

Idea of Proof: We begin with the template $\mathcal{L}(0,-2)$, which contains $\mathcal{V}$ via the inflation $\mathcal{L} \mathfrak{B}$, where $\mathcal{L}: \mathcal{U} \leftrightarrow \mathcal{L}(0,-2)$ is the inflation of Equation (3.32). Then, we append an extra ear to this template which is twisted and separable from the remainder of the template: see the template $y$ in Figure 3.22. Given any template, we then show that it may be obtained by first placing a similar orientable template on $\mathcal{L}(0,-2)$, then diverting some of the strips around the twisted appended ear of $y$ to produce the requisite nonorientable subtemplate.

Let $S$ be an arbitrary embedded template in $S^{3}$, We briefly indicate how to place $\mathcal{S}$ in the appropriate form for being a subtemplate of $Y$.

Step 1: Place $\mathcal{S}$ in braided form as per Theorem 3.1.2, and represent this template in the braid semigroup of Lemma 3.3.1.

Step 2: Factor this braid word so that there is a positive half-twist $\Delta$ on the first $k$ strips, where $\Delta$ is the word

$$
\begin{equation*}
\Delta=\tau_{1} \tau_{2} \cdots \tau_{k}\left(\prod_{i=1}^{k-1} \alpha_{1} \sigma_{2} \cdots \sigma_{k}\right) \tag{3.48}
\end{equation*}
$$

followed by a braid word having no $\tau_{t}^{t}$ terms.
Step 3: For $\mathcal{S}$ braided into the word above, let $\mathcal{S}$ denote the flat orientable template given by removing the initial word $\Delta$ from the braid word. Map $\tilde{\mathcal{S}}$ into $\mathcal{L}(0,-2) \subset \mathcal{Y}$ isotopically via the inflation $\mathfrak{E g I}$, where $\mathfrak{J}: \tilde{\mathcal{S}} \leftrightarrows \mathcal{V}$ is the inflation from the proof of Theorem 3.2 .8 and $\mathfrak{L}: \mathcal{U} \hookrightarrow \mathcal{L}(0,-2)$ is the inflation from Equation (3.34).


Figure 3.22: The template $y$ contains all templates as subtemplates.

Step 4: Now, by carefully tracking the placement of the first $k$ strips in $\mathcal{S} \subset \mathcal{J}$, modify the inflation in the appropriate manner to "divert" the leftmost $k$ strips of $\mathcal{S}$ on $\mathcal{Y}$ to instead make a loop around the appended twisted $x_{1}$-ear. This has the effect of inserting $\Delta$ into the braid word for $\tilde{\mathcal{S}}$ at the beginning. This new template is the original $\mathcal{S}$ by Step 3 .

Corollary 3.3.8 The template $\mathcal{Y}$ contains isotopic copies of links with arbitrary twist type.

Proof: See the proof of Corollary 3.3.4.

Remark 3.3.9 Note that although $y$ contains all embedded templates as disjoint subtemplates, these may not be chosen so as to be mutually unlinked in the present construction, since there is a linking induced by the trip about the twisted ear. We believe that this is unavoidable: i.e., no embedded template contains disjoint unlinked copies of all embedded templates as subtemplates.

We do not believe that the results of Theorem 3.3 .5 hold for nonorientable templates: that is, we do not believe it is possible to re-embed, say, the horseshoe template $\mathcal{L}(0,1)$ in such a way that it contains copies of every embedded template, or even the orientable ones. A related, though weaker statement is however true:

Proposition 3.3.10 Any embedded non-orientable template $\mathcal{T}$ contains a (nonisotopically) embedded copy of all templates.

Proof: If $\mathcal{T}$ is nonorientable, we must construct an inflation from the template $y$ of Figure 3.22 into $\mathcal{T}$. Take $\mathbf{a}^{\infty}$ twisted and $\mathbf{b}^{\infty}$ untwisted with the pair
adjacent. Then consider $\mathbf{c}=\mathbf{a}^{2} \mathbf{b}$ : $\mathbf{e}^{\infty}$ is an untwisted orbit with $\mathbf{a}^{\infty}$ and $\mathbf{c}^{\infty}$ adjacent and $\left(\mathbf{b a}^{2}\right)^{\infty}$ and $\mathbf{b}$ adjacent. Hence, there is a well-defined template inflation,

$$
\Re: y \rightarrow \mathcal{T} \quad\left\{\begin{array}{l}
x_{1} \mapsto \mathbf{a}  \tag{3.49}\\
x_{2} \mapsto \mathbf{a}^{2} \\
x_{3} \mapsto \mathbf{b} \\
x_{4} \mapsto \mathbf{b}
\end{array} .\right.
$$

As this inflation is nonisotopic, we have a different embedding of all the subtemplates of $\mathcal{Y}$ into $T$.

Ostensibly, it seems surprising that the template for the Whitehead link eomplement (Figure 2.17) embeds in the horseshoe template $\mathcal{L}(0,1)$.

Remark 3.3.11 Although the results of this section are exciting, they may also be cause for concern in certain applications: recall from $\$ 2.3 .5$ the construction of induced templates from time series data. Koçarev et al. derive an induced template in [106] which, by appealing to Theorem 3.3.7, we can show contains all embedded templates as subtemplates. In the literature on induced templates, it is implicit that the "physical" system may be expected to contain merely a subset of the knots and links on the induced template. Hence, the use of this induced template would appear to be of limited applicability - it contains far too much.

Remark 3.3.12 The theorems of this section can be applied to the problem of accumulations of knots on a template from $\S 3.1$. In contrast to Theorem 3.1.20, universal templates have no restrictions on the types of accumulations of knots.

Theorem 3.3.13 (Ghrist [68]) Let $\left\{K_{i}\right\}$ be an arbitrary sequence of knot types, and let $K$ be any chosen knot type. Then, on the unversal template $\mathcal{V}$, there exists a sequence of distinct closed orbits $\left\{\gamma_{i}\right\}$ of knot type $K_{k}$, which accumulates onto a closed orbit $\gamma$ of knot type $K$.

This theorem sheds light on the class of infinite links contained in universal templates: of course, not every infinite link may live on a template, but there is no obstruction as far as accumulations of knot types goes.

Remark 3.3.14 A template contains both topological and dynamical information. By "forgetting" the topology, one reduces a template to a purely dynamical object. For example, if one takes the set of branch lines as a cross-section to the semiffow, on obtains a set of coupled, expanding, one-dimensional maps. Or, if one collapses a template along the direction transverse to the semiflow, one obtains a directed graph, which defines a subshift of finite type (cf. Remark 1.2.22). Theorems 3.3 .2 and 3.3 .7 then yield as a scholium a dynamical result:

Corollary 3.3 .15 Let $\left(\Sigma_{A}, \sigma\right)$ be an irreducible subshift of finite type. Given any $N \times N$ matrix of zeros and ones, $B$, there exists a local cross section $\Sigma^{\prime} \subset \Sigma_{A}$ such that the return map r acting on this cross section is conjugate to the subshift defined by $\Sigma_{B}$.

A similar result holds with renormalizations of coupled, expanding onedimensional maps. These dynamical results are, if not well-known, then at least provable through much simpler methods than those of this chapter. Yet, we note that the methods used in this chapter are by-and-large topological: Alexander*s Theorem, braid groups, etc., are key tools. Thus, we are pleased that knottheoretic tools can be brought to bear on a dynamical problem. In the next chapter, too, such tools will be shown to be useful in studying bifurcations of parametrized families of flows.

## Chapter 4: Bifurcations

In Chapter 3 we derived general results on template knots and links. The theme was one of richness and inclusion: every template contains infinitely many distinet knot types; templates carrying unlinked, unknotted, untwisted orbits support infinite sequences of isotopic knots, and, most strikingly, "many" templates with mixed crossings carry all knots and links (and even all templates).

We now turn to issues of uniqueness and exclusion, asking how knowledge of knotting and linking data implies restrictions on families of periodic orbits and the bifurcations in which they are created. More specifically, in a parametised family of flows, periodic orbits appear and disappear in [often complicated] sequences of bifurcations. But for three-dimensional flows, it is the link of periodic orbits which undergoes bifurcations. Thus, if (1) we "dress" the periodic orbit set with knotting and linking informations and (2) we compute the topological action of bifurcations on orbits, we produce a set of bifurcation invariants derived from knot theory. This chapter will be a brief tour through several applications of this principle.

We begin with introductory remarks on local bifurcation and contimuation of orbit branches and some elementary observations regarding the link structures arising in saddle node and period-multiplying (doubling and Hopf) bifurcations from closed orbits. In § 4.2 we describe a number of results on the horseshoe template $\mathcal{H}$ of Figure 2.9, the major ones being existence, non-existence and uniqueness theorems for families of torus knots of specified dynamical periods, These provide invariants which distinguish orbits, permitting us to follow them from a chaotic hyperbolic set, back to their birthplaces in parameter space, thereby determining genealogies and orders of precedence in a family of Hénon maps. Section 4.3 contains knot theoretic analogues of the self-similarity results on bifurcation sequences of the quadratic family (1.23) introduced in §1.2.3. We show how a factorisation of kneading sequences corresponds to subtemplates which are embedded copies of $\mathcal{H}$, and indicate how this may be used to determine the orbits implicated in iterated torus knots and more general cabled structures involving horseshoe knots and links. Perhaps the major interest in this work is the way in which knot invariants afford a link (pun intended) between local bifurcations and global questions.

In the final section we address global bifurcations more explicitly, describing some periodic orbit structures that appear near homoclinic orbits to saddle-type equilibria. We call attention to two types of topologically significant global bifurcations - the gluing bifurcations, and the bifurcations surrounding a Shal'nikov connection. In the case of gluing bifurcations, the issue at hand is not richness of orbits (primarily only "simple" knots appear), but of countable bifurcation sequences. In stark contrast, in the Shilmikov scenario, we find a general case
in which the universal template $V$ of $\wp 3.2$ is contained within the flow, thereby giving a set of (primarily dynamical) sufficient conditions under which a given ODE contains all knots and links among its periodic orbits. We close with an example of a piecewise linear ODE which satisfies the necessary hypotheses: an explicit seed from which all knots and links can be grown.

This chapter provides merely a sample of numerous results which have been obtained for specific systems. For further examples, see $[87,93,88,70,118,119$, 180]. It is our hope that knotting and linking data will become increasingly useful tools in the subtle business of tracking global phenomena in the bifurcations of periodic orbits.

### 4.1 Local bifurcations and links

In $\S 1.2 .3$ we described the three codimension-one bifurcations of maps: the saddle-node, period-doubling, and Hopf bifureations (we also noted the symmetric pitchfork bifurcation). In the associated three-dimensional flows obtained by suspending these families, there are natural and simple implications for knotting and linking of the periodic orbits involved. Specifically, we have:

Proposition 4.1.1 The periodic orbits implicated in a saddle-node or pitchfork bifurcation of a three dimensional flow are isotopic knots and have the same linking number with any other orbit which persists through the bifurcation point.

Proof: We diseuss the saddle-node ease, as that of the pitchfork is analogous. Consider the parametrised Poincaré map on a small cross section to the flow transverse to the orbit at the bifurcation. Upon passing the parameter through the bifureation, the fixed point becomes a pair of fixed points, one of which (say $p_{1}$ ) is a saddle, the other of which $\left(\right.$ say $\left.p_{2}\right)$ is either a source or sink.

In the case of $p_{2}$ a source and for parameter sufficiently close to the bifurcation, one branch of $W^{8}\left(p_{1}\right)$ is a small segment contained in $W^{\prime \prime}\left(p_{2}\right)$ with endpoints $p_{1}$ and $p_{2}$. Hence, in the suspension of the return map, the two periodic orbits form the boundary components of an embedded ammulus, and are thus isotopic.

Proposition 4.1.2 The periodic orbits created in period-doubling and Hopf bifurcations are cables of the original (bifurcating) orbit.

Proof: Following the proof of Proposition 4.1.1, one notes that the orbit of period $2 T$ created in period-doubling bifurcation is the boundary of a Möbius band formed of the two-dimensional stable (or unstable) manifold associated with the eigenvalue of the Poincare map passing through -1, whose core is the original period $T$ orbit. As such, it is clexrly a 2 -cable. Similarly, since the $q$-periodic orbits created in a Hopf bifureation approach those of the linearised mapping (1.21) at the bifurcation point, and this map is a rigid rotation by $p / q$, they are q-cables of the core period $T$ orbit. As in Proposition 4.1.1, varying
the parameter sufficiently close to the bifurcation point creates an isotopy of the orbits in phase space, which preserves cabling and linking.

Remark 4.1.3 Hopf bifureations of maps resulting in periodic orbits are sometimes called period multiolying bifurcations, although, as noted in § 1.2.3, this name more properly refers to the special case of (two-dimensional) area-preserving maps. Here the determinant of the linearised mapping (equal to the product of the eigenvalues) is 1 and so, as one varies a parameter, the eigenvalues of an elliptic fixed point must traverse the unit circle, which they can only leave at +1 (a saddle-node) or -1 (period-doubling). In this case the parameter $\mu$ and cubic term $\left(r^{3}\right)$ in (1.21) are identically zero, and the parameter of interest is the rotation angle $\varphi$. As $\varphi$ passes each value $2 \pi p / q$, a pair of $q$-periodic orbits of rotation number $p / q$ generically bifurcates from the elliptic core orbit, again leading to $q$-cablings of the original orbit. See $[122,123]$, or the summary in $[93]$ for details.

These results may be used to exclude certain global orbit branches and bifurcations in generic three dimensional flows. Following Alexander and Yorke [2] and Kent and Elgin [104], we briefly deseribe an example: the "noose" bifurcation.

We will need some definitions encoding twisting information for orbits in three-dimensional flows, following [2].

Definition 4.1.4 Let $\gamma$ be a periodic orbit in a three-dimensional flow having associated Poincare map with eigenvalues $\lambda_{1}$ and $\lambda_{2}$. Then $\gamma$ is said to be elliptic if both eigenvalues have moduli satisfying one of the following conditions: either (1) the moduli are both greater than one; (2) the moduli are both less than one; or (3) the moduli are both equal to one with $\lambda_{i} \neq \pm 1$. When $\left|\lambda_{1}\right|<1<\left|\lambda_{2}\right|_{\text {2 }}$ $\gamma$ is an unstable saddle orbit - here there are two sub-types, depending upon the twist of the local unstable manifold $W_{\text {toc }}(\gamma)$, which is a two-dimensional ribbon. (See Remark 1.2.18.) If the twist is even, so $W_{l o e}^{i d}(\gamma)$ is an annulus, we eall $\gamma$ hyperbolic; if the twist is odd so that $W_{\text {loe }}^{z}(\gamma)$ is a Möbins band, we call


Hyperbolic orbits have positive real eigenvalues, Möbius orbits, negative ones. All generic (non-bifureating) periodic orbits belong to one of these three classes. Note that this terminology differs from the standard usage in dynamical systems theory.

The local bifurcation results of Propositions 4.1 .1 and 4.1 .2 can now be augmented. We first note that, for flows on orientable three-manifolds, the Poincare maps are necessarily orientation preserving, implying that $\lambda_{1} \lambda_{2}=\operatorname{det}(D P)>0$. In a codimension one saddle-node, one eigenvalue $\lambda_{1}=+1$, the other being bounded away from the unit circle. It follows that, of the two orbit branches created, one is elliptic and the other hyperbolic, Similar observations apply to the pitchfork bifurcation, in which either an elliptic orbit becomes hyperbolic
and gives birth to two new elliptic orbits, or a hyperbolic orbit becomes elliptic and two hyperbolic orbits are born: see Figure 4.1,

In contrast, in the period-doubling bifurcation, since the critical eigenvalue is $\lambda_{1}=-1$ and the associated local invariant (center) manifold has odd twist, the bifurcating (period q) orbit is Möbius on one side of the bifurcation point and elliptic on the other. The period $2 q$ orbit which bifureates off ean be seen as bounding a Möbius band which is the local (weak) stable or unstable manifold of the period $q$ core orbit. Since it goes around twice before closing, its twist is necessarily even. Thas it is either hyperbolic (if of saddle type) or elliptic (if stable, neutral or unstable): see Figure 4.1.


Figure 4.1: Local bifurcations of orbits, labeled as elliptic, hyperbolic, and Möbius.

Definition 4.1.5 Let $\gamma$ be a hyperbolic or Möbius periodic orbit. The selflinking number of $\gamma$ is defined as

$$
s \ell k(\gamma)=\ell k\left(\gamma^{\prime}, \gamma\right)_{3}
$$

where $\gamma^{\prime}$ is a boundary component of the local unstable manifold $W_{\text {lac }}(\gamma)$.
Lemma 4.1.6 Self-linking number is Invariant along a continuous branch of arbits in parameter space so long as it is well-defined and the orbit path does not change type. In addition, slk $(\gamma)$ is always odd for a Möbius orbit, and, in changing from a Mötius to a hyperbolic orbit, the self linking number doubles.

Proof: Invariance follows as before from the fact that a path of orbits in parameter space avoiding bifurcations gives an isotopy of the local unstable manifold. The remaining facts are easily shown with a picture or two, and are left as instructive exercises for the reader.

Note that $s \ell k$ may be either odd or even for hyperbolic orbits. In addition, when an orbit changes type from Möbius or hyperbolic to elliptic, self-linking is


Figure 4.2: A bifureation diagram containing a noose.
lost.
Following work of Alexander-Yorke [2] and Kent-Elgin [104], we consider the bifureation diagram pictured in Figure 4.2: a branch of orbits loops back through a saddle node bifurcation to join itself in a period-doubling. Topologically, this requires one of the orbits bom in the saddle-node to wrap around its partner as the boundary of a Möbius band. While this sort of bifureation can generically occur in flows of dimension four and higher, there are nontrivial restrictions in dimension three:

Proposition 4.1.7 (Kent and Elgin [104]) For a flow on $\mathbb{R}^{3}$ parametrised by $\mu$, the "noose" pictured in Figure 4.2 is impossible.

Proof: This is an exercise with linking, self-linking, and twist. The noose joins at a period-doubling point; hence the smaller period orbit $\gamma_{1}$ implicated in it starts either as a Möbius or an elliptic orbit, while the longer period one $\gamma_{2}$ is elliptic or hyperbolic. In either case, while both orbits coexist, $\ell k\left(\gamma_{1}, \gamma_{2}\right)$ is odd, and, if $\gamma_{2}$ is hyperbolic, $s \ell k\left(\gamma_{2}\right)$ is even.

We further augment Proposition 4.1 .1 by noting that the twist of the twodimensional local invariant (center) manifold associated with the bifurcating eigenvalue $(+1)$ at a saddle-node is inherited by both the elliptic ( $\gamma_{e}$ ) and hyperbolic $\left(\gamma_{h}\right)$ orbits produced. Since directly after bifureating $\gamma_{h}$ and $\gamma_{e}$ are "paralle" on this band, the self-linking number of the hyperbolic orbit satisfies $s \ell k\left(\gamma_{h}\right)=\ell k\left(\gamma_{e}, \gamma_{h}\right)$. The fact that $\ell k\left(\gamma_{1}, \gamma_{2}\right)$ is odd near the period doubling implies that $\ell k\left(\gamma_{e}, \gamma_{h}\right)$ must likewise be odd, so that $s \ell k\left(\gamma_{h}\right)$ is odd. But we showed that for the hyperbolic orbit, self-linking is even.

Remark 4.1.8 Alexander and Yorke [2] have developed an index theory for dealing with general bifureation diagrams. They, as well as Kent and Elgin [104], have found certain types of nooses which can live in three-dimensional flows; however, these allowable nooses involve nongeneric behaviour, such as pitchfork bifurcations, or intricate heteroclinic connections. Statements more general than that of Proposition 4.1.7 can be made which exclude these unusual cases.

Having indicated how knotting and linking may be used to exclude certain global phenomena in bifurcation behavior, we proceed to a more complicated instance associated with a particular template.

### 4.2 Torus knots and bifurcation sequences

The horseshoe template may be derived from a flow embedded in a solid torus, as indicated in §2.3. The underlying vector field often models a periodically forced oscillator. As such, the template's (single) branch line corresponds naturally to a global cross section in the original flow, and the number of intersections of a periodic orbit with the branch line is the dynamical as well as the symbolic period of the knot ( $c f$. Remark 2.4.5). This observation prompts the following:

Definition 4.2.1 Given a $(p, q)$ torus knot, we say it is a resonant torus knot if it has period of.

Recall, we may take $p<q$ without a loss of generality.
Example 4.2.2 Consider the word $\mathbf{w}^{\boldsymbol{\alpha}}=\left(x_{1} x_{2}^{2} x_{1} x_{2}\right)^{\infty}$, of period five. To determine whether it is a torus knot, we draw it on the horseshoe template $\mathcal{H}$. The five points in the intersection of the knot with the branch line of $\mathcal{H}$ have addresses $\left\{\sigma^{k}\left(\mathbf{w}^{\infty}\right): k=0,1,2,3,4\right\}$. To determine the order in which these points are traversed as one follows the knot, we use the prescription of $\$ 1.2 .3$, and compute the invariant coordinates of $w^{\infty}$ and its shifts:

| Word | Invariant coordinate | Ordering |
| ---: | ---: | :---: |
| $\mathbf{w}=\left(x_{1} x_{2} x_{2} x_{1} x_{2}\right)^{\infty}$ | $\theta(\mathbf{w})=x_{1} x_{2} x_{1} x_{1} x_{2} \cdots$ | 0 |
| $\sigma(\mathbf{w})=\left(x_{2} x_{2} x_{1} x_{2} x_{1}\right)^{\infty}$ | $\theta(\sigma(\mathbf{w}))=x_{2} x_{1} x_{1} x_{2} x_{2} \ldots$ | 2 |
| $\sigma^{2}(\mathbf{w})=\left(x_{2} x_{1} x_{2} x_{1} x_{2}\right)^{\infty}$ | $\theta\left(\sigma^{2}(\mathbf{w})\right)=x_{2} x_{2} x_{1} x_{1} x_{2} \ldots$ | 3 |
| $\sigma^{3}(\mathbf{w})=\left(x_{1} x_{2} x_{1} x_{2} x_{2}\right)^{\infty}$ | $\theta\left(\sigma^{3}(\mathbf{w})\right)=x_{1} x_{2} x_{2} x_{1} x_{2} \ldots$ | 1 |
| $\sigma^{4}(\mathbf{w})=\left(x_{2} x_{1} x_{2} x_{2} x_{1}\right)^{\infty}$ | $\theta\left(\sigma^{4}(\mathbf{w})\right)=x_{2} x_{2} x_{1} x_{2} x_{2} \ldots$ | 4 |

Drawing a simple elosed curve on $\mathcal{H}$ which passes through the branch line points in the prescribed order above yields the knot corresponding to $\mathbf{w}^{\infty}$, as shown in Figure $4.3(a)$. The reader ean perform Reidemeister moves to obtain Figure $4.3(b)$, revealing that $\left(x_{1} x_{2}^{2} x_{1} x_{2}\right)^{\infty}$ is a $(2,5)$ resonant torus knot. Similarly, it can be verified that $\left(x_{1}^{2} x_{2} x_{1} x_{2}\right)^{\infty}$, also of period five, corresponds to a $(2,3)$ torus knot, and hence is not resonant.

Numerous statements can be made regarding existence and uniqueness for torus knots and resonant torus knots on the horseshoe template. Before giving the first of these, which requires a lengthy proof, we state a simpler result on pairs of orbits arising in saddle node bifurcations. The key ided throughout this and the following section involves mapping sets of words to knot types, and we use extensively the ordering of points on the branch line via symbolic dynamies and kneading theory of $\S 1.2 .3$. In doing so, we refer to the return map $f_{\mathcal{H}}$ induced on the branch line by the semiflow.


Figure 4.3: (a) The orbit $\left(x_{1} x_{2}^{2} x_{1} x_{2}\right)^{\infty}$ is (b) a resonant (2,5) torus knot.

Given two words corresponding to template knots, it is generally difficult to determine if the knots are isotopic. As noted earlier, this is relevant to the associated bifurcation behavior; e.g., upon varying parameters in a flow, nonisotopic orbits camot collapse onto one another in saddle-node bifurcations. However, in some cases we can perform isotopies on the template to obtain such results.

Lemma 4.2.3 Let $\mathbf{w}^{\infty}$ be a periodic point on $\Sigma_{\mathcal{H}}$ which is minamal with respect to $\Delta$ among all its shifts. Then, if the words $\mathrm{w} x_{1} x_{2}$ and $\mathrm{w} x_{2}^{2}$ are both acyclic, then the knots on $\mathcal{H}$ corresponding to $\left(\mathbf{w} x_{1} x_{2}\right)^{\infty}$ and $\left(\mathbf{w} x_{2}^{2}\right)^{\infty}$ are isotopic.

Proof: Let $\left\{p_{i}\right\}_{0}^{n}$ and $\left\{q_{i}\right\}_{0}^{n}$ be the points at which the orbits $\left(w x_{1} x_{2}\right)^{\infty}$ and $\left(w x_{2}^{2}\right)^{\infty}$ respectively intersect the branch line. These correspond symbolically to all shifts of the words $w x_{1} x_{2}$ and $w x_{2}^{2}$. By Proposition 1.2.47, the minimality of these words implies that $p_{0}<p_{k}, \forall k \neq 0$ and $p_{n}>p_{k}, \forall k \neq n$, and similarly for $q_{0}$ and $q_{n}$. Since the semiflow takes $p_{n-1}$ to $p_{n}$ and $p_{n}$ is maximal among the $p_{i}$ points, then among all the $p_{i}$ points on the left half of the branch line (that is, the strip $\left.x_{1}\right), p_{n-1}$ is maximal. Similarly, since the template semiflow reverses orientation on the right side (the strip $x_{2}$ ), then among all the $q_{i}$ points on the $x_{2}$ strip, $q_{n-1}$ is minimal. Thus, $p_{n-1}$ and $q_{n-1}$ lie on opposite sides of the gap in the branch line, with no other strands between them. From Figure 4.4 it is elear that one may lift the strand passing through $p_{n-1}$ over the gap to $q_{n-1}$, obtaining the desired isotopy.


Figure 4.4: $\left(\mathbf{w} x_{1} x_{2}\right)^{\infty}$ is isotopic to $\left(\mathbf{w} x_{2}^{2}\right)^{\infty}$.

Example 4.2.4 For example, the pair $x_{1} x_{2}^{2} x_{1} x_{2}$ and $x_{1} x_{2}^{2} x_{2} x_{2}\left(=x_{1} x_{2}^{4}\right)$ form such a minimal acyclic pair. As noted above, $\left(x_{1} x_{2}^{2} x_{1} x_{2}\right)^{\infty}$ is a $(2,5)$ torus knot; thus, so is $\left(x_{1} x_{2}^{4}\right)^{\infty}$.

Definition 4.2.5 Two minimal acyclic words of the form $\mathbf{w} x_{1} x_{2}$ and $\mathbf{w} x_{2}^{2}$ are called a bifuration pair. These two words have differing $x_{2}$-parities: we denote that with even $x_{2}$-parity male and that with odd $x_{2}$-parity female.

Remark 4.2.6 The reason for the terminology of Definition 4.2 .5 is as follows: recall that the return map for $\mathcal{H}$ induced by the branch line can be considered as a member of the quadratic family of maps ( $\$ 1.2 .3$ ). If we then regard horseshoe knots as periodic orbits created as one passes through a sequence of quadratic maps, Proposition 1.2 .48 implies that the male-female pair from Definition 4.2.5 is created simultaneously in a saddle-node bifurcation. In this and the following section, we will freely pass from thinking of finite words in $\left\{x_{1}, x_{2}\right\}$ as horseshoe knots or as periodic points in the quadratic family. These "genders" reflect the role played by the knots in orbit genealogies, to be detailed in $\S 4.3$.

Lemma 4.2 .3 does not imply that all knots come in isotopic pairs. Take, for example, the period four orbit $\left(x_{1} x_{2}^{3}\right)^{\infty}$, whose bifurcation partner would be $\left(x_{1} x_{2} x_{1} x_{2}\right)^{\infty}$ : a cyclic extension of the period two word $x_{1} x_{2}$. Evidently $x_{1} x_{2}^{3}$ has no partner. Such a "pseudo-pair" is related to a period-doubling bifurcation
within the quadratic family, in analogy to the saddle-node pairs of Remark 4.2.6: cf. $\$ 4.3$.

Other results similar to Lemma 4.2 .3 are possible. The following is a corollary to Proposition 3.1 .19 , easily proved in this special case by removing an " $x_{1}$-loop" via the first Reidemeister move:

Corollary 4.2.7 If w is minimal, then the knots corresponding to $\left(x_{1}^{k} \mathrm{w}\right)^{\infty}$ are isotopic for all $k \geq 0$.

Before stating the main theorem of this section, we need a further result which enables us to easily determine the braid index for a class of positive braids (recall Definition 1,1,23).

Theorem 4.2 .8 (Franks and Williams [58]) For a positive braid on $p$ strands containing a full twist on $p$ strands, the braid index is $p$.

The proof of Theorem 4.2 .8 uses Jones polynomials and is beyond the scope of this book.

### 4.2.1 Horseshoe torus knots

Theorem 4.2 .9 (Holmes and Williams [93]) Among the ( $p, q$ ) torws knots on $\mathcal{H}$, there are:

1. exactly two resonant torus knots for each $q>2 p$, and infinitely many nonresonant torus knots of arbitrarily large period;
2. no resanant torus knots for $q<2 p$;
3. no torus knots at all for $q<3 p / 2$.

In addition to supplying a specific instance of an infinite collection of distinct knot types on $\mathcal{H}$ (which we expect from Theorem 3.1.15), this theorem reveals that the resonant torus knots are surprisingly sparse. It also suggests that the additional positive half-twist on $\mathcal{H}$ makes it more "rigid" than the Lorenz template $\mathcal{L}(0,0)$, which contains all torus knots by Theorem 2.3.3.

Outline of proof: To prove the existence of the resonant torus pair for $q>2 p$, we extract a subset $\mathcal{S}$ from the horseshoe template ( $\mathcal{S}$ is not a subtemplate as there are no branches). In Figure 4.5 we show $\mathcal{H}$ without its ends identified. We remove portions on the edges of the $x_{1}$-branch and the center of the $x_{2}$-branch (a neighborhood of the orbit $x_{2}$ ), yielding three strips which can be laid on a cylinder. Identifying the ends of the cylinder, we have a torus $T^{2}$ on which $\mathcal{S}$ lies.

A $(p, q)$ resonant torus knot has $q$ strands traveling $p$ times meridionally about $T^{2}$. We construct one by placing $p$ strands on each of the two $x_{2}$-strips and $q-2 p$ strands on the $x_{1}$-strip of $\mathcal{S}$ (see Figure 4.5). The partner is obtained


Figure 4.5: The resonant torus knots on $\mathcal{H}$.
by reversing the isotopy in the proof of Lemma 4.2.3, lifting the leftmost $x_{2}$ strand over to form the rightmost $x_{1}$-strand.

To specify the words for this pair, write a string of $x_{1}$ 's of length $q-2 p$ followed by two strings of $x_{2}{ }^{3}$ s, each of length $p$. The first word is produced by counting forward in multiples of $p$ mod $q$ : beginning at the first $x_{1}$ and recording the appropriate letter, each time advancing $p$ letters and "wrapping around" where necessary, regarding the sequence as periodically extended. The partner derives from Lemma 4, 2.3, on changing the penultimate letter from $x_{2}$ to $x_{1}$. The first $x_{2}$ in the first group of $p x_{2}{ }^{\prime} s$ is the ambivalent term for the pair, denoted below by $x_{*}$. Note that these words have $x_{1}$ 's and $x_{2}$ 's distributed in the most uniform manner possible, subject to the required relative number $2 p / q$ or $(2 p-1) / q$ of $x_{2}$ 's. Hence they are sometimes called evenly distributed words [91].
Example 4.2.10 To determine the ( 3,11 ) resonant torus pair, write out the prescribed string of $x_{1}$ 's and $x_{2}$ 's:

$$
\begin{equation*}
\overbrace{x_{1} x_{1} x_{1} x_{1} x_{1}}^{11-2 \cdot 3}|\overbrace{x_{2} x_{2} x_{2}}^{3}| \overbrace{x_{2} x_{2} x_{2}}^{3} \tag{4.1}
\end{equation*}
$$

then, counting terms mod 11, one gets $x_{1} x_{1} x_{2} x_{2} x_{1} x_{1} x_{2} x_{2} x_{1} x_{2} x_{2}$. Hence, the resonant torus knot pair is given by $\left(x_{1}^{2} x_{2}^{2}\right)^{2} x_{1} x_{*} x_{2}$ :

Given any pair of resonant torus knots, Corollary $4,2,7$ immediately yields infinitely many more isotopic but nonresonant ones, of periods $q+1, q+2, \ldots$.

The uniqueness proof is more complicated. The idea, due to Williams, is to rearrange orbits on the template $\mathcal{H}$ in minimal or "well-disposed" braid form and use braid index and genus invariants together with dynamical period. The details appear in [93]; here we sketch only principal ideas.

To apply Theorems 1.1 .18 and 4.2 .8 in computing genera and braid indices, we must transform orbits on $\mathcal{H}$ into the appropriate form:

Proposition 4.2.11 With the exception of the orbats $x_{1}^{\infty}$ and $x_{2}^{\infty}$, every orbit on $\mathcal{H}$ may be arranged as a positive braid having a full twist.

Proof: We first perform a DA-splitting on the $x_{2}^{\infty}$ orbit, creating an isolated source (what was $x_{2}^{\alpha}$ ) linking the DA-modified template, which has a new boundary component corresponding to $\left(x_{2}^{2}\right)^{\infty}$. This DA modification affects only the $x_{2}^{\infty}$ orbit (which is to become the braid axis) and the new boundary component: all other orbits are unchanged.

After removing the braid axis and propagating the branch line gaps back, loops are transformed into full twists, via the belt trick, as illustrated in Figures 4.6-4.8. The template is thereby transformed to a positive braid with the exception of a loop at the top, corresponding to the $x_{1}$-strip of $\mathcal{H}$. For any given link with total number of consecutive $x_{1}$ 's bounded, we may split the $x_{1}$ branch line repeatedly as before and pull each curl out via the belt trick, producing a subtemplate of $\mathcal{H}$ containing the link as a positive braid with (at least) one and one-half full twists: more than sufficient for application of Theorem 4.2.8.

Equipped with this "normal form" for $\mathcal{H}$ and given a knot with periodic word $\mathbf{w}=x_{1}^{a_{1}} x_{2}^{b_{1}} x_{1}^{a_{2}} x_{2}^{b_{2}} \ldots x_{1}^{a_{k}} x_{2}^{b_{k}}$, we define syllables to be of the form $x_{1}^{n_{2}} x_{2}, x_{1}^{n} x_{2}^{2}$, or $x_{2}^{2}$, for arbitrary $n>0$. Figure 4.6 reveals that, apart from the trivial words $x_{1}$ and $x_{2}$, each word has a mique syllabic decomposition and each syllable corresponds to a single strand on the minimal template. Thus, via Theorem 4.2 .8 we have:

Proposition 4.2.12 The bruid index of a horseshoe knot equals the number of syllables in its word $\mathbf{w}$.

Example 4.2.13 The knot $x_{1}^{2} x_{2} x_{1} x_{2} x_{1}^{3} x_{2}^{3}$ has braid index four via the decomposition $\left(x_{1}^{2} x_{2}\right)\left(x_{1} x_{2}\right)\left(x_{1}^{3} x_{2}\right)\left(x_{2}^{2}\right)$.

To prove uniqueness of resonant torus knots, one shows that, among all braids on $p$-strands which cross the branch line $q$ times, including multicomponent links, the members of the ( $p, q$ ) torus knot pair alone maximize the genus. This is done via Theorem 1.1.18 by maximizing the crossing number $c$ of $q$-period $p$-braids on the positive braid template, in a manner similar to the proof of Corollary 3.1.11. The calculations are presented in full in [93]. This completes the proof of part (1) in Theorem 4,2.9. The proof of (2) follows from the same calculations performed for part (1).


Figure 4.6: Moves to obtain the minimal template (1).

The proof of part (3) is simpler, and provides a nice example of the use of knot invariants. As one can verify, the brad word for a full twist on $n$-strands is

$$
\begin{equation*}
\left(\sigma_{1} \sigma_{2} \ldots \sigma_{n-1}\right)^{n} \tag{4.2}
\end{equation*}
$$

and thus, a full twist contains $(n-1)(n)$ crossings. The minimal braid template includes three half-twists and so any braid $\beta$ with braid index $b(\beta)=p$ must have crossing number $c(\beta) \geq \frac{3}{2}(p-1)(p)$. Thus, applying Theorem 2.2.4 to a (one component) knot, we have:

$$
2 g(\beta) \geq \frac{3}{2}(p-1)(p)-p+1
$$

or

$$
g(\beta) \geq \frac{(p-1)\left(\frac{3}{2} p-1\right)}{2}
$$

But, recalling from $\S 1.1 .4$ that the genus of a $(p, q)$ torus knot is $\frac{1}{2}(p-1)(q-1)$, we conclude that, in order to satisfy

$$
\frac{(p-1)(q-1)}{2} \geq \frac{(p-1)\left(\frac{3}{2} p-1\right)}{2}
$$

we must have $q>3 p / 2$.


Figure 4.7: Moves to obtain the minimal template (2).

### 4.2.2 Bifurcation reversal in the Hénon map

Theorem 4.2 .9 implies that for each pair of relatively prime positive integers $(p, q)$ with $q>2 p$, the flow in the suspension of the horseshoe map has a unique pair of resonant $(p, q)$ torus knots. We will now relate this information to bifureation sequences involving such orbit pairs in the Henon map (2.12). As noted in $\S 2.3 .2$, for $\mu>\frac{1}{4}(5+2 \sqrt{5})\left(1+\epsilon^{2}\right)$, the map $F_{\mu, \epsilon}$ has a horseshoe and so, suspending this family as in Figure 2.9, we have the resonant torus knots described above.

For the case $\epsilon=1$, the map $F_{p, e}$ becomes

$$
F_{i, 1}:\left\{\begin{array}{l}
u \mapsto v  \tag{4.3}\\
v \mapsto-u+\mu-v^{2}
\end{array}\right.
$$

an area-preserving family. Elementary calculations show that, at $\mu=-1, F_{p, 1}$ undergoes a saddle-node bifureation, creating an elliptic fixed point which persists in the interval $\mu \in(-1,3)$. Increasing $\mu$ from -1 to 3 , each member of the eigenvalue pair travels around the unit circle monotonically, taking on all values $\left(e^{2 \pi \phi}, e^{-2 \pi i}\right)$ beginning at $(+1,+1)$ for $\mu=-1$ and ending at $(-1,-1)$ for $\mu=3$. Using normal forms, Holmes and Williams [93] show that as the eigenvalues of $D F_{p, 1}$ pass through each pair $\left(e^{2 \pi i n / q}, e^{-2 \pi i p / q}\right)$ for $p, q$ relatively prime, $q>2 p$, and $q \geq 5$, the map $F_{p, 1}$ undergoes a generic resonant areapreserving Hopf bifurcation, creating a pair of isotopic orbits. In the natural suspension of the map, one uses Proposition 4.1 .2 to show that this pair is a ( $p, q$ ) resonant torus knot pair. The order in which the eigenvalues pass through the points $\left(e^{2 \pi i p / q}, e^{-2 \pi i p / q}\right)$ determines the bifurcation sequence. By a com-


Figure 4.8: Moves to obtain the minimal template (3).
plicated argument involving symmetry properties of the map $F_{p, 1}$ and linking data on the $q$-cables themselves, one shows that the resonant bifureation pair lie on a continuous branch of resonant torus knots which can be followed from the bifureation point to $\mu$ arbitrarily large, thus identifying them with the unique resonant pair and enabling one to employ the uniqueness part of Theorem 4.2.9 to arrive at the following:
Proposition 4.2.14 Given the sequence of pairs of relatively prime positive integers $\left\{\left(p_{i}, q_{i}\right)\right\}_{-\infty}^{+\infty}$ with $q>2 p$ and $q \geq 5$ ordered via $i<j$ if and only if $p_{i} / q_{i}<p_{j} / q_{j}$, let $\mu_{i}^{1}$ be the $\mu$-value at which the natural suspension of the map $F_{k, 1}$ creates the unique pair of $\left(p_{i}, q_{i}\right)$ resonant torus knots. Then $i<j$ if and only if $\mu_{i}^{1}<\mu_{j}^{1}$.

For the case $\epsilon=0$, the map $F_{p, e}$ becomes

$$
F_{\mu, 0}:\left\{\begin{array}{l}
u \mapsto v  \tag{4.4}\\
v \mapsto \mu-v^{2}
\end{array},\right.
$$

the dynamics of which immediately collapse to those of the one-dimensional quadratic map $f_{\mu}: x \mapsto \mu-x_{1}^{2}$ described in $\S 1.2 .3$. Kneading theory provides
a complete ordering of the bifureations of $f_{j ;}$ via the kneading invariants $\nu(\mathbf{w})$. Here the continuation with increasing $\mu$ of orbits once created is assured by the monotonicity of the kneading invariant. One uses the algorithm given as Example 4.2 .10 of $\S 4.2 .1$ to construct the words corresponding to such ( $p, q$ ) resonant torus partners. Computing the associated kneading invariants (via (1.24)), Proposition 1.2.48 allows us to order these resonant torus pair bifurcations. This yields:

Proposition 4.2.15 Given the sequence of pairs of relatively prime positive integers $\left\{\left(p_{i}, q_{i}\right)\right\}_{-\infty}^{+\infty}$ with $q \geq 2 p$ ordered wiai< $<j$ if and only if $p_{i} / q_{i}<p_{j} / q_{j}$, let $\mu_{i}^{0}$ be the $\mu$-value at which the natural suspension of the map $F_{p, 0}$ creates the unique pair of $\left(p_{i}, q_{i}\right)$ resonant torus knots. Then $i<j$ if and only if $\mu_{i}^{0}>\mu_{j}^{0}$.

We note that the kneading theory behind Proposition 4.2 .15 applies to any unimodal function of $v$ in place of $\mu-v^{2}$ in $F_{i t, 0}$. Thus, the conelusion holds for a far wider class of mappings than the Henon family.

These propositions together imply the following remarkable result [93, 87]:
Theorem 4.2.16 (Holmes and Williams [93]) In the bifurcation diagram of the map $F_{p_{s} \in}$, infinitely many saddle-node bifurcation curves cross one another on the $(\mu, \epsilon)$ parameter plane between $\epsilon=0$ and $\epsilon=1$. In particular, each resonant torus bifurcation sequence for the area-preserving case $(\epsilon=1)$ is caactly reversed in the one-dimensional case $(\epsilon=0)$.

Thus, fixing $\epsilon \in[0,1]$, and increasing $\mu$, we obtain infinitely many different bifureation sequences leading to a horseshoe: loosely speaking - infinitely many routes to chaos. However, this behavior does not imply similar reversals for other orbits. For example, the (2,3) non-resonant torus knots of periods 4,5,6... do not reverse their order in this way; instead, as an accumulating family of the type described in Theorem 3.1.20, their bifurcation curves are all "parallel:" cf. Holmes and Whitley [92].

### 4.3 Self-similarity and horseshoe cables

Given the correspondence between knotted orbits on the horseshoe template and bifurcations of the one-dimensional quadratic family touched on in $\S 4.2$, we now explore this latter family of maps in greater detail.

Denote by $f_{p}$ the map which takes $x$ to $\mu-x_{12}^{2}$, where $f_{p}$ acts on the interval $I(\mu)=\left[-\frac{1}{2}-\sqrt{\mu+\frac{1}{4}}, \frac{1}{2}+\sqrt{\mu+\frac{1}{4}}\right]$ (this interval grows as $\mu$ ranges over $\left[-\frac{1}{4}, 2\right]$ ). The bifurcation set of this map has a remarkable self-similar structure: given any positive integer $M$, there exists at least one subset $I$, of the phase-parameter space for which

$$
\begin{equation*}
\left.f_{i k}^{M}\right|_{J} \approx f_{k} \tag{4,5}
\end{equation*}
$$

where $\approx$ denotes conjugacy. Figure 4.9 illustrates the case $M=3: f_{p}^{3}$ restricted to a subinterval $[\alpha, \beta]$ has the same bifurcation sequence on some $\mu$-subinterval as does $f_{\mu}$ on $\left[-\frac{1}{4}, 2\right]$ ). This is the basis for a renormalization group theory (see $[95,96]$ ) which shows that bifurcation sequences are nested within themselves. The simplest such nesting leads to the well-known period-doubling cascades studied metrically by Feigenbaum and others (see [41, 199]).


Figure 4.9: $f_{\mu}^{3}$ and a magnification.
Orbits in the quadratic map are created in a very specific order, governed by the kneading invariants (Proposition 1.2.48). As we have seen in $\S 4.2 .2$, a horseshoe may be "built" through a variety of distinct paths; nevertheless, by taking the branch line of $\mathcal{H}$ as a Poincare section for the semiflow, we recover the "full" quadratic map as a retum map. Thus, as per Remark 4.2.6, we may speak of two horseshoe knots being a saddle-node pair, based on the corresponding theory for the one-dimensional return map.

In this section, we explore the implications of the bifurcation structures within $f_{\mu}$ on knot and link types and on subtemplate structures within the template $\mathcal{H}$. We first outline an extension to the simple kneading theory introduced in $\S 1.2 .3$, and use it to show how certain classes of words correspond to knots inhabiting subtemplates of $\mathcal{H}$. This material is drawn from [88], in which the idea of subtemplates first appeared, but the proof of the main result (Theorem 4.3 .8 ) is reformulated and simplified in terms of the template inflations introduced in Chapter 2.

### 4.3.1 Kneading factorization and subtemplates

The kneading invariant introduced in $\S 1.2 .3$ provides a convenient symbolic tool for analyzing iterated structures on the template. For the horseshoe template, the kneading invariant $\nu\left(\mathbf{a}^{\infty}\right)$ of a periodic orbit $\mathbf{a}^{\infty}$ is a sequence given by (1.24) which, via Proposition 1.2.48, allows one to order the $\mu$-values at which the orbits appear in bifurcations of the one-dimensional map $f_{p \text {. }}$. In cases where $\nu(\mathbf{a})$ is periodic, we refer to it by the periodically repeated unit, with the superscript $\infty$ dropped.

We now describe a factorization of such kneading sequences.
Definition 4.3.1 For $w$ an acychic minimal word $w=w_{1} w_{2} \ldots w_{k}$ and $v$ any word $\mathbf{v}=p_{1} \nu_{2} \ldots$ (not necessarily finite), define $\mathbf{w} * \mathbf{v}$ to be the sequence of concatenated words

$$
\begin{equation*}
\mathbf{w} * \mathbf{v}=\mathbf{w}^{v_{1}} \mathbf{w}^{v_{2}} \mathbf{w}^{v_{3}} \ldots \tag{4.6}
\end{equation*}
$$

where

$$
\mathbf{w}^{w_{1}}=\mathbf{w}=u_{1} w_{2} \ldots w_{k}
$$

and

$$
\mathbf{w}^{x_{2}}=\hat{\mathbf{w}}={\hat{v_{1}}}_{1} \hat{u}_{2} \ldots \overrightarrow{u_{k}}
$$

Recall from $\S 1.2 .3$ that $x_{1}=x_{2}$ and vice versa.

## Example 4.3.2

$$
\begin{aligned}
x_{1} x_{2} * x_{1} x_{1} x_{2} & =x_{1} x_{2} x_{1} x_{2} x_{2} x_{1} \\
& =x_{1} x_{2} x_{1} x_{2}^{2} x_{1} \\
x_{1} x_{2} * x_{1} x_{2} x_{2} & =x_{1} x_{2} x_{2} x_{1} x_{2} x_{1} \\
& =x_{1} x_{2}^{2} x_{1} x_{2} x_{1} \\
& =x_{1} x_{1} x_{2} x_{2} x_{2} x_{1} x_{1} x_{1} x_{2} x_{1} x_{1} x_{2} x_{2} x_{2} x_{1} \ldots
\end{aligned}
$$

Any kneading invariant $u$ which can be expressed as a *-product of two or more nonempty words is said to be *-factorizable, otherwise it is *-prime. The *factorization is particularly useful in describing period multiplying bifurcations. For example, in the period-doubling bifurcation of a period- $k$ orbit with periodic kneading invariant $w$, the new orbit of period $2 k$ has kneading invariant $w * x_{1} x_{2}$. The *-products can be iterated to form longer, more complicated factorizations.

The self-similarity for the quadratic map $f_{b}$ in (4.5) is naturally expressed in terms of kneading sequences and *-factorization (see [88]):

Lemma 4.3.3 Let $\mathbf{u}, \mathbf{v}$ and $\mathbf{w}$ be kneading invariants, where $\mathbf{w}$ is finite. Then $\mathbf{w} * \mathbf{u}<\mathbf{w} * \mathbf{v}$ if and only if $\mathbf{u}<\mathbf{v}$.

Proof: By Equation (4.6),

$$
\begin{aligned}
& \mathbf{w} * \mathbf{u}=\mathbf{w}^{* k_{1}} \mathbf{w}^{* / 2} \ldots \\
& \mathbf{w} * \mathbf{v}=\mathbf{w}^{v_{1}} \mathbf{w}^{2 / 2} \ldots
\end{aligned}
$$

Let $K$ denote the index of the first letter at which $\mathbf{u}$ and $\mathbf{v}$ differ; hence, $u_{K}=x_{1}, v_{K}=x_{2}$. Since $\mathbf{w}$ is a kneading invariant, it follows from (1.24) that $w_{1}=x_{1}$. Thus, $\mathbf{w}^{* *}<\mathbf{w}^{* / K}$ and $\mathbf{w} * \mathbf{u} \triangleleft \mathbf{w} * \mathbf{v}$; Reversing the argument yields the lemma.

Remark 4.3.4 In conjunction with Proposition 1.2 .48 and Equation (1,24), Lemma 4.3 .3 implies the self-similarity in the bifurcation structure stated in Equation (4.5). Increasing $\mu$ creates periodic orbits in the order of increasing $\nu$
from $x_{1}^{\infty}$ to $\left(x_{1} x_{2}\right)^{\infty}$, to $\left(x_{1} x_{2}\right) *\left(x_{1} x_{2}\right)$, ete., ad infinitum. For any finite $*$-prime kneading words $\mathbf{u}<\mathbf{v}$, all kneading sequences of the form $\mathbf{u} * \mathbf{w}$, for all $\mathbf{w}_{2}$, must preceed $\mathbf{v}$, hence, the entire bifurcation sequence of $f_{10}$ is "embedded" within itself, so that $f_{\mu}^{M}$ restricted to some subinterval in $\mu$ undergoes the "same" sequence as $f_{1}$ itself.

Recall from Definition 4.2 .5 that male knots have even $x_{2}$-parity and female knots, odd $x_{2}$-parity. The kneading theory for unimodal maps implies that males are created in saddle-node bifurcations and females in either saddle-nodes (along with males) or, partnerless, in period-doubling bifurcations. Directly after either such bifurcation, both orbits implicated in it share the same symbol sequence, After the saddle node, that destined to become female changes gender via one point on it crossing the critical point $c$; the male's sequence remains as it began, consistent with a positive eigenvalue. After a $q \rightarrow 2 q$ period doubling, the doubled orbit, whose sequence, regarded as $2 q$-periodic, starts out male, similarly changes gender by losing or gaining an $x_{2}$ as a point of it passes $c$. (Recall that the eigenvalue of the (iterated) maps are respectively 1 and -1 in these bifurcations.) These observations imply the following (for details see [88]):

Lemma 4.3.5 Let w be a q-periodic kneading invariant. Corresponding to w and $\mathbf{w} * x_{1} x_{2}$, there exist two horseshoe periodic orbits, $\left(\mathbf{a}^{\prime}\right)^{\infty}$ and $(\mathbf{a})^{\infty} \in \Sigma_{\mathcal{H}}$, such that:
f. $\mathbf{w}=\nu\left((\mathbf{a})^{\infty}\right)=\nu\left(\left(\mathbf{a}^{\prime}\right)^{\infty}\right)$;
2. if $\mathbf{w} \neq \mathbf{u} * x_{1} x_{2}$ for any kneading invariant $\mathbf{u}$, then $\left(\mathbf{a}^{\prime}\right)^{\infty}$ and (a) are a male-female pair of isotopic period-q orbits created in a saddle-node bufurcation:
3. if $\mathbf{w}=\mathbf{u} * x_{1} x_{2}$ for some kneading invariant $\mathbf{u}$, then $\left(\mathbf{a}^{\prime}\right)^{\infty}$ and $(\mathbf{a})^{\infty}$ are both female knots implicated in a period-doubling bifurcation and having respective periods $q$ and $2 q$.

Definition 4.3.6 Let $\left\{\mathbf{w}_{i}\right\}_{1}^{n}$ denote a collection of $q_{i}$ periodic kneading invariants for some $n>1$, and $\mathcal{W}=w_{1} * w_{2} * \cdots * w_{n}$ be the $Q=\prod_{i=1}^{n} q_{i}$-periodic kneading invariant formed by iterated *-multiplication. A periodic horseshoe orbit $(\mathbf{a})^{\infty}$ having kneading invariant $\nu\left((\mathbf{a})^{\infty}\right)=\mathcal{W}$ is called an iterated horseshoe knot with defining sequence $\mathcal{W}$.

The factorization of kneading invariants becomes the dynamical backbone for an elegant interpretation of self-similarity in the bifureations of the horseshoe. The topological analogue of the *-factorization is a generalization of the satelliteeompanion construction for knots (Definition 1.1.10):

Definition 4.3.7 Let $\mathcal{T}$ be a template braided within a standardly embedded solid torus $V=D^{2} \times S^{1}$, and let $K$ be a knot (in a different copy of $S^{3}$ ) with tubular neighborhood $N(K)$ homeomorphic to $V$ via $h: V \rightarrow N(K)$. Then the template given by $h(T)$ is a satellite of $\mathcal{T}$ with companion $K$.

Theorem 4.3.8 (cf. Holmes [88]) Let $\mathcal{W}=\mathbf{w}_{1} * \mathbf{w}_{2} * \cdots * \mathbf{w}_{n}$ be a periodic kneading invariant which does not factor as $\mathbf{u} *\left(x_{1} x_{2}\right)$ for any kneading invariant u. Also, denote by $\left(\mathbf{a}^{t}\right)^{\infty}$ and $(\mathbf{a})^{\infty} \in \Sigma_{\mathcal{A}}$ the male-female pairr of knots associated to W via Lemma 4.3.5. Then, all the therated horseshoe knots of the form $\mathcal{W} * \mathbf{v}$ coincide with the closed orbits on a particular subtemplate $\mathcal{H}_{\mathcal{w}} \subset \mathcal{H}$ which is the satellite of either the standard horseshoe template $\mathcal{H}$ or the "twisted" horseshoe template $\tilde{H}$ (pictured in Figure 4.10), with the knot corresponding to (a) ${ }^{\infty}$ as companion.


Figure 4.10: The "twisted" horseshoe template $\hat{\mathcal{H}}$.

Proof: Let $\left(a^{i}\right)^{\infty}$ be the (Q-periodic) itinerary of the male horseshoe knot having kneading invariant $\nu\left(\left(\mathbf{a}^{2}\right)^{\infty}\right)=\mathcal{W}$ and let $(\mathbf{a})^{\infty}$ correspond to the female knot having kneading invariant $\nu\left((a)^{\infty}\right)=\mathcal{W} * x_{1} x_{2}$ as per Lemma 4.3.5. Denote by $\mathbf{b}$ be the subword $a_{1} a_{2} \ldots a_{Q-2}$ of a (or, equivalently, $\mathbf{a}^{\prime}$ ).

Assume first that $\mathbf{b}$ has odd $x_{2}$-parity; then, consider the inflation

$$
\mathfrak{E}_{w}: \mathcal{H} \leftrightarrow \mathcal{H}\left\{\begin{array}{l}
x_{1} \mapsto x_{2} \mathbf{b} x_{1}  \tag{4.7}\\
x_{2} \mapsto x_{2} \mathbf{b} x_{2}
\end{array} .\right.
$$

The image of this map is a template since e preserves the twist orientation of
$x_{1}^{\infty}$ and $x_{2}^{\infty}$, and since the image of the branch segments,

$$
\begin{align*}
& \beta_{1}\left(\mathfrak{E}_{\mathcal{W}}(\mathcal{H})\right)=\mathfrak{E}_{\mathcal{W}}\left(\left[x_{1}^{\infty}, x_{1} x_{2} x_{1}^{\infty}\right]\right) \\
& =\left[\left(\left(x_{2} \mathbf{b} x_{1}\right)\right)^{\infty}, x_{2} \mathbf{b} x_{1} x_{2} \mathbf{b} x_{2}\left(x_{2} \mathbf{b} x_{1}\right)^{\infty}\right] \\
& \beta_{2}\left(\mathfrak{c}_{\mathcal{W}}(\mathcal{H})\right)=\mathfrak{E}_{\mathcal{W}}\left(\left[\left(x_{2}\right)^{2} x_{1}{ }_{1}^{\infty}, x_{2} x_{1}^{\infty}\right]\right)  \tag{4,8}\\
& =\left[\left(x_{2} \mathbf{b} x_{2}\right)^{2}\left(x_{2} \mathbf{b} x_{1}\right)^{\infty}, x_{2} \mathbf{b} x_{2}\left(x_{2} \mathbf{b} x_{1}\right)^{\infty}\right] .
\end{align*}
$$

is a set of nonoverlapping intervals on the branch line (this may be verified using the - -ordering and the fact that $\mathbf{b}$ is of odd $x_{2}$-parity).

By Lemma 4.3.5, the knots corresponding to $(\mathbf{a})^{\infty}$ and $\left(a^{t}\right)^{\infty}$ on $\mathcal{H}$ are isotopic: the isotopy is merely that of Lemma 4.2 .3 - the rightmost strand of the knot for $\left(a^{\prime}\right)^{\infty}$ on the $x_{1}$ strip of $\mathcal{H}$ is lifted over the branch line gap to the leftmost strand of the knot for (a) ${ }^{\infty}$ on the $x_{2}$ strip. Since the periodic orbits $(\mathbf{a})^{\infty}$ and $\left(\mathbf{a}^{\prime}\right)^{\infty}$ form a "spine" for the subtemplate $\mathfrak{c}(\mathcal{H})$, the isotopy may be extended to the strip containing $\left(\mathbf{a}^{\prime}\right)^{\infty}$. Hence, the subtemplate $\mathfrak{e}(\mathcal{H})$ may be isotoped in $S^{3}$ to lie within a tubular neighborhood of the knot corresponding to $(a)^{\infty}$. This yields a presentation of $\mathcal{H}_{\mathcal{N}}=\mathfrak{C}(\mathcal{H})$ as a satellite template with companion (a) ${ }^{\infty}$.

To show that $\mathcal{H}_{\mathcal{N}}$ contains precisely the iterated horseshoe knots, observe that $\mathcal{W}$ and $\mathcal{W} * x_{1} x_{2}^{\infty}$ are respectively the smallest and largest kneading invariants of the form $\mathcal{W} * \mathbf{v}$ for any $\mathbf{v}$. Hence, all orbits with kneading invariants of this form must lie between the horseshoe words having kneading invariants $\mathcal{W}$ and $\mathcal{W} * x_{1} x_{2}^{\alpha}$. But these correspond precisely to the boundary components $\mathcal{E}\left(x_{1}^{\infty}\right)$ and $\mathcal{E}\left(x_{2} x_{1}^{\infty}\right)$ of the subtemplate.

In the case where the $x_{2}$-parity of $\mathbf{b}$ is even, we must modify the inflation $\mathfrak{E}$ to one which respects even and odd twisting of orbits. An analogous proof to that above, applied to the inflation

$$
\tilde{\mathfrak{E}}_{\mathcal{W}}: \tilde{H} \leftrightarrow \tilde{H}\left\{\begin{array}{l}
x_{1} \mapsto x_{2} \mathbf{b} x_{2}  \tag{4.9}\\
x_{2} \mapsto x_{2} \mathbf{b} x_{1}
\end{array}\right.
$$

shows that the subtemplate containing the iterated horseshoe knots is a satellite of the "twisted" horseshoe template $\mathcal{H}$.

Example 4.3.9 Let $\mathcal{W}=x_{1} x_{2}^{3} x_{1}$, so that $\mathbf{a}^{l}=x_{1}\left(x_{1} x_{2}\right)^{2}$ and $\mathbf{a}=x_{1}^{2} x_{2}^{3}$. The inflation is:

$$
\mathcal{E}_{x_{1} x_{2}^{3} x_{1}}: \mathcal{H} \rightarrow \mathcal{H}\left\{\begin{array}{l}
x_{1} \rightarrow x_{2}\left(x_{1}^{2} x_{2}\right) x_{1} \\
x_{2} \mapsto x_{2}\left(x_{1}^{2} x_{2}\right) x_{2}
\end{array}\right.
$$

Figure 4.11 shows that, after an isotopy, $\mathcal{H}_{\mathcal{N}}$ is a satellite of $\mathcal{H}$ with companion a trefoil, having an additional four foll twists.

Similarly, the net twisting for $\mathcal{H}_{\mathcal{N}}$ with $\mathcal{W}=x_{1} x_{2}^{2} x_{1} x_{2}$ is odd. Recalling Example $4.2,2$, the reader may like to check that this subtemplate is a satellite of the twisted horseshoe $\tilde{H}$ with companion a $(2,5)$ torus knot, having four and one-half full twists.


Figure 4.11: the subtemplate for $\mathcal{W}=x_{1} x_{2}^{3} x_{1} .\left(\mathbf{a}^{t}\right)^{\infty}$ is shown solid, $(\mathbf{a})^{\infty}$ dashed.

In this sense, the male-female pair $\left(\mathbf{a}^{t}\right)^{\infty},(\mathbf{a})^{\infty}$ give rise to a family of iterated horseshoe knots which remain close to them in that they lie on the subtemplate $\mathcal{H}_{\mathcal{N}}$. We refer to $\left(\mathbf{a}^{\prime}\right)^{\infty}$ and $(\mathbf{a})^{\alpha}$ as the father and mother knots respectively; the iterated knots are their children. From Theorem 4.3.8, we observe that (a) ${ }^{\infty}$ can be viewed as the core of an embedded torns, with $\left(\mathbf{a}^{t}\right)^{\infty}$ on its boundary and all subsequent children following (a) ${ }^{\infty}$ without doubling back. Hence, iterated horseshoe knots are examples of the generalized cablings discussed in §1.1.2.

### 4.3.2 Nested periodic orbits and iterated torus knots

The self-similarity in the bifurcation structure of the quadratic family is not the only example of dynamical self-similarity. A very important and well-known class of examples is given in the KAM theory for elliptic fixed points of an area-preserving diffeomorphism $[122,123]$. Let $F: R^{2} \rightarrow R^{2}$ and $D F(\xi)$ have eigenvalues $\lambda, \bar{\lambda}=e^{ \pm 2 \pi i \phi}$ with $\phi \in\left(0, \frac{1}{2}\right)$. Generically $F$ is a perturbed twist map with rings of alternating elliptic and hyperbolic points arranged in a selfsimilar fashion. These families of periodic points are separated by invariant "KAM curves," which form a set of positive Lebesgue measure; see [8].

There is much to be said concerning the knotting and linking of orbits in
the suspension of such a map, or, more generally, for any Hamiltonian flow on a constant-energy three-manifold (see, e.g.[116, 15]). In particular, since the areapreserving Hénon map provides a specific example of such a map, we should expect to see some vestige of this behaviour in the horseshoe.

We showed in §4.2.2 that, around the "primary" elliptic point, corresponding to the (female) orbit $x_{2}$, the natural suspension of the area-preserving Hénon map has a $(p, q)$ torus knot pair for each $p<q / 2$. In fact, much more is true: the self-similar structure suggested in the KAM Theorem corresponds, in the suspended flow, to iterated torus knots of infinitely many (but not all) types. The simplest of these are the 2 -cables created in period doubling sequences, as expressed in the following simple corollary to Lemma 4.3.5:

Corollary 4.3.10 All female horseshoe knots are 2-cabled by some other horseshoe knot.

Proof: Let $(\mathbf{a})^{\infty}$ denote the itinerary of the female horseshoe knot. Then, the periodic orbit corresponding to the kneading invariant $\nu(\mathbf{a}) * x_{1} x_{2}$ is a 2 -cable of (a) ${ }^{\infty}$ by Lemma 4.3.5 and Proposition 4.1.2.

Remark 4.3.11 Since any periodic orbit with kneading invariant of the form $\mathrm{w} * x_{1} x_{2}$ is female, and those orbits created in the period doubling sequence based on the (female) orbit (a) ${ }^{\infty}$ with kneading invariant w have invariants $\mathbf{w}$ * $x_{1} x_{2}, \mathbf{w} * x_{1} x_{2} * x_{1} x_{2}, \ldots$, , any finite part of every period doubling sequence forms an iterated 2 -cable of (a) ${ }^{\infty}$. Formulae describing crossing and linking numbers of such structures may be derived. For example, see [88] for a presentation of the period-doubling cascade results of Yorke and Alligood [198, 199] in knottheoretic terms.

We now move to more general iterated torus knots. To proceed, recall the notion of type numbers following Definition 1.1.10. We call an iterated (horseshoe) torus knot of type $\left\{\left(p_{1}, q_{i}\right)\right\}$ (with $p_{i}<q_{i}$; $\forall$ i) resonant if its type numbers $q_{i}$ coincide with the periods $q_{k}$ of the kneading invariants $\mathbf{w}_{i}$ in its defining sequence $w$.

Theorem 4.3.12 (Holmes [88]) Among the iterated horseshoe knots, each finite sequence $\left\{\left(p_{i}, q_{i}\right)\right\}_{1}^{n}$ of positive integers with $p_{i}, q_{i}$ relutively prime and $p_{i} / q_{i}<\frac{1}{2}$ determines a unique pair of resonant iterated torus knots of type $\left\{\left(b_{i}, q_{i}\right)\right\}_{1}^{n}$ where $b_{1}=p_{1}$ and

$$
\begin{equation*}
b_{i+1}=q_{i+1} q_{i} b_{i}+(-1)^{i} p_{i+1} \tag{4,10}
\end{equation*}
$$

This result is essentially an iterated version of Theorem 4.2.9. It is proved by identifying the appropriate iterated horseshoe knots via their words and factored kneading invariants, and placing them correctly on the subtemplates of Theorem 4.3.8. The words are *-multiplied analogues of those for the simple torus knots of Theorem $4,2.9$, and uniqueness follows by alternately maximizing and minimizing crossing numbers and appealing to Theorems 2.2.4 and 4.2.8. (Here, the
embedded subtemplates are sufficiently twisted for one to apply Theorem 4.2.8 directly; no elaborate surgery as in Figure 4.6 is required.) The argument is lengthy and not particularly illuminating; for details and data on the associated kneading invariants and linking numbers see [88].

We close with a summary of orbit genealogies for the natural suspension of the horseshoe map. Generically, orbits appear as male-female pairs in saddlenode bifurcations, or as single female knots in period-doubling bifurcations. The female knots are "mothers," each of which forms the core of a subtemplate having the associated "father" knot as a boundary component. The mother is a companion (in the sense of Definition 1.1 .10 ) to her infinitely many "children," generalized cables which live on her subtemplate. Approximately half of these knots are female, and as such, proceed to form sub-subtemplates supporting infinitely many grandchildren, etc. Since each subtemplate is a twisted and (perhaps) knotted copy of the original, the bifurcation sequences on each subtemplate are miniature copies of the original but yield knots increasing in complexity. Not only are the individual orbits knotted and linked, but the subtemplates containing certain lineages of orbits are also twisted and linked about one another.

### 4.4 Homoclinic bifurcations

We now turn to some knot and link structures associated with global bifurcations involving homoelinic orbits to hyperbolic saddle points in three dimensional flows:

$$
\begin{equation*}
\dot{x}=f(x) \tag{4,11}
\end{equation*}
$$

Suppose the saddle point lies at $x=0(f(x)=0)$ and let $\lambda_{k}$ denote the eigenvalues of the linearization $D f(0)$. There are many possible cases to consider, for real and/or complex eigenvalues, and expanding or contracting flows, and we shall only give a brief sample of results. We start with the real, contracting case, summarising some results from [91], which the reader should eonsult for further detail.

### 4.4.1 Gluing and torus knots

Suppose that $\operatorname{Df}(0)$ has three real eigenvalues with the single expanding eigenvalue $\lambda^{* 8}>0$ weaker in magnitude than the two contracting eigenvalues: $-\lambda^{88}>$ $-\lambda^{8}>\lambda^{2}>0$. We assume that both branches of the one-dimensional unstable manifold $W^{*}(0)$ lie in the two-dimensional stable manifold $W^{*}(0)$ and denote by $\Upsilon$ the set $W^{*}(0) \cup\{0\}$. This is a codmension two bifureation, generically occurring at isolated points in parameter space for a two-parameter family of vector fields $f\left(x ; \mu_{1}, \mu_{2}\right)$ (i.e., no symmetries are present). Letting $\left(\mu_{1}, \mu_{2}\right)=(0,0)$ be such a point and varying $\left(\mu_{1}, \mu_{2}\right)$, the degenerate case unfolds to the gluing bifurcation, in which up to two periodic orbits bifureate from the double homoclinic loop $\Upsilon[63,72]$.

Before stating the principal result, we must develop a little machinery. Denote the two loops of $\Upsilon: x_{1}$ and $x_{2}$. The bifureating periodic orbits may follow $x_{1}$ and/or $x_{2}$ many times before closing, giving a natural description as a word, much as in the symbolic description of templates. Those words which actually occur determine the unfolding. [63, 72] prove that any periodic orbit bifurcating from $\Upsilon$ must have a rotation compatible word.

Definition 4.4.1 An infinite (finite) word in two symbols is rotation compatible if it can be represented as the (finite periodic) itinerary of an orbit of a rigid rotation map $\rho_{\theta}: z \mapsto(z+\theta), z \in S^{1}$, with the Markov partition $I\left(x_{1}\right)=$ $(0,1-\theta], I\left(x_{2}\right)=(1-\theta, 1]$ for some $\theta \in[0,1)$. The mique $\theta$ for such a pord is its rotation number.

Remark 4.4.2 To compute the rotation number of a given finite rotation compatible word, take the number of $x_{2} 2^{\prime} s$ and divide by the total length of the word: e.g., $x_{1}^{2} x_{2} x_{1} x_{2} \Rightarrow \theta=\frac{2}{5}$. The rotation compatible words are precisely the "evenly distributed" words of Theorem 4.2.9. Finally, we recall that two rational numbers $\frac{p}{q}$ and $\frac{z^{\prime}}{q^{\prime}}$ are Furey neighbors if $\left|p q^{\prime}-q p^{\prime}\right|=1$.

Theorem 4.4.3 (Coullet et al. $[63,72]$ ) For every sufficiently $C^{1}$-small perturbation of $f(x ; 0,0)$ there are at most two periodic orbits in a small neighbortood $N$ of $\Upsilon$. Any such periodic orbits are attracting and have rotation compatible words, and, if there are two, their rotation numbers are Farey neighbors.

The proof uses the eigenvalue condition, which implies that a small neighborhood of $\Upsilon$ is positively invariant and so contains an attractor, even after (small) perturbation. Defining cross sections near 0 , one shows that the resulting return map is a (discontimous) contraction. This, together with the fact that the attractor lies within the closure of the one-dimensional unstable manifold $W^{\text {at }}(0)$, of which there are two branches, implies that there are at most two stable periodic orbits for any given parameter pair $\left(\mu_{1}, \mu_{2}\right)$. The admissible words are constructed via a reduced (one-dimensional) return map, which is effectively a discontimuous mapping of the circle. Note that there may be two, one, or no periodic orbits: both branches of the unstable manifold may limit on an "irrational" curve which winds repeatedly about, never closing.

Thus, unlike the expanding Lorenz flow, which is also related to a double homoclinic connection, gluing bifureations create isolated periodic orbits characteristic of Morse-Smale flows ( $c f$. Appendix A). The interest here is in describing how the rotation compatible periodic orbits succeed one another as the parameters $\left(\mu_{1}, \mu_{2}\right)$ vary, and which knots and links they form. To determine the latter we will construct "templates" for the flows, relaxing the expansiveness demanded by the definitions of $\$ 2.2$ to include contracting flows.

There are two distinct topological configurations, depending upon which sides of $W^{s}(0)$ the homoclinic orbits reenter: these are the figure-of-eight and the butterfly, shown in Figure 4.12. For both systems, we assume the existence
of a strong stable foliation (reported in [72] to be a generic condition in these cases) and collapse out as in the proof of Lemma 2.2.7, leaving a (contracting) template. Alternatively, these branched manifolds may be viewed as embedded suspensions of one-dimensional noninvertiable return maps.


Figure 4.12: (a) The figure-of-eight and butterfy configurations, and (b) associated templates.

Embedding these templates in $\mathbb{R}^{3}$, we must incorporate the "twist" of the flow around the homoclinic connections, which leads to twisting of the template strips. Temporarily ignoring full (even) twisting of each strip and exeluding non-trivially knotted embeddings, there are three intrinsic cases to consider: untwisted: $\tau_{1}=\tau_{2}=0 ;$ singly-twisted: $\tau_{1}=0, \tau_{2}=1$; and doubly-turisted: $\tau_{1}=\tau_{2}=1$, also illustrated in Figure 4.12. Below we give results only for the butterfly case: the figure-of-eight, whose template is unbranched, is somewhat simpler. For details see [91].

Case (1) untwisted: $\tau_{1}=0, \tau_{2}=0$
Using the theory of circle maps (one views the Poincare map as a monotone injective map of the circle with a single discontinuity), in $[72,65]$, it is proved that this system has at most one periodic orbit, As an addendum to this, we have:

Proposition 4.4.4 Any periodic orbit appearing in the unfolding of an untwisted butterfly is a torus knot. If the rotation number of the word is $\theta=\frac{p}{q+p}$, then the corresponding knot type is ( $p, q$ ).

Proof: Note that, although the dynamics of the contracting butterfly system differ greatly from that of the expanding Lorenz flow, the associated templates are isotopic, and their labeling by $x_{1}, x_{2}$ consistent. We shall extract a subset containing the given rotation compatible word from the Lorenz template $\mathcal{C}(0,0)$ and show that it embeds in a torus. This, together with Theorem 4.4.3, proves the claim, and also proves the last statement in Theorem 2.3.3.

Pick a word with $p x_{1}$ 's and $q x_{2}$ 's and assume that $p>q$ (If $q>p$, flip $\mathcal{L}(0,0)$ about the vertical axis and proceed by symmetry). Then, since the word is evenly distributed, there are no consecutive $x_{2}$ 's and each trip about the $x_{2}$ strip is immediately followed by a trip about the $x_{1}$-strip. The orbit in question therefore lies on an unbranched subset $\mathcal{S} \subset \mathcal{L}(0,0)$ that may be isotoped as indicated in Figure 4.13, from which it is clear that it winds $p$ times longitudinally and $q$ times meridionally around a torus $T^{2}$. (For this case $T_{1}=0$, but note for Later use that one can make the same isotopy moves, simply carrying the $\tau_{1}$ half twists along, since the split does not extend that far.)


Figure 4.13: The subset $\mathcal{S} \subset \mathcal{L}(0,0)$ fits on a torus $T^{2}$. The labels refer to the number of strands on each strip.

Example 4.4.5 The words $x_{1}^{2} x_{2} x_{1} x_{2}$ and $x_{1} x_{2}^{2} x_{1} x_{2}^{3}$ correspond to $(2,3)$ and $(5,7)$ torus knots respectively. Note that the mapping from words to torus knots differs from that on the horseshoe template $\mathcal{H}=\mathcal{L}(0,1)$, described in the proof of Theorem 4.2.9.

Observe that this result merely proves that if an orbit with the given word exists, then it is a torus knot of the type specified. To find such orbits, one has to tume the parameters $\left(\mu_{1}, \mu_{2}\right)$ appropriately, as specified in the bifurcation diagrams of [72,65] and summarised in [91]. Between each pair of (disjoint) open sets $\left(\mu_{1}, \mu_{2}\right)$ giving rise to torus knots of Farey neighbor types $(p, q),\left(p^{\prime}, q^{\prime}\right)$, there is a set having knots of type $\left(p+p^{\prime}, q+q^{\prime}\right)$ : the Farey mediant. In this way, passing across the parameter plane, one exhausts all torus knots. Intuitively, we are moving the thin incoming strips along the branch line of the contracting template to match up, one by one, the "ends" of the torus knots which all coexist on the expanding Lorenz template $\mathcal{L}(0,0)$.

We briefly consider the impact of introducing $\tau_{1}$ (even) positive half-twists along the $x_{1}$ branch. The proof of Proposition 4.4 .4 may be modified to cope with this case, as already indicated. Even if $\tau_{1}$ is non-zero we may perform the same moves without interference from the additional half-twists. Then, since $\tau_{1}$ is even and there are $\frac{1}{2} \tau_{1}$ full twists, we obtain a $\left(p, q+\frac{1}{2} p \tau_{1}\right)$ torus knot (to check this, refer to the positive braid genus formula of Equation (1.4)). A similar argument for $\tau_{1}=0$ and $\tau_{2}$ even yields a $\left(p+\frac{1}{2} q \tau_{2}, q\right)$ torus knot.

If both $\tau_{1}$ and $\tau_{2}$ are simultaneously non-zero and even, the resulting subset $\mathcal{S}$ ean still be presented as a positive braid on $p$ strands, but it is no longer a torus knot, for there is additional twisting on the strip earrying a strands. Indeed, it does not appear to belong to any well-known knot family. A picture and gerus formulae for this case appear in [91].

Case (2) singly and doubly-twisted: $\tau_{1}=0,1_{;} \tau_{2}=1$
In these cases one can use contraction and orientation-reversal properties of the one-dimensional return map induced by the semiflow, along with template surgery analogous to that of Figure 4.13, to prove the following rather restrictive result:
Proposition 4.4 .6 ([91]) If the $x_{2}$-branch of the butterfly template has a halftwist (case (2)) then all periodic orbits appearing on it must have words $x_{1}$ or $x_{1}^{k} x_{2}(k \geq 0)$. The same holds reversing $x_{1}$ and $x_{2}$. If both branches have half twists (case (3)), then only $x_{1}, x_{2}$, and $x_{1} x_{2}$ may appear. Any periodic orbit appearing in the unfolding of either case is an unknot.
Remark 4.4.7 The significance in the knotting and linking of orbits implicated in gluing bifurcations lies not so much in extracting bifureation invariants (for these bifurcations are fairly well-understood), but in displaying the general principle that simple dynamics are coupled with the existence of simple knots and links. The fact that only torus knots can occur in a butterfly-gluing bifurcation (in which the flows are all zero-entropy) is in stark contrast to the analogous positive entropy Lorenz flow, in which an infinite array of knot types coexist: of. Theorems 3.1.15 and A.1.13.

The next example of global bifurcations exhibits an opposite extreme of topological complexity.

### 4.4.2 Silnikov connections and universal templates

We now return to the example presented in $\S 2.3 .3$ : a radically different type of global bifurcation, originally studied by Shil'nikov $[160,161]$ (cf. [179] and the textbooks [76, 188, 189], which also contain these and related results), The material below is adapted from [71]. Recall the definition of a Shil'nikov connection, Definition 2.3.8, and the associated Theorem 2.3.9: that a countable collection of suspended horseshoes lives in a tubular neighborhood of a Shil'nikov connection.

Sketch of proof of Theorem 2.3.9: We construct Poincaré sections transversal to $\Gamma$ near the fixed point $p$ and linearize the flow near $p$ and along $\Gamma$ to obtain approximate return maps. The horseshoes are constructed by flowing pairs of boxes near $p$ and then along $\Gamma$. The fixed point has a one-dimensional unstable manifold $W^{u}(p)$ and a two-dimensional stable manifold $W^{*}(p)$, along which $\Gamma=W^{s}(p) \cap W^{*}(p)$ spirals into $p$. (Although we consider only the case in which $W^{*}(p)$ is one-dimensional, our results apply equally well to $W^{3 t}(p)$ twodimensional and $W^{8}(p)$ one-dimensional, since this amounts to a reversal of time which leaves periodic orbits invariant.)


Figure 4.14: Cross sections and maps near the fixed point $p$.
We construct Poincaré sections $\Pi_{0}$ and $\Pi_{1}$ transverse to $\Gamma$ and sufficiently close to $p$ that linear analysis provides a good estimate of the return map. The surface $\Pi_{0}$ is bisected by $W^{*}(p)$ into upper $\left(\Pi_{0}^{+}\right)$and lower $\left(\Pi_{0}^{-}\right)$haves. We use a cylindrical coordinate system having origin at $p$ and with $\Pi_{0}$ at constant $r$ and $\Pi_{1}$ at constant $z=\epsilon \ll 1$ (this is the convention of [76] - one may just as well
choose $\Pi_{0}$ at constant $\theta[74,189]$ ): see Figure 4.14. The return map factors into the "local" map $\tau_{0} ; \Pi_{0}^{+} \rightarrow \Pi_{1}$, which is concentrated near $p$, and the "global" map $\tau_{1}: \Pi_{1} \rightarrow \Pi_{0}$, which follows orbits along near $\Gamma$. Hypotheses (1) and (2) permit us to construct approximations to these maps.

Taking $\Pi_{0}$ and $\Pi_{1}$ close enough to $p$, the flow linearised at $p$,

$$
\begin{align*}
& r(t)=r_{0} e^{-\lambda^{\theta} t} \\
& \theta(t)=\theta_{0}+\omega t  \tag{4.12}\\
& z(t)=z_{0} e^{\lambda^{*} t}
\end{align*}
$$

provides a good approximation of $T 0$. Solving $z(T)=f$ for $T$, we obtain the transit time for orbits leaving $\Pi_{0}$ to reach $\Pi_{1}$ :

$$
\begin{equation*}
T(z)=\frac{1}{\lambda^{*}} \log \frac{\epsilon}{z} \tag{4.13}
\end{equation*}
$$

This yields an expression for the local return map $\tau_{0}$ :

$$
\begin{equation*}
\tau_{0}:\left(r_{0}, \theta, z\right) \mapsto\left(r_{0}\left(\frac{\epsilon}{z}\right)^{\lambda^{s} / \lambda^{z}}, \theta+\frac{\omega}{\lambda^{z}} \log \left(\frac{\epsilon}{z}\right), \epsilon\right) \tag{4.14}
\end{equation*}
$$

Restricting to a sufficiently small neighborhood of $\Gamma \cap \Pi_{1}$, one can assume that the global retum map $\tau_{1}$ is affine. This vields an analytical approximation to the Poincare map given by composition of $(4,14)$ with an affine map. Such composed maps have been analyzed repeatedly $[160,161,74,66]$.

The action of $\tau_{0}$ on a segment of constant $\theta$ is to stretch it and wrap it around $\Gamma \cap \Pi_{1}$ in a logarithmie spiral. Since $z=0$ is on $W^{s}(p)$, the image of $T_{0}(r, z)$ as $z \rightarrow 0$ approaches $\Gamma \cap \Pi_{1}$. This image is then mapped affinely back to $\Pi_{0}$, with $\tau_{1}\left(\Gamma \cap \Pi_{1}\right)=\Gamma \cap \Pi_{10}:$ see Figure 4.14 .

One now examines the action of $\tau_{1} \tau_{0}$ on rectangular strips:

$$
\begin{equation*}
B_{i}=\left\{(\theta, z) \subset \Pi_{i}^{+}: a_{i} \leq z \leq b_{i}\right\} \tag{4.15}
\end{equation*}
$$

where the sequences $\left\{a_{i}\right\}$ and $\left\{b_{i}\right\}$ satisfy $a_{i}<b_{i}<a_{i-1}$ and $\lim _{i \rightarrow \infty} a_{i}=0$. For appropriate choice of numbers $\left\{a_{i}, b_{i}\right\}$, it can be shown $[76,188,189]$ that the image of each adjacent pair $\left\{B_{i} \cup B_{i+1}\right\}$ under $\tau_{1} T_{0}$ intersects $B_{i} \cup B_{i+1}$ to form a hyperbolie horseshoe (see e.g. Theorem 4.8 .4 of [189]): see Figure 2.11(b). These pairs are the horseshoes of Theorem 2.3.9.

We now develop a geometric treatment based on the analysis sketched above (cf. [5]), which will allow us to extract the desired templates and prove that the flow in a neighborhood of a double Shil'nikov connection contains representatives of all knots and links.

## Single Shil'nikov templates

The horseshoes of Theorem 2.3 .9 are hyperbolic, so we may collapse along the stable foliations and, carefully following the embedding, construct the embedded
template. We proceed in two steps, according to the two components of the retum map $\tau_{1} \tau_{0}$.

First, the action of the global map $T_{1}$ is affine and takes the image under $\tau_{0}$ of the "horizontal" $B_{i} \subset \Pi_{0}^{+}$to a "vertical" strip in $\Pi_{0}$. Collapsing in the contracting direction of the map $\tau_{0} \tau_{1}$, each box $B_{i} \subset \Pi_{0}^{+}$becomes a vertical interval $\left\{a_{i} \leq z \leq b_{i}\right\}$ at a fixed $r$. Thus, the collapsed $B_{i}$ and $B_{i+1}$ boxes are disjoint within $\Pi_{0}^{+}$. Their images, however, are vertical lines which cover $\Pi_{0}$; hence, the two strips are joined at a branch line.

Since $\tau_{1}$ is affine, there is no additional folding. Therefore, instead of collapsing the stable direction out to obtain a branch line in $\Pi_{0}^{+}$, we can propagate the branch line back via $\tau_{1}^{-1}$ to depict the joining of these strips within $\Pi_{1}$, as in Figure 2.12(b). The impact of $\tau_{1}$ on the topology of the suspension is encoded in the twist of $\Gamma$ between $\Pi_{1}$ and $\Pi_{0}^{+}(c f$. Remark 1.2.18). For $N$ a small tubular neighborhood of $\Gamma$ exeluding a small neighborhood of $p, W^{s}(p) \cap N$ is a two-dimensional strip which may twist any number of times about $\Gamma$. Since $\tau_{1} \tau_{0}\left(B_{i}\right)$ transversally intersects $W^{8}(p)$, the template inherits this same twist: see again Figure 2.12(b).

The action of the local map, $T_{0}$, is to stretch $B_{i}$ out along what was the $z$-direction in $\Pi_{0}^{+}$and compress $B_{i}$ along what was the $\theta$-direction. The image of $\tau_{0}\left(\Pi_{1}^{+}\right)$is a thin spiral (imagine thickening that in Figure 4.14). The image of any consecutive pair $B_{i,}, B_{i+1}$ lies within a folded strip: a horseshoe. As the box $B_{i} \subset \Pi_{1}^{+}$flows through a neighborhood of $p$ to reach $\Pi_{1}$, it is wrapped around $\Gamma$ an integer number of half-turns, $B_{i+1}$ being wrapped with one more half-turn than $B_{i}$. Indeed, the winding which occurs near $p$ is revealed by Eqn. (4.14). As detailed in $[188,189]$, the boxes $B_{i}$ ean be chosen such that

$$
\begin{equation*}
a_{i}=6 e^{-\pi i \lambda^{*} / \omega} \tag{4.16}
\end{equation*}
$$

Hence,

$$
\begin{align*}
\Delta \theta & =\omega\left(T\left(a_{i+1}\right)-T\left(a_{i}\right)\right)  \tag{4,17}\\
& =\frac{\omega}{\lambda^{*}}\left(\log \frac{\epsilon}{a_{i+1}}-\log \frac{\epsilon}{a_{i}}\right)=\pi .
\end{align*}
$$

and the action of the flow of $B_{i+1}$ from $\Pi_{0}^{+}$to $\Pi_{1}$ is to wind about $\Gamma$ in the $\theta$ direction by an additional $\pi$, compared to $B_{2}$. This is shown in Figure 4.15.

Remark 4.4.8 The strips drawn in Fig. 4,15 are shown with minimal twisting; however, there is no guarantee that the "topmost" $B_{7}$, which suffer the least twist, satisfy the hyperbolicity conditions necessary for Theorem 2.3.9. We only know that for $i$ (and hence, twist) sufficiently large, pairs of boxes $B_{i} \cup B_{i+1}$ can be chosen so that their images form hyperbolic horseshoes.

We may now classify the types of horseshoe templates which appear near $\Gamma$. For i some fixed integer, consider the template formed by collapsing the contracting directions of the flow of the boxes $B_{i}$ and $B_{i+1}$. In a neighborhood of $p$, the strip corresponding to $B_{i}$ (resp. $B_{i+1}$ ) winds about $\Gamma$ with $i$ (resp.


Figure 4.15: A "simple" Shil'nikov horseshoe.
$i+1)$ half-twists. The strips join at $\Pi_{1}$ in a single strip which follows $\Gamma$ back to $\Pi_{0}$, undergoing a further $M$ half-twists, for some fixed (but unknown) $M$.

If we assume that the homoclinic connection is unknotted, the template thus obtained depends only on the depth of the horseshoe, $i$, and the fixed global twisting, $M$. Up to homeomorphism, there are two types, depending upon the parity of $\alpha \equiv i+M$. The template $\mathcal{H}_{\alpha}$ is shown in Figure 4.16: for $\alpha$ even, this is homeomorphic (though not isotopic!) to the standard horseshoe template $\mathcal{H}$ (cf. Figure 2.9), and for $\alpha$ odd, this is homeomorphic to the "twisted" horseshoe template $\tilde{H}$ of Figure 4.10. For any $\alpha, \mathcal{H}_{\alpha}$ is isotopic to $H$ with $\alpha$ additional half-twists inserted after the branch line.

For a given flow, the global twisting $M$ and the minimum depth $i$ of its horseshoes are effectively uncomputable; hence, one cannot rigorously conclude the existence of any particular $\mathcal{H}_{\alpha}$ for a fixed system, only for a greater than some (unknown) lower bound. We will now bypass this problem by considering a double connection which induces equal positive and negative twisting and eancelling the two unknown twists.

## Double Shil'nikov templates

Definition 4.4.9 A function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is equivariant with respect to a function $\Psi ; \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ if $\Psi f(\mathbf{x})=f(\Psi(\mathbf{x}))$ for all $\mathrm{x} \in \mathbb{R}^{n}$.

We shall consider Shil nikov connections in which the vector field of the differential equation $\dot{\mathbf{x}}=f(\mathrm{x})$ is equivariant under a symmetry of one of the


Figure 4.16: The single loop Shil'nikov horseshoe template $\mathcal{H}_{\alpha}$.
following forms:

$$
\begin{align*}
& \Psi:(x, y, z) \mapsto(-x,-y,-z) \\
& \Psi:(x, y, z) \mapsto(-x,-y, z) \tag{4.18}
\end{align*}
$$

Such symmetries are quite common: the Lorenz system exhibits the second type $[114,76]$. If the system additionally has a fixed point, $p$, satisfying the conditions of Theorem 2.3.9, the flow will appear as one of the three cases shown in Figure 4.17, displaying either a pair of homoclinic spirals at $p=\Psi(p)$, or a spiral heteroclinic cycle connecting $p$ and $\Psi(p) \neq p$. Naturally, an analogue to Theorem 2.3 .9 holds in this case, with the added ingredient of "coupled horseshoes" [75, 86, 16].

We now extend the arguments given above for the single loop case to the double loop homoclinic orbit of Figure 4.17 [left], having the first symmetry of equation (4.18), so that the loop $\Gamma$ has a partner $\Gamma^{t}=\Psi(\Gamma)$. (The other heteroclinic cases can be dealt with similarly: see [71] for details.) As in the single loop case of Figure 4.14, we define Poincare sections $\Pi_{0}$ and $\Pi_{1}$, but now along with their images under $\Psi: \Pi_{0}^{t}$ and $\Pi_{1}^{t}$. Note that $\Pi_{1}$ is above the saddle and $\Pi_{1}^{2}$ below, and $\Pi_{0}$ and $\Pi_{0}^{\prime}$ on opposite sides. Using the same linear and affine approximations as before, we derive two local and two global return maps $\tau_{0}$ and $\tau_{0}^{\prime}$ and $\tau_{1}$ and $\tau_{1}^{\prime}$, but in this case we define strips $B_{i} \subset \Pi_{0}$ and $B_{i}^{\prime} \subset \Pi_{0}^{\prime}$, so that $\tau_{0}\left(B_{i}\right) \subset \Pi_{0}, \tau_{0}^{\prime}\left(B_{i}^{\prime}\right) \subset \Pi_{0}^{\prime}, \tau_{1}\left(\Pi_{1}\right) \subset \Pi_{0}^{\prime}$ and $\tau_{1}^{\prime}\left(\Pi_{1}^{\prime}\right) \subset \Pi_{0}$. Thus we restrict our attention to orbits which make double traverses of a neighborhood of $\Gamma \cup \Gamma^{\prime}$, tracking the two loops in regular succession.

Following the construction for the single loop case, we produce the template of Figure 4.18 , in which the strip leaving the upper branch line in $\Pi_{1}$ connects to $\Pi_{0}^{\prime}$, and that leaving the lower branch line in $\Pi_{1}^{\prime}$ connects to $\Pi_{0}$. The resulting


Figure 4.17: Three symmetric homoclinic configurations.
template has two branch lines and contains a copy of the single loop template $\mathcal{H}_{a}$ of Figure 4.16 followed by its image under $\Psi$. Since $\Psi$ reverses orientation $(\operatorname{det}(D \Psi=-1))$, the sense of twist in these two components is opposite; indeed, whatever the depth $i$, we may collect all the "extra" twisting of the upper component as a group of $\alpha=i+M$ positive half twists and that of the lower as $\alpha$ negative half twists. These twists may clearly be cancelled exactly, leaving a pair of "simple" horseshoe templates, one positive and one negative, as shown in Figure 4.18. We call the resulting template $\mathcal{Z}$.

Remark 4.4.10 We assume that the homoclinic/heteroclinic connections involved in the double Shil'nikov connection are unknotted. Otherwise, the template $Z$ might be nontrivially knotted, obstructing our final step below.

## ODEs which generate all knots and links

The template $\mathcal{Z}$, which appears near the double Shil'nikov loop, shares the richenss of the templates of $\xi 3.2$ :

Lemma 4.4.11 The template $\mathcal{Z}$ is universal: it contains an isotopic copy of every knot and link.

Proof: The symbolic inflation I given by

$$
\mathfrak{I}: \mathcal{V} \rightarrow \mathcal{Z} \quad\left\{\begin{array}{l}
x_{1} \mapsto x_{2} x_{4}  \tag{4.19}\\
x_{2} \mapsto x_{1} \\
x_{3} \mapsto x_{4} x_{2} \\
x_{4} \mapsto x_{3}
\end{array}\right.
$$

defines a map from $\mathcal{V}$ into $\mathcal{Z}$. The astute reader will note that the images of the periodic orbits $\left(x_{1}\right)^{\infty}$ and $\left(x_{3}\right)^{\infty} \in \mathcal{V}$ map to $\left(x_{2} x_{4}\right)^{\infty}=\left(x_{4} x_{2}\right)^{\infty}$ in $\mathcal{Z}$ : the


Figure 4.18: The double loop Shilnikov horseshoe template $\mathcal{Z}$, before (left) and after (right) cancelling the opposite twists.
same orbit. While this precludes Equation (4.19) from satisfying the definition of an inflation (the image is not a proper subtemplate), we may nevertheless disregard this anomaly by performing a DA-splitting of $\mathcal{Z}$ along $\left(x_{2} x_{4}\right)^{\infty}$ and proceeding as usual. The orbit $\left(x_{2} x_{4}\right)^{\infty}$ is an unknot and there are many more manots in the template. Figure 4.19 shows that the subtemplate defined by I is isotopic to $\mathcal{V}$.

As a corollary, we obtain the following remarkable:
Theorem 4.4.12 Suffeient conditions for a thard-order ODE to contain periodic orbits representing all knot and link types are that the vector field is sufficiently $C^{1}$-close to a vector field satisfying the following four conditions:

1. There exists a fixed pont $p$ for the vector field, and the lineanzation $\left.D f\right|_{p}$ at $p$ has eigenvalues $\left\{-\lambda^{8} \pm \omega i, \lambda^{2 n}\right\}$, with

$$
\begin{equation*}
\lambda^{*}>\lambda^{*}>0 \quad \omega \neq 0 \tag{4.20}
\end{equation*}
$$

2. The flow $\phi_{t}$ is equivariant under one of the following symmetries:

$$
\begin{align*}
& \Psi:(x, y, z) \mapsto(-x,-y,-z) \\
& \Psi:(x, y, z) \mapsto(-x,-y, z) \tag{4.21}
\end{align*}
$$

3. There eansts an orbit $\Gamma(t)$ with $\lim _{t \rightarrow-\infty} \Gamma(t)=p$ and $\lim _{t \rightarrow \infty} \Gamma(t)=\Psi(p)$.


Figure 4.19: $\mathcal{V}$ is a subtemplate of $\mathcal{Z}$.

## 4. The homoclinic/heteroclinic loop(s) is(are) unknotted.

The constructions preceeding the proof of Theorem 4.4 .12 above actually show that, as one approaches the degenerate double loop, one can pick successively smaller tubular neighborhoods of the double loop which contain infinitely many copies of representatives of every knot and link equivalence class.

Thanks to the work of Chua et al. [38], we can even display an explicit example of a three-dimensional system which contains a universal template:

Corollary 4.4.13 There exists an open set of parameters $\beta \in[6.5,10.5]$ for which the set of periodic solutions to the differential equation

$$
\begin{aligned}
\dot{x} & =7[y-\phi(x)], \\
\dot{y} & =x-y+z,
\end{aligned}
$$

$$
\begin{align*}
\dot{z} & =-\beta \eta  \tag{4.22}\\
\phi(x) & =\frac{2}{7} x-\frac{3}{14}[|x+1|-|x-1|]_{z}
\end{align*}
$$

contains representatives from cvery knot and link equăvalence class.
Proof: In [38], it is shown that equation (4.22) satisfies the requirements of Theorem 2.3 .9 for the parameter $\beta$ in the range indicated. (While this system is piecewise linear, the construction of the hyperbolic set avoids points at which the derivatives are not defined, much as the classical construction of Smale's horseshoe in Example 1.2.28 excludes orbits which enter the preimage of the bend, where the map is strongly nonlinear.) Moreover, the homoclinic connections are both unknotted. A symmetry $T$ of the first type (4.18) clearly holds for Equation (4.22), so that the template $\mathcal{Z}$ is embedded in the flow. Lemma 4.4.11 then yields the conclusion.

Remark 4.4.14 For parameter values of $\beta$ sufficiently small, the flow given by Equation (4.22) has periodic orbit set consisting of two (symmetric) unknotted separable attractors. Hence, increasing the parameter $\beta$ gives a bifurcation sequence which builds all knots and links from these two "seeds." In contrast to the Henon maps of $\S 4.2 .2$, very little is known about the ordering of bifureations and knot types in this sequence.

Having given examples in this chapter of knot and link structures which arise in specific flows and the templates associated with them, we now return to more general questions regarding templates themselves, viewed in isolation from their connections to differential equations.

## Chapter 5: Invariants

Recall the fundamental problem in knot theory: when are two knots (links) equivalent? An analogous problem presents itself: when are two templates equivalent? We must first, however, carefully state what equivalence we want, since we are chiefly interested in the knots and links that inhabit a template, as opposed to the branched manifold itself. With this is mind, we proceed with a suitable definition of equivalence.

Recall that many orbits in a template's semiflow exit the template. Periodic orbits of course remain on the template forever, but so do asymptotically periodic and certain other orbits. Those points whose forward trajectories never exit the template comprise the chain-recurrent set of the template (cf. Definition 1.2.11 and the orbits which never leave the Smale horseshoe map.)

Definition 5.0.1 Two embedded templates in $S^{3}$ are equivalent if they are comected by a finite sequence of the following template "moves:"

1. Ambient isotopy on the template;
2. The split move; and
3. The slide move.

The split and slide moves are illustrated in Figure 5.1.

Remark 5.0.2 The reader might feel the slide move is just an isotopy. But, when the branch lines momentarily coincide, the object obtained is not technically a template according to Definition 2.2.1.

Remark 5.0.3 All three of the above moves induce an isotopy on the chainrecurrent set of a template.

The standard invariants of topology (e.g., the fundamental group) are altered by the split move. Hence, we must search for other means to construct invariants of templates. We give two brief examples of template invariants which are topological in nature.

Perhaps the simplest invariant is orientability. By orientation we mean a coordinate system that can be translated about by the flow. The horseshoe template $\mathcal{H}$ contains a smooth Möbius strip of flow lines, and hence is nonorientable as a template. The Lorenz template is orientable in this sense. No finite sequence of template moves can take an orientable template to a nonorientable template.


Figure 5.1: Template moves: slide (above) and split (below)

The link of closed orbits in the boundary of a template (perhaps empty) is not changed by either template move and is thus an invariant. Even the framing of the boundary link is invariant: the twisting of the unit tangent bundle restricted to the boundary link is unchanged by template moves. Other loops in the boundary of a template can be used to produce invariants. Consider loops with one cusp (see Figure 5.2). The split move can only create or destroy loops with two cusps. However, we need to be careful in how we count loops with one cusp; we can use the cusp only once. Otherwise the split could affect the counting of one cusp loops. In fact for every $n \neq 2$ the number of boundary loops with $n$ cusps is an invariant. Of course, all this requires that the charts be attached smoothly and that the exit sets of the split charts be smooth. This can always be done. We record these observations below.

Lemma 5.0.4 Given $\mathcal{T} \subset S^{3}$ an embedded template, the set of closed orbits which lie uithin the boundary of $\mathcal{T}$, considered as a framed link, is an invariant of $\mathcal{T}$. Furthermore, if we consider $\partial \mathcal{T}$ as a smooth graph, then loops which do
not have exactly two cusp points are invariant.


Figure 5.2: Counting boundary loops

Example 5.0.5 The Lorenz template has two unknotted unlinked orbits in its boundary. The horseshoe template has one closed orbit and one loop with a single cusp; these loops are also unknotted and unlinked.

Corollary 5.0.6 A complete template invariant yields a complete knot invariant.

Proof: Given any knot $K$, let $\mathcal{T}_{K}$ denote the embedded template obtained from the horseshoe template by re-embedding the $x_{1}$ strip so that the orbit $x_{1}^{\alpha}$ has knot type $K$ with zero twist. Then, since the boundary link of $\mathcal{T}$ is precisely the knot $K$, the ability to distinguish any two such templates implies the ability to distinguish the boundary knots.

In the next section, we begin with an invariant derived solely from dynamical data (i.e., the embedding of the template is not considered). In $\S 5.2$, we extend this invariant to one which accounts for orientations of the strips in a template. Then, in $\oint 5.3$, we turn to the $\zeta$-function of a flow as a means of counting twists of embedded orbits, thereby constructing a dynamical invariant sensitive to embedding. In $\$ 5.4$ we discuss another type of $\zeta$-function that encodes linking information in Lorenz templates.

### 5.1 Classifying suspended subshifts

The underlying dynamies on a template are the suspended subshifts of finite type, as discussed in $\S 2.2$. Two suspensions of subshifts of finte type are topologically equivalent if there is a homeomorphism between them that takes orbits to orbits and preserves the flow direction. Our goal in this section is to describe
a classification theorem for suspensions of subshifts of finite type with respect to flow equivalence. Any invariant of suspensions of subshifts of finite type is automatically an invariant for templates. Such invariants are abstract in the sense that they are insensitive to the embedding of the template in 3 -space. Of course the knot types of the orbits change under different embeddings. Invariants which are sensitive to the embedding will be described in $\S 5.3$ and 85.4 .

In Definition 1.2 .20 we associated to every subshift of finite type a transition matrix $A$ with entries all zeros and ones. This restriction is mnecessary and in this chapter we will merely require transition matrices to be nonnegative integral square matrices. In the vertex graph description of Remark 1.2 .22 , this is equivalent to allowing multiple edges between vertices (cf. [53, Chapter 3]).
Definition 5.1.1 A nomnegative $n \times n$ matrix $A$ is $\begin{array}{rlr} \\ \text { a } & \text { ducible if for each integer }\end{array}$ pair $(i, j)$ with $1 \leq i, j \leq n$, there is a integer $p \geq 1$ such that the ( $i, j$ ) entry in $A^{2}$ is nonzero. For subshifts of fimite type this means that we can get from any given Markov partition element to any other (or the same) partition element by iterating the shift map $\sigma$.

Irreducible transition matrices correspond to subshifts of finite type with a dense orbit (cf. Corollary 3.1.17); that is, there is a single basic set.

Definition 5.1.2 Two nonnegative square integer matrices, $A$ and $B$ are strong shift, equivalent $A \stackrel{*}{*} B$, if there exist nomegative square integer matrices $A=$ $A_{1, \ldots,} A_{k+1}=B$ and nonnegative integer (not necessarily square) matrices $R_{1}, S_{i}, \ldots, R_{k}, S_{k}$ such that $A_{i}=R_{i} S_{i}$ and $A_{i+1}=S_{i} R_{i}$ for $i=1, \ldots, k$.

This "move" corresponds to making certain changes in the choice of the Markov partition. Roughly speaking we can relabel partition elements, refine them (i.e., choose smaller disks) or combine them (i.e., choose bigger disks). The next theorem asserts that this suffices to generate conjugacy.

Theorem 5.1.3 (Williams [191]) Suppose $A$ and $B$ are nonnegative square integer matrices and $\sigma_{A}$ and $\sigma_{B}$ are the corresponding subshifts of finite type. Then $\sigma_{A}$ is topologically conjugate to $\sigma_{B}$ if and only if $A$ is strong shift equivalent. to $B$.

A concise proof of Theorem 5.1 .3 can be found in [53, Appendix A].
Remark 5.1.4 Any nomnegative square integer matrix is strong shift equivalent to a square matrix whose entries are just zeros and ones.
Example 5.1.5 Let $A=\left[\begin{array}{ll}1 & 1 \\ 1 & 0\end{array}\right]$, and $B=\left[\begin{array}{lll}1 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 1 & 0\end{array}\right]$.
Then using $R=\left[\begin{array}{lll}1 & 1 & 0 \\ 0 & 0 & 1\end{array}\right]$, and $S=\left[\begin{array}{ll}1 & 0 \\ 0 & 1 \\ 1 & 0\end{array}\right]$, we get $A=R S$ and $B=S R$. In this example the sequence length, sometimes called the lag, was just one - such luck is rare.

Exercise 5.1.6 Show that $[2] \stackrel{\sim}{\sim}\left[\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right]$.
Exercise 5.1.7 Prove that any relabeling of the elements of a Markov partition ean be realized by strong shift equivalence.

Two irreducible nomegative square integral matrices are flow equavalent if the suspensions of the corresponding subshifts of finite type are topologically equivalent. The suspension of a subshift of finite type corresponding to a permutation matrix is a finite collection of closed orbits. Irreducible permutation matrices are thus said to form the trivial flow equivalence class. In order to characterize the flow equivalence classes of irreducible nomnegative square matrices we need an additional "move" know as expansion equivalence. The iden is that we can change a Markov partition by adding a new partition element "paralle" to an current one. That is the new partition element is a forward (or backwards) translation via the flow of a current partition element.

Definition 5.1.8 Two square matrices $A$ and $B$ are expansion equoulent, $A \stackrel{e}{\sim}$ $B 2$ if

$$
A=\left[\begin{array}{ccc}
a_{11} & \cdots & a_{1 n} \\
\vdots & & \vdots \\
a_{n 1} & \cdots & a_{n n}
\end{array}\right] \text { and } B=\left[\begin{array}{cccc}
0 & a_{11} & \cdots & a_{1 n} \\
1 & 0 & \cdots & 0 \\
0 & a_{21} & \cdots & a_{2 n} \\
\vdots & \vdots & & \vdots \\
0 & a_{n 1} & \cdots & a_{n n}
\end{array}\right]
$$

or vice versa.
Here $A \approx B$ represents expansion along the first partition element. But, since renumbering the partition elements can be realized by strong shift equivalence, this is the only expansion we need consider.

Parry and D. Sullivan showed that these two moves - strong shift equivalence and expansion equivalence - generate flow equivalence [141].

Theorem 5.1.9 (Parry and Sullivan [141]) Two nonnegative square integer matrices $A$ and $B$ are flow equivalent if and only if there exist a finite sequence of square nonnegative matrices $A=A_{0}, A_{1}, \ldots, A_{r}=B$ with $A_{i} \stackrel{8}{\sim} A_{i+1}$ or $A_{i} \stackrel{\mathcal{C}}{\sim} A_{i+1}$ for $i=0, \ldots, r-1$.

As a corollary, we obtain our first dynamical invariant.
Corollary 5.1.10 If $A$ and $B$ are flow equivalent then $\operatorname{det}(I-A)=\operatorname{det}(I-B)$.
Proof: The proof is an exercise, though beware of sign errors.
Bowen and Franks [27] developed another invariant of suspensions of subshifts of finite type, working at least intially from a different point of view. Using an $n \times n$ transition matrix $A$ they consider the group

$$
G_{I-A}=\mathbb{Z}^{n} /(I-A) \mathbb{Z}^{n} .
$$

Theorem 5.1.11 (Bowen and Franks [27]) If $A$ and $B$ are flow equivalent then $G_{l_{-A}} \cong G_{i-B}$.

Outline of proof: Let $A$ be an $n \times n$ integer matrix. Consider the action of $A$ on the $n$-torus $T^{n}$. The fixed points of $A$ form a subgroup of $T^{n}$ under vector addition (mod 1). The fixed point subgroup is also given by the kemel of the map $(I-A): T^{n} \rightarrow T^{n}$. By a standard duality theorem the kernel is isomorphic to the co-kernel of the map $(I-A): \mathbb{Z}^{n} \rightarrow \mathbb{Z}^{n}$, which is just $G_{I-A}$.

Under strong shift equivalence the fixed point set of $A$ is unchanged. For the expansion move one shows that it is equivalent to taking a direct sum with a trivial group and so does not effect the isomorphism class.

We can now state the classification theorem:
Theorem 5.1 .12 (Franks [55]) Suppose that $A$ and $B$ are nonnegative irreducible integer matrices, neither of which is in the trivial flow equivalence class. The matrices $A$ and $B$ are flow equivalent if and only if

$$
\operatorname{det}\left(I_{n}-A\right)=\operatorname{det}\left(I_{n}-B\right)
$$

and

$$
\frac{\mathbb{Z}^{n}}{\left(I_{n}-A\right) \mathbb{Z}^{n}} \cong \frac{\mathbb{Z}^{m}}{\left(I_{m}-B\right) \mathbb{Z}^{m}}
$$

where $n$ and $m$ are the sizes of $A$ and $B$ respectively, $I_{n}$ and $I_{m}$ are identity matrices, and $\cong$ denotes group isomorphism.

Remark 5.1.13 Theorem 5.1.12 does not hold if the trivial flow equivalence class is not excluded.

Theorem 5.1.12 does not have a very good resolution for distinguishing templates. Consider the Lorenz and Horseshoe templates ( $\mathcal{L}(0,0)$ and $\mathcal{H}$ from $\S 2.3$ ). These each have the matrix

$$
\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right]
$$

as a transition matrix, yet surely they are not equivalent, since $\mathcal{H}$ is not orientable while $\mathcal{L}(0,0)$ is: no finite sequence of template moves transforms an orientable template into a nonorientable template.

### 5.1.1 Finitely generated Abelian groups

It is worth noting that although strong shift equivalence is not generally computable, the invariants of suspensions of subshifts of finite type are readily computed. To see this we digress briefly into the theory of Abelian groups. Any square integer matrix $A$ yields an Abelian group

$$
G_{A}=\mathbb{Z}^{n} / A \mathbb{Z}^{n}
$$

where $n$ is the size of $A$. However, different matrices ean give rise to isomorphic groups. If matrix $B$ can be obtained form matrix $A$ by a finite sequence of operations (to be listed shortly) then $G_{A} \cong G_{B}$. The matrices $A$ and $B$ do not need to be the same size. Furthermore, each isomorphism class of matrices has a canonical representative which can be computed from any other matrix in its class by a finite algorithm; thus, the converse holds as well. The allowed operations are:

- switching two rows,
- multiplying a row by -1 ,
- adding an integer multiple of one row to another,
- the analogous column operations, and
- deleting a row and column whose only nonzero entries are a shared 1 on the diagonal (or the reverse of this move).

The canonical form is a diagonal matrix with diagonal entries $d_{1}, \ldots, d_{k}$, with $d_{i} \mid d_{i+1}$ for $i=1, \ldots, k-1$ and $d_{k} \neq 1$ for $i=1, \ldots, k$. It then follows that

$$
G_{A} \cong \mathbb{Z}_{d_{1}} \oplus \cdots \mathbb{Z}_{d_{k}}
$$

where $\mathbb{Z}_{0}=\mathbb{Z}$.
These facts are collectively know as the Fundamental Theorem of Finitely Generated Abelian Grouns. We do not present the formal algorithm for produeing the canonical form, but the reader should be able to get the hang of it by working a few examples.

Finally, we note that the order of $G_{A}$ is given by $|\operatorname{det} A|$ if $\operatorname{det} A \neq 0$ and is infinite if $\operatorname{det} A=0$. Thus, Theorem 5.1 .12 could be restated using the group $G_{i-A}$ and just the sign of $\operatorname{det}(I-A)$.

Exercise 5.1.14 Let $A=\left[\begin{array}{ll}1 & 2 \\ 2 & 1\end{array}\right]$. Show that $G_{A} \cong \mathbb{Z}_{3}$,

### 5.2 Orientation data and stronger invariants

Our strategy for developing more sensitive abstract template invariants is to modify the transition matrix to include orientation information. Given a Markov partition $\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}$ of a template we assign an orientation to each partition element. Then the first return map restricted to each partition element is either orientation preserving or orientation reversing.

Definition 5.2.1 A parity matrix for a template is constructed from a transition matrix by multiplying $a_{4}$ by the variable $t$ if the first return map is orientation reversing from the $i$-th partition element to the $j$-th partition element.

Example 5.2.2 The matrix $\left[\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right]$ is a parity matrix for the Lorenz template, $\mathcal{C}(0,0)$, or, indeed, for any $\mathcal{L}(m, n)$ with $m, n$ even. In contrast, the parity matrix for the horseshoe template $\mathcal{H}$ is $\left[\begin{array}{cc}1 & 1 \\ t & t\end{array}\right]$.

In [170] the following theorem is proved:
Theorem 5.2.3 Let $T_{1}$ and $T_{2}$ be two abstract templates with parity matrices $A_{1}(t)$ and $A_{2}(t)$, respectively. If $T_{1}$ and $T_{2}$ are related to each other by a finite sequence of template moves then

$$
\operatorname{det}\left(I-A_{1}(t)\right)=\operatorname{det}\left(I-A_{2}(t)\right) \bmod t^{2}=1 .
$$

Definition 5.2.4 Given a parity matrix $A(t)$, the linear function $\operatorname{det}(I-A(t))$ $\bmod t^{2}=1$ is the full Parry-Sullwan invariant.

The full Pary-Sullivan invariants distinguish the Lorenz template ( -1 ) from the horseshoe template ( $-t$ ).

The group $G_{I-A(1)}$ is invariant as before, and it is not hard to show that $G_{I-A(-1)}$ is also invariant. It is quite tempting to conjecture that the full ParrySullivan invariant, along with these two Abelian groups, would give a complete set of invariants for abstract templates. But the template in Figure 5.3 gives a counterexample. Its full Pary-Sullivan invariant is -1 and both $G_{I-A(1)}$ and $G_{i-A(-1)}$ are trivial, as they are for the Lorenz template. Yet, this template is not orientable and thus clearly inequivalent to the Lorenz template.

Definition 5.2.5 The unit normal bundle of the orbit set of a template is the ribbon set of the template. For an embedded template, this set is realized as the bundle of local stable manifolds.

We can reformulate Theorem 5.2 .3 in terms of ribbon sets. Let $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ be templates with ribbon sets $R_{1}$ and $R_{2}$ respectively. Then if there is a homeomorphism between $R_{1}$ and $R_{2}$ taking ribbons to ribbons (in particular anmuli go to anmuli, Möbius bands go to to Möbius bands and infinite strips go to infinite strips) and preserving the flow direction, then $\operatorname{det}\left(I-A_{1}(t)\right)=\operatorname{det}\left(I-A_{2}(t)\right)$ $\bmod t^{2}=1$ and $G_{I-A_{1}( \pm 1)} \cong G_{I-A_{2}( \pm 1)}$, where $A_{1}(t)$ and $A_{2}(t)$ are parity matrices for $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ respectively. Furthermore, the definition of a ribbon set can be extended to basie sets of flows on higher dimensional manifolds and the analogue of these results remain valid [170]. It also follows from [170] that templates with homeomorphic ribbon sets (in the manner just described) can be related, up to embedding, by a finite sequence of template moves.

Definition 5.2.6 Two twist matrices are flow equavalent if they are associated with equivalent ribbon sets. The generators of flow equivalence for parity matrices are the analogs of $\stackrel{B}{\sim}$ and $\underset{\sim}{\mathcal{L}}$ for parity matrices, and a new move, the twist


Figure 5.3: A nonorientable template whose full Parry-Sullivan invariant is the same as that of the (orientable) Lorenz template.
move: $A(t) \stackrel{t}{\sim} B(t)$ if

$$
B(t)=\left[\begin{array}{cccc}
a_{11} & t a_{12} & \cdots & t a_{1 n} \\
t a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & & \vdots \\
t a_{n 1} & a_{2 n} & \cdots & a_{n n}
\end{array}\right]
$$

where $A(t)=\left[a_{i j}\right]$.
In applying $\underset{\sim}{t}$, we multiply the first row and column of $A(t)$ by $t$ and take $t^{2}=1$. On the level of templates, the twist move corresponds to rotating the bands that pass through the first Markov partition element by a half twist. Thus, among these bands, those which formerly had an odd number of half-twists now have an even number and vice versa. Since this can be realized by isotopy there is no need to define a new corresponding template move.
Example 5.2.7 Let $A(t)=\left[\begin{array}{lll}0 & 0 & 1 \\ 1 & 1 & 0 \\ t & t & t\end{array}\right]$, and $B(t)=\left[\begin{array}{lll}0 & 1 & t \\ 1 & 0 & 0 \\ 0 & 1 & t\end{array}\right]$. We claim $A(t)$ and $B(t)$ are flow equivalent. Set $R=\left[\begin{array}{lll}1 & 1 & 0 \\ 0 & 0 & 1\end{array}\right]$, and $S=\left[\begin{array}{ll}0 & 1 \\ 1 & 0 \\ t & t\end{array}\right]$. Now $A(t)=S R$ and $R S=\left[\begin{array}{ll}1 & 1 \\ t & t\end{array}\right]$. Applying the twist move followed by an expansion yields $B(t)$.

Exercise 5.2.8 Construct a sequence of templates and template moves that realize Exmaple 5.2.7.

Remark 5.2.9 The orbit splitting procedure used in constructing templates for high dimensional basic sets alters the intersection of an orbit with elements of a Markov partition. Thus, the Parry-Sullivan invariants would suffer changes. However, there is in the theory of Markov partitions a mechanism that corrects for multiply-counted orbits that occur if the partition elements overlap. This involves constructing a "correction matrix" which is just a transition matix for the overlap set. It is typically a permutation matrix. For flows, a similar matrix could be introduced to correct for the orbits changed by orbit splitting. It seems likely that such a device could be used to construct invariants under orbit splitting, but this has not yet been carried out.

Remark 5.2.10 The full Parry-Sullivaninvariant is an invariant of one-dimensional basic sets in manifolds of any dimension.

### 5.2.1 Additional Examples

Example 5.2.11 Figure 5.4 shows two templates each of which has full ParrySullivan invariant -t. The one on the left has two closed orbits in its boundary while the one on the right has just one such loop; hence, they are distinct. Figure 5.5 shows that the rightmost template is equivalent to the horseshoe template (recall that we are disregarding the embedding).


Figure 5.4: Two templates with invariant $-t$.

Example 5.2.12 Consider a template with $n$ strips coming down from a single branch line, each looping back to the branch line and stretching completely across it (while this is not technically a template it is easily turned into one by $n-2$ small pushes near the branch line: of. the slide move). Suppose that $k$ of the strips are untwisted (orientation preserving) and $l=n-k$ are twisted


Figure 5.5: A template homeomorphic to the horseshoe template after a split move.
(orientation reversing). Then the full Parry-Sullivan invariant is $1-k-l t$, and so templates with differing $k$ are distinguished.

Exercise 5.2.13 Show that the Bowen-Franks groups of Theorem 5.1.11 do not further refine the distinctions between the templates in Example 5.2.12

Example 5.2.14 Figure 5.6 shows two templates with three strips, only one of which is twisted in each. They are distinguished by the fact that the number of closed orbits in their respective boundaries differ. In Figure 5.7 we show two templates with five strips, only one of which is twisted in each. A study of the boundary loops, including those with cusps, fails to distinguish them. We conjecture however, that they are distinct and speculate that some type of "non-abelian" invariant is needed to distinguish them.


Figure 5.6: Two templates with three strips (identify top and bottom).


Figure 5.7: Two templates with five strips (identify top and bottom).

### 5.3 Zeta functions and flows

We now turn to invariants that are sensitive to the embedding of the template. At this stage, knot theory reenters the picture. The idea is again to modify the transition matrix, but this time to produce a twist matria. We shall then use a zeta function to count orbits according to the amount of twist in their unit normal bundles. That is, we regard twist as a canonical (though nondynamical) period for a closed orbit in a flow. The weakness of this approach is that invariance holds only over positive templates.

### 5.3.1 Review of Zeta Functions

For general references on zeta functions see [53, Chapter 5] or [162, Chapter 10],
Definition 5.3.1 The zeta function of a map $f: M \rightarrow M$ is the exponential of a formal power series in $t$,

$$
\zeta_{f}(t)=\exp \left(\sum_{m=1}^{\infty} \frac{1}{m} N_{m} t^{m}\right)
$$

where $N_{m}$ is the cardinality of the fixed point set of $f^{m}$, the $m$-th iterate of $f$.

If $f$ has a hyperbolic chain-recurrent set then the $N_{m k}$ are all finite and $\zeta_{f}(t)$ is a rational function; hence, a finite set of numbers determine all the $N_{m}$. In particular, if $O_{t}$ denotes the number of periodic orbits of length $l$ then

$$
N_{m}=\sum_{t \mid m} l O_{t} .
$$

We can recover $Q_{t}$ by the Möbius inversion formula [165, page 765]:

$$
O_{l}=\frac{1}{l} \sum_{m \mid l} \mu(m) N_{l / m},
$$

where $\mu$ is the function defined by

$$
\mu(m)=\left\{\begin{array}{cl}
1 & \text { if } m=1, \\
0 & \text { if } \exists \text { a prime } p \text { with } p^{2} \mid m, \\
(-1)^{r} & \text { if } m=p_{1}, \ldots, p_{r}, \text { for } r \text { distinct primes. }
\end{array}\right.
$$

When a map $f$ has a zero-dimensional hyperbolic chain-recurrent set, as is the case for subshifts of finite type, then there exists a square matrix $A$ of nonnegative integers such that $N_{m}=\operatorname{tr}\left(A^{m}\right)$. Then $\zeta_{f}(t)=1 / \operatorname{det}(I-t A)$. The matrix $A$ is of course the transition matrix for a Markov partition.

The difficulty in applying zeta function theory to topological flows is that there is no clear notion of the period of a periodic orbit. Temporal lengths, which are not generally integral, change under reparametrization. On a template, we can use the first return map of a Markov partition to give a (symbolic) period to closed orbits. The zeta function is invariant under the three template moves. However, it is not clear that such an approach would give useful information about the original flow. Instead we use the twist in the local stable manifolds of closed orbits as a canonical period.

Remark 5.3.2 Heuristically, one may view the Parry-Sullivan invariants as the evaluation of a zeta function at $\pm 1$. However, zeta functions typically fail to converge at these values, and the zeta function is not invariant under the expansion move.

### 5.3.2 Positive Ribbons

A closed ribbon, or ribbon for short, is an embedded annulus or Möbius band in $S^{3}$. In this section we define three notions of twist for ribbons. These are, the usual twist $\tau_{3 k}\left[98, \S_{\mathrm{V}}\right]$, the modified twist $\tau_{m}$, and the computed twist $\tau_{c}$.

Like knots and templates, ribbons can be braided. A ribbon which has a braid presentation such that each crossing of one strand over another is positive and each twist in each strand is positive, will be called a positive riblon. The core and boundary of a positive ribbon are positive braids.

We will use the following notation. If $R$ is a ribbon and $b(R)$ is a braid presentation of $R$, let $c$ be the sum of the crossing numbers of the core of $R$,
using +1 for positive crossings and -1 for negative crossings, as per Figure 1.2. Let $t$ be the sum of the half twists in the strands of $b(R)$ and let $n$ be the number of strands of the core.

Definition 5.3.3 Let $\tau_{u}=c+t / 2, \tau_{\text {rt }}=n-1+t / 2$ and $\tau_{c}=2 n+t$.
Lemma 5.3.4 $T_{3 \text { 相 }}$ is an isotopy invariant of ribbons over all braid presentations. $T_{m}$ and $\tau_{c}$ are isotopy invariants of positive ribbons over positive braid presentations.

Proof: For an embedded annulus the linking number of the two boundary components is $c+t / 2$. The same formula gives one half the linking number of an embedded Möbus band's boundary with its core. In both cases we find that $\tau_{3 \text { i }}$ is an invariant.

The invariance of $\tau_{m}$ for positive ribbons follows from checking that

$$
\tau_{m}=\tau_{z}-2 g,
$$

where $g=\frac{1}{2}(c-n+1)$ is the genus of the core of $R$. Here we have appealed Theorem 1.1.18 for the formula for $g$. Finally we see that $\tau_{c}=2\left(\tau_{m}+1\right)$.

For the trefoil orbit in Figure 5.8 the reader can check that $g=1$ and that its unit normal bundle has $\tau_{i k}=6, \tau_{m}=4$ and $\tau_{G}=10$.


Figure 5.8: Lorenz template with trefoil orbit.
Visually, the conversion of a positive full twist to a loop or writhe decreases $t$ by 2 but creates an extra strand. Since doing this to a negative full twist would increase $t$ by 2 while creating an extra strand, it is easy to show that the invariance of $\tau_{m}$ and $\tau_{c}$ fail for ribbons with mixed crossings. We also note that $\tau_{z}=\tau_{m}$ is equivalent to $g=0$, which in turn is trme if and only if the core of the ribbon is unknotted.

Lemma 5.3.5 For positive templates the number of closed orbits with a given computed twist is finite.

Proof: Given a positive template we put it into a positive brad form and construct a Markov partition with $K$ partition elements. Given $\tau_{c}$ choose $n$ so
that $\tau_{c}<2 n$. Because the template is braided, a closed orbit that meets any one partition element $n t$ times must have frapped around the braid axis at least $n$ times. Since there are no negative half twists, such an orbit's computed twist is bigger than or equal to $2 n$. If $w \geq K n$, then any closed orbit with symbolic period $w$ must have traveled around the template's braid axis at least $n$ times. Thus, any closed orbit with computed twist $\tau_{c}$ has word length less than $K n$. There can only be finitely many such orbits.

The computations in the proof of Lemma 5.3 .4 show that Lemma 5.3 .5 holds for $\tau_{m}$ and $\tau_{i z}$ as well as $\tau_{0}$. This is clear for $\tau_{m}$. For $\tau_{* *}$, use the fact $g \geq 0$ implies $\tau_{v} \geq \tau_{m}$.

### 5.3.3 Counting Twisted Ribbons

Definition 5.3.6 For a given positive template let $T_{Q^{\prime}}$ be the number of closed orbits with computed twist $q^{\prime}$. Let $\mathcal{T}_{q}=\sum_{q^{\prime} \mid q} q^{\prime} T_{q^{\prime}}$. Define the zeta function of the template to be the exponential of a formal power series:

$$
\zeta(t)=\exp \left(\sum_{q=2}^{\infty} \mathcal{T}_{q} \frac{t^{q}}{Q}\right)
$$

Theorem 5.3.7 The zeta function $\zeta$ is an invariant of ambient isotopy of the ribbon set for positive templates. It terms of positive templates $\zeta$ is invariant under isotopy and the two templates moves shown in Figure 5.1.

Proof: This follows directly from Lemma 5.3.4.
We now define a tuist matrix, $A(t)$, whose entries are nomnegative powers of $t$ and 0 's, by considering the contribution to $\tau_{c}$ as an orbit goes from one element of a Markov partition to other. Let $A_{i j}=0$ if there is no branch going from the $i$-th to the $j$-th partition element. Let $A_{i j}=t^{q_{i j}}$ if there is such a branch; where $q_{j}$ is the amount of computed twist an orbit picks up as it travels from the $i$-th to the $j$-th partition element. It is easy to see that one can, if necessary, isotope the template so that $q_{i j}$ is always integral. This might be necessary if some of the partition elements lie outside of the branch lines. Also note that one can always choose the partition so that at most one branch goes from the i-th element to the $j$-th element for each $i$ and $j$. However, if one wishes to be more general, one can use polynomials in $A(t)$ instead of just powers of $t$.

For example, the template and partition in Figure 5.9 give

$$
A(t)=\left[\begin{array}{ccccc}
0 & 0 & 0 & t & t \\
0 & 0 & 0 & 1 & 1 \\
0 & t^{2} & t^{2} & 0 & 0 \\
t^{2} & t^{2} & t^{2} & 0 & 0 \\
t^{3} & t^{3} & t^{3} & 0 & 0
\end{array}\right]
$$



Figure 5.9: A template with a Markov partition indicated by thick lines.

Theorem 5.3.8 For any template and any allowed choice of $A(t)$ we have $\zeta(t)=1 / \operatorname{det}(I-A(t))$. Thus, the zeta function is rational.

The proof of Theorem 5.3 .8 is a standard counting argument and can be found in [171]. We present an example to call attention to the major ideas.

Recall the horseshoe template $\mathcal{H}$ from Figure 2.9. Using the standard twoelement Markov partition $\left\{x_{1}, x_{2}\right\}$, we have

$$
A(t)=\left[\begin{array}{ll}
t^{2} & t^{2} \\
t^{3} & t^{3}
\end{array}\right]
$$

and so ,

$$
1 / \operatorname{det}(I-A(t))=1 /\left(1-t^{2}-t^{3}\right)
$$

We apply a standard matrix identity (see Lemma 5.2 of [53] or Proposition 10.7 of [162]) to get

$$
\begin{equation*}
\frac{1}{\operatorname{det}(I-A(t))}=\exp \left(\sum_{n=1}^{\infty} \frac{\operatorname{tr} A(t)^{n}}{n}\right) \tag{5.1}
\end{equation*}
$$

| $\tau_{m}$ | 0 | $\frac{1}{2}$ | 1 | $\frac{3}{2}$ | 2 | $\frac{5}{2}$ | 3 | $\frac{7}{2}$ | 4 | $\frac{9}{2}$ | 5 | $\frac{11}{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{L}$ | 2 | 0 | 1 | 0 | 2 | 0 | 3 | 0 | 6 | 0 | 9 | 0 |
| $\mathcal{H}$ | 1 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 2 |
| $\mathcal{A}$ | 3 | 0 | 2 | 0 | 5 | 0 | 10 | 0 | 24 | 0 | 50 | 0 |

Table 5.1: Number of orbits listed by $\tau_{m}$ for different templates.

Let us analyze the first three terms of

$$
\sum_{n=1}^{\infty} \frac{\operatorname{tr} A(t)^{n}}{n}=\frac{t^{2}+t^{3}}{1}+\frac{t^{4}+2 t^{5}+t^{6}}{2}+\frac{t^{6}+3 t^{7}+3 t^{8}+t^{9}}{3}+\cdots
$$

There are five closed orbits which pass through the Markov set three or fewer fimes: $x_{1}, x_{2}, x_{1} x_{2}, x_{1}^{2} x_{2}$, and $x_{1} x_{2}^{2}$. All are unknotted, so $\tau_{m}=\tau_{i k}$ The $t^{2}$ and the $t^{3}$ of the first term of the sum correspond to the orbits $x_{1}$ and $x_{2}$ respectively. In the second term, $x_{1}$ and $x_{2}$ are counted again, by $t^{4}$ and $t^{6}$ respectively, since they have been traversed twice. The $2 t^{5}$ corresponds to $x_{1} x_{2}$, where the 2 is the product of number of orbits that pass through the Markov set twice (just 1 in this case) with 2, the number of passes.

The reader should check that $3 t^{7}$ corresponds to $x_{1}^{2} x_{2}$ and $3 t^{8}$ to $x_{1} x_{2}^{2}$. The $t^{6}$ and the $t^{9}$ again count $x_{1}$ and $x_{2}$ respectively, this time making three trips on each. It is worth noting that tr $(A(1))^{n}$ is the number of intersection points of the Markov set with the link of closed orbits which meet the Markov set $n^{\prime}$ times, where $n$ ' divides $n$.

As a final example, Table 5.1 displays the number of closed orbits having specified (low) amounts of twist for three different positive templates: the Lorenz template, $\mathcal{L}$, the horseshoe template $\mathcal{H}$, and a template denoted $\mathcal{A}$, shown in Figure 5.10. The template $\mathcal{A}$ was first studied in [169], where it was shown to contain only prime knots.

Exercise 5.3.9 Write a computer program to generate table entries similar to Table 5.1 where the user enters the twist matrix.

Remark 5.3.10 Using zeta functions to count twists is a strategy which eannot be adapted to all templates. Recall the templates $U$ and $\mathcal{V}$ from Chapter 3 ; since there exist isotopic template renomalizations on these templates, each contains infinitely many distinct copies of a knot with a given twist.

### 5.4 A zeta function for Lorenz attractors

Branched 2-manfolds with semiflows were first introduced to study the strange attractors believed to be associated with the Lorenz equation (Equation (2.1)) [193], [194]. Since the hyperbolicity of the Lorenz equations in the parameter


Figure 5.10: The template $\mathcal{A}$.
range of interest was and still is unknown, geometrically defined flows were used as a model. The attractors of the model flows could then be studied rigorously via templates. See [166, Appendix G] for a nice overview.

However, these "early" templates differ in two respects from the Lorenz template $\mathcal{L}(0,0)$ defined in Chapter 2, and indeed, from all of the templates discussed so far. First, orbits in the boundary can enter the interior of the template that is, the boundary flow is not invariant. In particular, the closed orbits $x_{1}^{\infty}$ and $x_{2}^{\infty}$ are not realized. Secondly, the template includes a saddle point, $O$. This causes the invariant set of the template to be two dimensional. Figure 5.11 shows this object, which we shall call a sublorenz template can be used to model a geometric Lorenz attractor. Although this is not a subtemplate of the Lorenz template $\mathcal{L}(0,0)$, all of the closed orbits on it are ambient isotopic to knots in the Lorenz template. As before, we may use words in $x_{1}$ and $x_{2}$ to describe orbits; however, since we will work only with templates having two elements in the Markov partition, we will relabel $x_{1}, x_{2}$ as $x$ and $y$ respectively for the remainder of this section. Note in addition that the line we use for a cross section of the semiflow extends beyond the branch set. We shall call it the extended branch line.

Consider the saddle point within the sublorenz template. On this template (and in the full three-dimensional flow which generated it), the saddle point and the attractor are inseparable but distinct invariant sets. Thus, the Lorenz attractor is not closed: $c f$. Theorem 1.2.13. Of special interest are the trajectories of the left and right branches of $W^{u}(0)$. Denote these $t$ and $r$ respectively. If they each return to 0 , thus forming a double saddle connection, we can define a


Figure 5.11: A sublorenz template.
finite Markov partition for the semiflow: see Figure 5.12. This naturally leads to a corresponding transition matrix $A(x, y)$ which measures not only which partition element sequences are admissible, but also along which strip ( $x$ denoting left and $y$ denoting right) the transitions occur (see Example 5.4.4 below). Although the double saddle comection case is not a generic case, it is the situation we consider.


Figure 5.12: A double saddle connection.
Two tools allow us to compactly encode information on the transitions in a sublorenz template.

Definition 5.4.1 The kneadang sequence $\mathbf{k}$ of a sublorenz template is a pair of sequences ( $\mathbf{k}_{l}, \mathbf{k}_{r}$ ) defined as follows: $\mathbf{k}_{l}$ is a sequence of $x$ 's and $y$ 's determined by the order in which $l$ meets the extended branch line. If $l$ returns to the saddle point then a terminal 0 is appended to $\mathbf{k}_{l}$. The sequence $\mathbf{k}_{r}$ is defined similarly.

Definition 5.4.2 Let $\mathcal{S}$ denote a sublorenz template with finite kneading sequence and transition matirx $A(x, y)$. Then the pre-zeta function of $\mathcal{S}$ is defined
by the formal power series

$$
\begin{equation*}
\eta(x, y)=\sum_{i=n}^{\infty} \frac{\operatorname{tr}\left(A^{n}\right)}{n} \tag{5.2}
\end{equation*}
$$

Note that the multiplication of matrix elements is noncommutative. The abelianization of $\eta$ (what one obtains by declaring $x y=y x$ ) is denoted $\eta^{a}$.

Suppose we are given two sublorenz templates, $\mathcal{S}$ and $\mathcal{S}^{\prime}$. Let $\mathcal{S}$ and $\mathcal{S}^{\prime}$ denote their respective inverse limits. When are $\hat{\mathcal{S}}$ and $\hat{S}^{\prime}$ homeomorphic? Here the homeomorphism need not preserve the flow. On the level of the templates we only need invariance under reordering of the partition elements. In [194], two answers are given via the previous two definitions.

Theorem 5.4.3 (Williams [194]) Let $\mathcal{L}$ and $\mathcal{L}^{t}$ denote sublorenz templates with finite kneading sequences. Then the following statements are equivalent:
(a) $\mathcal{L}$ and $\mathcal{L}^{\prime}$ have homeomorphic inverse limits;
(b) The corresponding kneuding sequences are equal, $\mathbf{k}=\mathbf{k}^{\prime}$; i.e., $\mathbf{k}_{r}=\mathbf{k}_{l}^{\prime}$ and $\mathbf{k}_{l}=\mathbf{k}_{r}^{\prime} ;$ and
(c) The corresponding pre-zeta functions are equal, $\eta(x, y)=\eta^{\prime}(x, y)$, up to exchanging $x$ and $y$.

Example 5.4.4 Consider again the sublorenz template in Figure 5.12, denoted $S$. The kneading sequence is $(y y 0, x x 0)$. The Markov partition has the obvious four elements, with incidence matrix given by

$$
A(x, y)=\left[\begin{array}{llll}
0 & x & 0 & 0 \\
0 & 0 & x & x \\
y & y & 0 & 0 \\
0 & 0 & y & 0
\end{array}\right]
$$

The overlap between the end points of the Markoy partition elements does not cause any over counting problems since the end points all flow towards the saddle point 0 and so are not periodic. The abelianized pre-zeta function is then determined by

$$
\exp \left(-\eta^{a}(x, y)\right)=\operatorname{det}(I-A)=1-x y-x y^{2}-x^{2} y-x^{2} y^{2}
$$

That is, after abelianization the usual tools of zeta function theory can be applied. But it is not clear how to define a non-abelian zeta function using a matrix formula. One apparently has to grind out the trace of each power of the matrix directly. For the matrix $A(x, y)$ the first three terms of $\eta$ are

$$
\frac{0}{1}+\frac{x y+y x}{2}+\frac{x^{2} y+x y x+x y^{2}+y x^{2}+y x y+y^{2} x}{3}
$$

As orbits $a y$ and $y x$ are the same, abelianization would not cause any loss of invariant information in the second term. Likewise the elements of the third term correctly capture the two period three orbits. This is because abelianization and cyclic permutation are the same for these two terms. But, by the fifth term this is no longer the case. The reader can check that there are no orbits with the word $x^{3} y^{2}$ on $\mathcal{S}$, but the word $x^{2} y x y$ is realized by a trefoil orbit. This distinction is lost in $\eta^{a}$ but not by $\eta$.

In [196] Williams developed a new type of determinant that allows one to write a matrix equation analogous to Equation (5.1). We give a heuristic outline and an example.

Given a Markov partition with $n$ elements consider the set of closed orbits which do not visit any partition element more than once. These orbits all have (symbolic) period less than or equal to $n$. For the template $\mathcal{S}$ they are xxy, xxyy, xy, xyy. Each orbit corresponds to a cyclic permutation class in the free group on two symbols. Following [196] we call these classes free knot symbols. For $\mathcal{S}$ the free knot symbols are just (xxy), (xxyy), (xy), and (xyy), where the parentheses denote the cyclic permutation class. We allow, for algebraic reasons, the empty symbol (). Next, we define a free link symbol as a formal product of free knot symbols whose corresponding knots have no partition elements in common, where the empty symbol () is taken to be the unit. We will consider the ring of free link symbols given by allowing formal addition of symbols with integer coefficients. For the template $\mathcal{S}$, each free link symbol is the product of just one free knot symbol.

Given any square matrix $A$ of $x$ 's, $y^{\prime}$ 's and 0 's one can write down all the free link symbols. To do this we first define an index cycle. An index cyele is a finite sequence, $\left(i_{1}, \ldots, i_{k}\right)$ of $k$ distinct integers, $0 \leq k \leq n$ such that the product of matrix elements

$$
A_{i_{1}, k_{2},} A_{i_{2}, k_{3}} \cdots A_{i_{k}, k_{1}} \neq 0
$$

Then

$$
\left(A_{i_{1}, i_{2}}, A_{i_{2}, i_{3}}, \ldots, A_{i_{1}, k_{1}}\right)
$$

is a free knot symbol for the incidence matrix. The empty symbol is corresponds to an empty index cyele: this is the multiplicative identity in the ring. We may then concatenate free knot symbols so long as their corresponding index cycles have no common elements. This yields the collection of free link symbols for $A$, denoted fls (A).

We make the following observations. The free knot symbols (xy) and (yx) are the same by cyclic permutation. But (xxyyx) is different from (xyxyx). This is as it should be to model knots on a template. However, the ring product is commutative. Again this makes sense, since there is no preferred order on the link of periodic orbits. Thus in the definition below $(w)(w)$ and $(w)(w)$ represent the same element of the ring. Ring addition is also (of course) commutative, The addition operation should thought of as "purely algebraic", in that unlike the ring product it does not correspond to a geometric operation on knots.

Definition 5.4.5 The link-determinant is defined by

$$
\begin{equation*}
\operatorname{link}-\operatorname{det}(I-A)=\sum_{f t s(A)} \sigma_{i} \mathbf{w}_{i}, \tag{5.3}
\end{equation*}
$$

where $\mathbf{w}_{i}=\left(w_{1}\right) \cdots\left(w_{i}\right) \in f l s(A)$ and $\sigma_{i}=(-1)^{t}$. For the template $\mathcal{L}$ we get $1-(x x y)-(x x y y)-(x y)-(x y y)$ as the link-det of the incidence matrix. The ( $I-A$ ) in the above definition may look a bit odd at first. It can be regarded as a notational formality for consistency with the usual zeta function. However, allowing 1's in the matrix can be used to give a definition of free link symbols so as to have them all be of length $n$ by "filling" in with 1 's. See [196] and [103].

Exercise 5.4.6 Let

$$
A=\left[\begin{array}{lll}
0 & x & 0 \\
0 & 0 & x \\
y & y & 0
\end{array}\right]
$$

Show that link-det $(I-A)=1-(x x y)-(x y)$.
Theorem 5.4.7 (Williams [196]) $\exp (-\eta(x, y))=\operatorname{link}-\operatorname{det}(I-A)$.
The intuitive idea is that most of the non-abelian "badness" is "hidden" inside the free knot symbols and so one can use standard matrix theory machinery, suitably modified. In particular an analogue of the Cayley-Hamilton theorem holds [103]. To see why we say most and not all of the non-abelian badness is hidden, see Example D of [196]. We name $\zeta_{W}(x, y)=\exp (-\eta(x, y))$, the Whliams zeta function.

Theorem 5.4 .7 can be interpreted to mean that a small set of words, corresponding to links "fitted" to a Markov partition, determine all the other possible periodic words of the given Lorenz attractor. Since the order of the words has not been washed out by abelianization, we can reconstruct the knots. This is not too surprising since the kneading sequence can be viewed as two special knots that determine all the others. In fact, the words corresponding to the two knots $i \cup O$ and $r \cup O$, do appear in the link-det.

Finally, we note that under abelianization link-det $(I-A)$ becomes det ( $I-A$ ) and that if $P$ is a permutation matrix link-det $(I-A)=\operatorname{link}-\operatorname{det}\left(I-P A P^{-1}\right)$. These facts are both have easy proofs and are done in [196].

Example 5.4.8 Figures 5.13 and 5.14 show two sublorenz templates, $\mathcal{A}$ and $\mathcal{B}$. It is not hard to set up the corresponding matrices $A(x, y)$ and $B(x, y)$ and eompute that

$$
\operatorname{det}(I-A)=x^{9} y^{6}+x^{8} y^{5}+x^{7} y^{5}-x^{6} y^{4}-x^{3} y^{2}-x^{2} y+1=\operatorname{det}(I-B) .
$$

However, $A$ and $B$ are not equivalent as can be seen by checking their kneading sequences. We leave it as an exercise to compute their Williams zeta functions.


Figure 5.13: The sublorenz template $\mathcal{A}$.


Figure 5.14: The sublorenz templates $\mathcal{B}$.

### 5.5 Remarks on other invariants and open problems

Remark 5.5.1 A new class of template invariants has recently been announced [100]. They are derived from em quantum groups, a class of objects which appears to be of fundamental importance in the study of knot and link invariants [158]. These results are beyond the scope of the present text, but it is worth noting that both the original Parry-Sullivan invariant and the full Parry-Sullivan invariant have been realized as quantum invariants. However, the computations involved in developing more sensitive invariants with regard to embeddings appear to be quite hard and still remain to be done.

Remark 5.5.2 There has been a great deal of work in symbolic dynamics of subshifts of finite type under various restrictions (e. g. irreducibilty) and in generalized contexts (e. g. finite identifications). See [32], for example. Our
notion of ribbon equivalence fits into this framework, although one would hope to see the connection made more explicit. It is less clear if our boundary invariants (the link of closed orbits in the boundary, etc.) can be derived from purely symbolic data. If they can, then there is some cause for optimism toward the problem of classifying ribbon sets of templates (in contrast with arbitrary ribbon sets, which do not have boundary).

Remark 5.5.3 The twist-zeta function for positive templates defined in 85.3 was found before the full Parry-Sullivan invariant of 85.2 . In fact, the latter arose from an attempt to overcome the restriction of the twist-zeta function to positive templates. It would be useful to develop an easier way to compute template invariants which intermediate between these two; ideally it should be well-defined for all templates but should contain more embedding information than does the full Pary-Sullivan invariant.

## Chapter 6: Concluding Remarks

In this monograph we have described tools, developed largely in the past fifteen years, which permit the explicit construction and description of those knot and link types realised as periodie orbits in certain classes of three-dimensional flows. The principal tool is the template, which allows the reduction of a threedimensional flow having a hyperbolic invariant set to a semiflow on a branched two-manifold. We also develop a "template calculus:" a symbolic language for the characterization and manipulation of templates. These techniques are described in Chapter 2. They build on "classical" ideas from knot theory and dynamical systems theory, which we review in Chapter 1.

In Chapter 3 we have used these tools to derive general results on template knots, and to prove the existence of a universal template which contains (infinitely many) representatives of all tame knots and links. Here the tone is that of inclusion. Chapter 4 takes a more exclusive viewpoint; we focus on restricted classes of templates, especially that corresponding to the "simplest" suspension of Smale's horseshoe map. We show that in such cases only limited classes of knots can occur, and that uniqueness results may be used to distinguish branches of periodic orbits in bifurcation studies. The chapter ends with a return to inclusiveness, as we show that the universal template of Chapter 3 occurs within the flows of an open set of ODEs near a double Silnikov type homoclinic bifurcation point.

Chapter 5 takes a different direction in that we turn to the characterization of templates per se instead of the knots and links they support. Template invariant theory is less well-developed than the corresponding theory for knots, and this chapter is necessarily more tentative in nature and limited in scope than the rest of the book.

In the course of the text we have noted or hinted at a number of open questions. In the hope that they may stimulate future work, we collect and expand on them here. We also give references to some relevant (and mostly recent) literature of which we learned shortly before the book went to press.

## Problems in template theory and applications

Problem 6.0.1 The best sort of result one could hope for in template theory pould be an easily-computed, discriminating template invariant. This appears to be a very difficult undertaking, as mentioned in Chapter 5. However, as the number of new knot-and-link invariants seems to be growing daily, there is hope that some of these recent invariants can be exported to template theory: e.g., the quantum template invariants mentioned in 85.5 .

Problem 6.0.2 As an alternate approach to the previous problem, it would be
very useful (and indeed, it seems quite feasible) to develop a rough classification theorem for templates. The crudest such result would provide necessary and sufficient conditions for determining when a template is universal. Natural refinements of this classification would include a compact way to describe how a template fails to be universal (e.g., the template is positive). Since we have shown that every template is universal up to embedding, this would entail some sort of description of how the strips are embedded (e.g., they are all linked in too-complicated a manner, or perhaps each strip is knotted and forces satellite knots , ete.). We recall Conjecture $3.2,24$, which states that a template is universal if it has a sufficiently large unlink within it - failure to be universal may be encoded in the size of the largest unlink. A related problem is to determine whether or not a universal template (one which contains all knots) must be very universal in the sense that it contains $\mathcal{V}$ as a subtemplate (and hence, all links, infinitely many copies of all links, ete.). However, this appears to be a rather messy problem.

Problem 6.0.3 There are several lesser problems concerning universal templates. For example, how are the knot types distributed in the space of periodic orbits? Are the unknots dense in this space? Answers to such questions would give an idea of the probability of finding a particular type of knot within the periodic orbit set.

Problem 6.0.4 In applying template theory to studying fibred knots (reeall $\S 2.3 .4$ ) it is unclear how much information is encoded in the template associated to the fibration. In all the examples computed here (related to the figure-eight knot and the Whitehead link), the derived templates are universal. It is reasonable to guess that every fibred link with pseudo-Anosov monodromy which is not a positive braid has a universal template associated to its fibration. However, if this is not true, then the templates would serve as a tool for distinguishing certain fibred links. Or, perhaps, finer information than the planetary link as a whole could be derived from the template.

Problem 6.0.5 In applying template theory to templates derived from flows, we have restricted ourselves to uniformly hyperbolic dynamical systems, for which the Template Theorem applies. It would be of great interest to adapt the proof to non-umformly hyperbolic cases (covered by Pesin theory), which are known to be crucial for describing the full dynamics of smooth maps of Henon type and their attractors [131, 140].

Problem 6.0.6 In a related vein, the material of Section 5.4 also suggests a new direction. Indeed, while the study of templates for hyperbolic sets has matured over the past fifteen years, there have been few application of templates to attractors per se. This is perhaps mainly because it is very difficult to prove that non-trivial, indecomposable attractors exist for flows defined by specific ODEs, while hyperbolic (sub-) sets are relatively easy to find. We note that Kennedy in his Ph. D. dissertation [102] shows that the Lorenz-like templates (Section 2.3.1) are realized as models for attractors in certain geometrically defined flows,
and there has been some interesting work showing that certain classes of ODEs contain geometric Lorenz attractors: see [44], [156], and [152]. However no other type of template has been rigorously associated with the full attractor of an ODE. The examples given in Section 2.3.3, and the proof of Section 4.4.2 that a universal template lies in the flow near a double Silnikov homoclinic connection, all involve hyperbolic sets which may belong to an attracting set, but which certainly do not comprise the whole attracting set.

A further complicating factor, mentioned briefly in Section 5.4, is the issue of invariant sets or attractors with infinite (countable) Markov partitions, which may require kneading theory for a full description, as does the (geometrical) Lorenz attractor. Williams [194] gives a method for the construction of infinte Markov partitions for the sub-Lorenz templates of Chapter 5. J. Wagoner [185], [186], has also studied infinite Markov partitions, but not in the context of templates. This ared is also open.

Problem 6.0.7 The largely non-rigorous ideas of Section 2.3.5, in which templates are derived from embedded (experimental) time series, continue to attract interest. Papers following up on $[128]$ include $[126,121]$ and $[108,159,109,111$, $110,113,112$ ]. The reference [126] is notable in that it shows explicitly how different embeddings can give rise to templates carrying topologically distint links of periodic orbits (although this is not surprising, in view of the fact that all templates are umversal, up to embedding (Theorem 3.3.5).) It would thus seem important to derive embedding-invariant descriptions of templates, $c f$. the Pary-Sullivan invariants of Chapter 5 .

Problem 6.0.8 Perhaps the greatest shortcoming of the techniques detailed in this book (except for portions of Chapter 5) is their inherent three-dimensionality. Knotting and linking of periodic orbits is simply impossible in higher dimensions. In terms of trying to derive topological information from time series data, [136] and [127] are good first steps in deriving higher dimensional topological structures from time series.

Other avenues are also open. There is a well-defined notion of higherdimensional knot theory in which $k$-spheres are knotted and linked within $(k+2)$ spheres. Several authors have suggested applying such perspectives to dynamical problems [ 128,130 ]; however, there is a glaring lack of dynamically relevant spheres except for 1 -spheres (periodic orbits). What can (and should) be explored is the presence of knotted $k$-tori in $(k+2)$-dimensional flows. Such tori may be nontrivially knotted, thought not in the way that one might expect, given one's intuition in $\mathbb{R}^{3}$. Here is an example: consider a nontrivial knot $K \subset \mathbb{R}^{3}$. Then $K \times S^{1} \subset \mathbb{R}^{3} \times S^{1}$ is a nontrivially knotted torus in a 4 -manifold. It is clear to see how such knotted tori would arise naturally in several contexts, including periodically excitation of three dimensional ODEs possessing hyperbolic periodic orbits.

In this context it remains to develop a good knot theory for embedded tori (almost all of the work in higher-dimensional knot theory has been done with spheres), and then to find key examples in which embedding information can
be easily derived. It appears unlikely that a higher-dimensional template theory is possible; however, considering the embedding data in Hamiltonian systems might be a good place to start.

# Appendix A: Morse-Smale / Smale Flows 

## A. 1 Morse-Smale flows

In Morse-Smale flows the basic sets are simply closed orbits and fixed points: there is no "chaos" and hence little need for templates. Nevertheless, such flows form an interesting and important class. Here we review basic facts about Morse-Smale flows, culminating in the result of M. Wada [184] that characterizes which links ean be realized as the periodic orbit link of a nonsingular Morse-Smale (NMS) flow on the 3 -sphere. (Recall that a nonsingular flow is a flow without fixed points.) Surprisingly, a subclass of these links is precisely the set of realizable links in a special class of Hamiltonian systems [35] (see Remark A.1.14).

We recall the definition of Morse-Smale flows from Chapter 1:
Definition A.1.1 A flow $\phi_{t}$ on a manifold $M$ is $M o r s e-S m a l e ~ i f, ~$

- The chain recurrent set is hyperbolic,
- The stable and unstable manifolds of basic sets meet transversely.
- Each basic set consists of a single closed orbit or fixed point.

For $M$ a compact manifold, it follows that there are a finite number of periodic orbits and fixed points.

Among structurally stable flows, Morse-Smale flows have attracted special interest. Morse-Smale flows are dense in the $C^{1}$ topology of $C^{1}$ flows on compact 2-manifolds (this follows from Pugh's closing lemma [147]). In the $C^{\infty}$ case the density result is known only for orientable compact 2 -manifolds [142] and for the projective plane, the Klein bottle or the torus with a cross cap [78]. For other nonorientable 2 -manifolds the question remains open. On any manifold, Morse-Smale flows form a dense subset among the gradient flows, regardless of the smoothness class. An excellent account of these results can be found in [139] and the references there.

Example A.1.2 We give a construction for a NMS flow on $S^{3}$ with two closed orbits: one attractor and one repellor, which form a Hopf link as illustrated in Figure $1.9(\mathrm{c})$, Consider the solid torus $V_{1}=D^{2} \times S^{1}$ as the subset of $\mathbb{R}^{2}$ (in polar coordinates) crossed with $S^{1}$ given by

$$
V_{1}=\left\{(r, \theta, \phi) ; 0 \leq r \leq 1, \theta, \phi \in S^{1}\right\} .
$$

Place a flow on $V_{1}$ given by the vector field

$$
X=(\dot{r}, \dot{\theta}, \dot{\phi})=(-r, 0, f(r))
$$

where $f(r)$ is a smooth nonnegative bump function with support in a small neighborhood of $r=0$. Let $V_{2}$ denote a second copy of $V_{1}$ outfitted with the "backwards" vector field $-X$. As such, we may match the vector fields on the boundaries of $V_{1}$ and $V_{2}$ and glue these solid tori together via $\Phi: \partial V_{1} \rightarrow \partial V_{2}$ given by $(\theta, \phi) \mapsto(\phi, \theta)$.

There are several ways to show that gluing $V_{1}$ and $V_{2}$ together in this manner yields $S^{3}$, concluding the existence of the desired NMS flow: we review one such procedure. Observe that gluing two disks together along their boundary in the obvious way produces a 2 -sphere. Likewise gluing two 3 -balls together yields a 3 -sphere. If we cut out a small neighborhood of a diameter in one of the 3 -balls, the remaining portion of that 3 -ball is a topological solid torus. However, the umion of this neighborhood and the other 3-ball is also a solid torus. Thus, we have realized $S^{3}$ as a umion of two solid tori (in this case, $V_{1}$ and $V_{2}$ ) glued together along their boundaries in a manner which exchanges the meridian and longitude as per $\Phi$. The resulting NMS flow is pictured in Figure A.1.


Figure A.1: A NMS flow on $S^{3}$ which has one attractor and one repellor arranged in a Hopf link.

Not every manifold supports a nonsingular Morse-Smale flow, or even a nonsingular flow for that matter. A simple Euler characteristic criterion determines
if a manifold supports a nonsingular flow, Morse-Smale or otherwise. This criterion is a mild extension of classical results due to H . Hopf and Poincare [124]:

Lemma A.1.3 Let $M$ be a compact manifold whose boundary, possibly empty, has been patitioned into two collections of connected components, $\partial_{-} M$ and $\partial_{4} M:$

$$
\begin{gathered}
\partial M=\partial_{-} M \cup \partial_{+} M \\
\emptyset=\partial_{-} M \cap \partial_{+} M
\end{gathered}
$$

Then there exists a nonsingular vector field on $M$, pointing inward on $\partial_{-} M$ and outward on $\partial_{+} M$, if and only if $\chi\left(\partial_{-} M\right)=\chi(M) .{ }^{1}$

Asimov [12] has shown that every manfold of dimension $n \neq 3$ which satisfies the Euler criterion above supports a nonsingular Morse-Smale flow. This is false for 3 -manifolds, but Morgan [132] has characterized which 3 -manifolds support nonsingular Morse-Smale flows. Morgan's criteria are rather technical and we will not go into them here. See [132] or [35]. The basie idea behind these results is that a manifold supports a nonsingular Morse-Smale flow if and only if it admits a round handle decomposition. We give details only for the case of 3 -manifolds.

## A.1.1 Round handles

In dimension three, a round handle ( RH ) is a solid torus $D^{2} \times S^{1}$ together with a specified subset of its boundary called its attaching zone. We imagine that each round handle comes with a NMS flow having the core $\{0\} \times S^{1}$ as the sole closed orbit, as in Example A.1.2. The exit set of the flow will be the attaching zone for the round handle (possibly empty, in the case of attracting orbits). We will use round handles to build NMS flows by gluing them together so that the attaching zones are joined to the in-flowing regions of other round handles.

- 0-RH: The attaching zone is the empty set and the core is an attracting orbit. We start building a NMS flow by laying down some 0-RHs.
- 1-RH (untwisted): The attaching zone consists of two disjoint ammuli, each going longitudinally around the torns once, and the core orbit is a saddle orbit whose local stable and unstable manifolds are annuli (perhaps twisted with a nonzero but even number of half twists).
- 1-RH (twisted): The attaching zone is an ammus that wraps twice longitudinally about the torus, and the core orbit is a saddle whose local stable and unstable manifolds are Möbius bands.
- 2-RH: The attaching zone is the entire boundary, and the core orbit is a repellor.

[^11]Remark A.1.4 This definition can easily be extended to define round handles in higher dimensions: see [12],

Definition A.1.5 A RH decomposition of $S^{3}$ is a sequence of manifolds:

$$
\emptyset=M_{0} \subset M_{1} \subset M_{2} \subset \cdots \subset M_{k}=S^{3}
$$

such that each $M_{j}$ is obtained by attaching a RH to $M_{j-1}$ along its attaching zone.

Lemma A.1.6 (Asimov [12] and Morgan [132]) For every RH decomposition of $S^{3}$ there is a NMS flow on $S^{3}$ such that (1) the closed orbits of the flow are equivalent to the cores of the round handles, together with their indices and twistedness; and (2) the flow is inwardly transverse to $\partial M_{j}$ for each $j$.

Conversely, for every NMS flow on $S^{3}$ there is a RH decomposition such that (1) and (2) above hold.

Sketch of Proof: It is clear from the remarks above that if we can find a round handle decomposition, then we can build a corresponding NMS. One does have to check that the stable and unstable manifolds intersect transversely, but this can always be achieved by a small perturbation.

The other direction is harder and will require the use of the no-cycle property of Morse-Smale flows. Since in a NMS flow, all the elosed orbits are attractors, repellors, or saddles, their tubular neighborhoods are round handles. We want to use the action of the flow itself to do the attaching. But we need to order the orbits sequentially to get a decomposition. In our case, we would like to enumerate all the attracting orbits in arbitrary order, then the saddles, and finally the repellors, again in any order however, the saddles cannot be attached in arbitrary fashion. Clearly, if the unstable manifold of one orbit flows into the stable manifold of another, this latter orbit should appear first in the decomposition. But should the unstable manifold of this orbit flow back into the stable manifold of the former, a decomposition would not exist. It is the no-cycle property which eircumvents this problem.

Let $c_{1}, \ldots, c_{n}$ be the closed orbits of a NMS flow. Define $c_{i} \leq c_{j}$ if the unstable manifold of $c_{j}$ meets the stable manifold of $c_{c}$. The No-Cycle Theorem [165] states that $\leq$ is a partial ordering on the closed orbits. By choosing any total ordering compatible with $\leq$, we may use the action of the flow to attach tubular neighborhoods of the closed orbits and obtain a decomposition.

Suppose we have built up $M_{i-1}$, and want to attach the next round handle. ( $M_{0}$ is easy as it is just a 0 -RH.) Let $N_{i}$ denote the neighborhood of $c_{i}$ and let $E_{i}$ denote the exit set of the flow. The forward image of $E_{i}$ under the flow intersects $\partial M_{i-1}$. We form a bigger round handle by joining $N_{i}$ with $\bigcup_{t>0} \phi_{t}\left(E_{i}\right)$ and deleting any intersection with $M_{i-1}$. Taking the closure of this yields a RH for $c_{i}$ attached to $M_{i-1}$. A small adjustment must be applied to the boundary of $M_{i}$, which is tangent to the flow along the "edges" of $\bigcup_{t \geq 0} \phi_{t}(E)$. In addition, one must also adjust slightly to make sure things are smooth.

## A.1. 2 The 3-sphere

In this book, we have considered the knotting and linking properties of closed orbits for flows on the 3 -sphere. In [184], M. Wada characterized the class of links that could be realized as the set of periodic orbits of a nonsingular Morse-Smale flow on $S^{3}$. Actually he does a little more - each component of a link of closed orbits may be labeled with the index of the orbit: 0 (for attractors), 1 (saddles) or 2 (repellors), Wada characterizes which indexed links can be realized.

The interested reader may find Wada's paper tersely written. In particular, there are no illustrations, although the proof requires nontrivial visualization. ${ }^{2}$ A more recent paper [35] (see Remark A, 1.14) is easier to follow, but leaves out some details, referring to Wada's paper. Thus, the diligent reader might want to have both papers on hand to understand the proof. Here we present only a statement of the result and a brief outline of the proof. Before stating Wada's theorem, we construct two further examples of NMS flows on $S^{3}$. Each example shows how to build a new flow from one or more existing flows.

Example A.1.7 Consider an attractor $A$ of a NMS flow on $S^{3}$. We may remove a tubular neighborhood $N$ of $A$ and replace it with a solid torus supporting an NMS flow which is inwardly transverse to the boudary, but which contains more than a single closed orbit. Consider the return map on a meridional cross-section of $N$ : this will appear as a dise with a sink at the center of the dise, the remainder of which is foliated by invariant radial lines along which orbits tend towards the sink.

In Figure A. 2, we give three different examples of new flows that can be glued in to $S^{3} \backslash N$, illustrated by means of the cross-sectional return maps. Note that each has three closed orbits (or fixed points in the map), and that one is a saddle (as should be via simple index theory). Upon suspension of these maps, the two "side" orbits may cable about the core orbit an arbitrary number of times. Finally, we may generate all sorts of variations on this example by performing an $n$-fold branched covering of the disc, branched over the center point, as illustrated in Figure A. 3 - hence, more general cablings of orbits can be produced. Of course, one may reverse the flow direction and create NMS flows on solid tori with the attractors and repellors exchanged and the flow outward on the boundary.

We now possess several tools and components for building new NMS flows on $S^{3}$ from old ones. We next construct a NMS flow on $S^{3}$ with basic sets consisting of a single saddle orbit and two Hopf links, each a repellor-attractor pair, put together via a "split sum:"

Definition A.1.8 (Split sum) Let $L_{1}$ and $L_{2}$ be links in two three-spheres $S_{1}^{3}$ and $S_{2}^{3}$ respectively. Delete a small open 3 -ball from each of the link complements, $S_{i}^{3}-L_{i}, i=1,2$, and form the union of $S_{1}^{3}-B_{1}$ and $S_{2}^{3}-B_{2}$ by gluing them along their boundaries. We obtain a new 3 -sphere (to see this take one of

[^12]

Figure A.2: Retum maps on a cross section of an attracting orbit. Triangles refer to sinks, squares to sources, and crosses to saddles.


Figure A.3: Cablings more general than (2, $n$ ) may be created by modifying one of the above examples via a branched covering.
the balls to be a neighborhood of " $\infty$ ") with a new link denoted $L_{1}$ o $L_{2}$ and called the split sum of $L_{1}$ and $L_{2}$.

Taking the split sum of two links results in a separable link.
Example A.1.9 We will build up our flow in pieces and then glue the pieces together to obtain a flow on $S^{3}$. Let $C$ denote a cylinder $I \times S^{1}$. We can put a NMS flow on the thick eylinder $C \times I$ having a single closed orbit of index one, i.e., a saddle: see Figure A.4. The exit set is $\partial C \times$ int $(I)$. The flow enters from int $(C) \times \partial I$ and is transverse along the exit and entrance sets. The saddle orbit is the center circle of $C$ cross the midpoint of $I$.

Definition A.1.10 A simple closed curve embedded in a surface is inessential if it bounds a disk in the surface. Otherwise, the curve is said to be essential.

Now we continue with Example A.1.9. Let $V_{i, i} i=1,2$ be two 0-round handles. Attach one component of $\partial C \times I$ to an messential ammulus on $\partial V_{1}$, so that the anmulus' core bounds a disk in $\partial V_{1}$, and attach the other component to an inessential amulus on $\partial V_{2}$. We can "round off the comers" of this attaching


Figure A.4: Thickened cylinder with a saddle orbit.
so as to obtain a smooth flow on the union with the flow entering transversely along the entire boundary of the resulting manifold.

However, if we attach $V_{1}, C \times I$, and $V_{2}$ naively as in Figure A. 5 there would be a 2 -sphere transverse to the flow in the boundary. Any attempt to use this to build a flow on $S^{3}$ would force a singularity. Thus the attachment to $V_{2}$ must be done in a different way. In Figure A.6, $C \times I$ "swallows" $V_{2}$, and then turns in to attach to it. Note that $\partial C \times\{0\}$ bounds a disk in $V_{1}$ minus the attaching anmulus but not on $V_{2}$ minus the attaching ammulus.


Figure A.5: The union of two solid tori and a thick cylinder may have a sphere and a double torus as boundary.

To recap so far, the manifold $V_{1} \cup(C \times I) \cup V_{2}$ has a NMS flow with three closed orbits: two attractors and a saddle. The flow is transverse inward along the entire boundary. What is that boundary? It is the disjoint union of two tori.

The outer one, referring again to Figure A.6, contains " $\infty$ ". We glue in two new solid tori $V_{3}$ and $V_{4}$, each endowed with NMS flows, exiting transversely along their boundaries, and each containing a single closed repelling orbit at its core. In the language of round handles, we have built a flow with two 0-round handles, two 2 -round handles, and a single 1 -round handle.

This last gluing produces the desired NMS flow on $S^{3}$. If we denote a pair of distinct Hopf links by $h_{i}, i=1,2$ and the manotted saddle by $u$, then the chain recurrent set of our new NMS flow would be $h_{1} \circ h_{2} \circ u$. Wada generalizes this construction for links other than Hopf links: see W1 in definition A.1.11 below.


Figure A.6: The same handles attached differently contain only tori as boundary components.

## A.1.3 Wada's Theorem

Definition A.1.11 Let $\mathcal{W}$ be the collection of indexed links determined by the following seven axioms:

W0: The Hopf link indexed by 0 and 2 in is $\mathcal{W}$.
W1: If $L_{1}, L_{2} \in \mathcal{W}$ then $L_{1} \circ L_{2} \circ u \in \mathcal{W}$, where $u$ (here and below) is an unknot in $S^{3}$ indexed by 1.

W2: If $L_{1}, L_{2} \in \mathcal{W}$ and $K_{2}$ is a component of $L_{2}$ indexed by 0 or 2 , then $L_{1} \circ\left(L_{2}-K_{2}\right) \circ u \in \mathcal{W}$.

W3: If $L_{1}, L_{2} \in W$ and $K_{1}, K_{2}$ are components of $L_{1}, L_{2}$ with indices 0 and 2 (resp.), then $\left(L_{1}-K_{1}\right) \circ\left(L_{2}-K_{2}\right)$ ou $\in \mathcal{W}$.

W4: If $L_{1}, L_{2} \in W$ and $K_{1}, K_{2}$ are components of $L_{1}, L_{2}$ (resp.) each with index 0 or 2 , then

$$
\left(\left(L_{1}, K_{1}\right) \#\left(L_{2}, K_{2}\right)\right) \cup m \in \mathcal{W}
$$

where $K_{1} \# K_{2}$ shares the index of either $K_{1}$ or $K_{2}$ and $m$ is a meridian of $K_{1} \# K_{2}$ indexed by 1.

W5: If $L \in \mathcal{W}$ and $K$ is a component of $L$ indexed by $i=0$ or 2 , then $L^{\prime} \in \mathcal{W}$, where $L^{\prime}$ is obtained from $L$ replacing a tubular neighborhood of $K$ with a solid torus with three closed orbits, $K_{1}, K_{2}$, and $K_{3} . K_{1}$ is the core and so has the same knot type as $K, K_{2}$ and $K_{3}$ are parallel $(p, q)$ eables of $K_{1}$. The index of $K_{2}$ is 1 . The indices of $K_{1}$ and $K_{3}$ may be either 0 or 2 , but at least one of them must be equal to the index of $K$.

W6: If $L \in \mathcal{W}$ and $K$ is a component of $L$ indexed by $i=0$ or 2 , then $L^{\prime} \in \mathcal{W}$. where $L^{\prime}$ is obtained from $L$ by changing the index of $K$ to 1 and placing a $(2, q)$-cable of $K$ in a tubular neighborhood of $K$, indexed by $i$.

W7: $\mathcal{W}$ is minimal. That is, $\mathcal{W} \subset \mathcal{W}^{\prime}$ for any collection, $\mathcal{W}^{\prime}$, satisfying W0-W6.
Remark A.1.12 The last condition, $W \%$, means that $W$ is generated from the indexed Hopf link in $S^{3}$ by applying operations W1-W6.

Theorem A.1.13 (Wada [184]) Let $\mathcal{F}$ be the set of indexed links which can be realized as the collection of periodic orbits of a NMS on $S^{3}$, respecting index. Then $\mathcal{W}=\mathcal{F}$.

Outline of proof: The argument for $\mathcal{W} \subset \mathcal{F}$ is straightforward though tedious. We must show that $\mathcal{F}$ obeys axioms W0 through W6. Example A.1.2 establishes W0. Example A.1.7 shows axiom W6 can be realized and Example A.1.9 can be generalized to show $\mathcal{F}$ obeys $W 1$. The remaining axioms ean be similarly shown to hold by explicit constructions. ${ }^{3}$

The proof of $\mathcal{F} \subset \mathcal{W}$ uses an induction strategy. Let $\mathcal{F}_{i}$ be the subcollection of $\mathcal{F}$ whose elements have at most $r$ components of index 1 . For $r=0, \mathcal{F}_{0}$ contains just the Hopf link with indices 0 and 2. Thus, $\mathcal{F}_{0} \subset \mathcal{W}$. Now suppose that for somer $\geq 1, \mathcal{F}_{r-1} \subset \mathcal{W}$. Let $L \in \mathcal{F}_{r}$. The corresponding flow has a round handle decomposition. By careful surgery, one removes a $1-\mathrm{RH}$ from this flow and shows that two new flows on $S^{3}$ can be constructed from the remaining round handles. These flows have at least one fewer index 1 orbit and so are in $\mathcal{W}$. But the surgery is performed so that the process can be reversed via one of the moves $W 1, \ldots, W 6$. Hence, $\mathcal{F}_{r}$ is in $\mathcal{W}$ for all $r$.

[^13]
## A.1. 4 Extensions and applications

Remark A.1.14 Fomenko [49] has developed a general program for studying integrable Hamiltonian flows on three-manifolds which has fundamental connections to nonsingular Morse-Smale flows. Consider a symplectic four-manifold $M$ with Hamiltonian $H$, a nondegenerate constant-energy three-manifold $Q=$ $H^{-1}(c) \subset M$, and an additional integral $F$ defined on a neighborhood of $Q$ whose critical points in $Q$ form nondegenerate submanifolds. Then, we say the Hamiltonian system defined by $H$ is Bott-integrable on $Q$. This is a more general notion than that of (complete) integrability, in which every constant-energy submanifold is integrable.

For a Bott-integrable system on $Q$, there is a finite collection of critical submanifolds of $F$ on $Q$ which are periodic orbits: these form a link $L_{F}$ in $Q$. The only other critical submanifolds present are singular tori. By the Liouville Theorem [6], the complement of the critical submanifolds of $F$ in $Q$ is foliated by tori. Any component of $L_{F}$ is indexed with the index inherited from $F$. Knots of index zero or two (local minima/maxima of $F$ ) possess tubular neighborhoods foliated by tori except at the core. Knots of index one lie on one or two "bifurcation" tori, which correspond to inflection points for $F$.

Fomenko and Nguyen [50], using topologieal and dynamical methods, were the first to show that each periodic orbit of the Hamiltonian flow on $Q$ with index zero or two must be a generalized iterated torus knot: that is, it is formed from the unknot by the operations of cabling and connected sum. Cassasays. Nunes, and Martinez Alfaro [35] revisit this work and point out that the Bottintegrable energy manifold $Q$ must also support a NMS flow with cores of the RH decomposition related to the link $L_{F}$ in a natural way. Thus, they conclude that the class of indexed links realizable as the set of stable periodic orbits for some $H$ and $F$ is generated by the axioms W0, W4, W5, W6, and W7 of Definition A.1.11.

From these two works, it follows that any periodic orbit in the integrable Hamiltonian flow on $Q$ must be a generalized iterated torus knot. See $[35,50]$ for definitions and further details.

Remark A.1.15 In [157], Saito extends Wada's theorem. Given any indexed link $L$ and any 3 -manifold $M$ we camnot in general expect there to be a NMS flow on $M$, let alone one with nonwandering set $L$. However, Saito develops a eanonical procedure for producing a new indexed link $L^{\prime}$, derived from any $L$, and a new manifold $M^{\prime}$ derived from $M$, such that there is a NMS flow on $M^{\prime}$ with nonwandering set $L^{t}$. There are some minor restrictions on the initial link $L$ and $M$ must be orientable.

Remark A.1.16 Generalized iterated torus knots manifest themselves in other settings as well. Let $\xi$ be a smooth plane field on $S^{3}$; that is, in the tangent space at each point there is a plane. Consider the class of vector fields which lie entirely within $\xi$. Such flows have characteristics of both two- and threedimensional dynamics and arise in the study of contact peometry.

In [45], it is shown that [generic] singularities of a plane-field flow arise not in isolated points, but in embedded circles. Hence, the singularities of such a flow gives a link. Consider the class of flows with the simplest dynamics: gradientlike flows, for which the only recurrence is fixed points. Then the only types of links which may arise are the links described in Wada's Theorem.

## A. 2 Smale flows, abstract

In this section we review the work of Franks and others on Smale flows, especially nonsingular Smale flows on $S^{3}$. These results rely on the homology theory of filtrations associated to the flow. As this is outside the scope of this work, we will merely state results and outline applications. Thus, no use of homology will be made here. The interested reader should consult [53] as well as the references given there.

The theory outlined culminates in an abstract classification of Smale flows on $S^{3}$ using a device called the Lyapunov praph. By abstract, we mean that the embedding types of the basic sets are not determined, only which combinations of basic sets can be realized. The next section of this appendix addresses the question of how they may and may not fit together with respect to embedding.

Smale flows satisfy the same hyperbolicity and transversality conditions as Morse-Smale flows, but the basic sets may have infinitely many periodic orbits, while still being one-dimensional (or zero-dimensional if we allow for singularities). Recall from $\S 1.2$ the definition of a Smale flow:

Definition A.2.1 A flow $\phi_{t}$ on a manifold $M$ is called a Smale flow if

- the chain recurrent set $R$ of $\phi_{t}$ has a hyperbolic structure,
- the basic sets of $R$ are zero- or one-dimensional, and
- the stable manifold of any orbit in $R$ has transversal intersection with the unstable manifold of any other orbit of $R$.

Smale flows on compact manifolds are structurely stable under $C^{1}$ perturbations but are not dense in the space of $C^{1}$ flows. It is easy to see that for dim $M=3$, each attracting and repelling basic set is either a closed orbit or fixed point. The admissible saddle sets, however, include suspensions of irreducible subshifts of finite type and can be nontrivial, i.e. they can have infinitely many closed orbits. Thus, while there are no strange attractors or repellors, complicated saddle sets may exist, which can be modeled by templates. Indeed, as we shall see, a suspension of the horseshoe, together with an attractor-repellor pair of periodic orbits, provides an important example of a nonsingular Smale flow.

Given a suspended subshift of finite type we can construet a Markov partition and a corresponding transition matrix $A$. We can encode additional information about the embedding of a basic set by modifying the transition matrix:

Definition A.2.2 Given a Markov partition for a cross section of a basic set with first return map $\rho$, assign an orientation to each partition element. If the partition is fine enough the function

$$
O(x)= \begin{cases}+1 & \text { if } \rho \text { is orientation preserving at } x, \\ -1 & \text { if } \rho \text { is orientation reversing at } x,\end{cases}
$$

is constant on each partition element. The structure matrix $S$ is then defined by $S_{i j}=O(x) A_{i j}$, where $x$ is any point in the $i$-th partition element. (This is slightly different then the structure matrix defined in $\$ 5.2$.)

Example A.2.3 For a suspension of the full shift on two symbols modeled in a flow by the Lorenz template, $\left[\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right]$ is the structure matrix. However, if the suspension of the full two-shift is modeled by the horseshoe template, then $\left[\begin{array}{rr}1 & 1 \\ -1 & -1\end{array}\right]$ is the eorresponding structure matrix.

Later, we will define the linking matrix of a saddle set in a Smale flow that encodes how the orbits in the saddle set link the attracting and repelling orbits in the flow.

The suspension of any irreducible subshift of finite type can be realized as a basic set in a Smale flow on any manifold of dimension three [148] or greater [191]. The technique of [148] typically introduces many singularities. Franks [54] has observed that the realization result in [148] holds true for any structure matrix.

Theorem A. 2.4 (Franks [54]) Suppose $S$ is an imeducible integer matrix. Then there exists a nonsingular Smale flow $\phi_{t}$ on some 3 -manifold with basic set A whose structure matrix is $S$. It is possible to choose $\phi_{4}$ so that each basic set of $\phi_{t}$, except for $\Lambda$, consists of a single closed orbit.
Theorem A.2.5 (Franks [54]) Suppose $\phi_{4}$ is a nonsingular Smale flou on $S^{3}$ with a basic set having an $n \times$ a structure matrix $S$. Then if $\operatorname{det}(I-S) \neq 0$, the group $\mathbb{Z}^{n} /(I-S) \mathbb{Z}^{n}$ must be cyclic.
Example A.2.6 The matrix $S=\left[\begin{array}{ll}1 & 2 \\ 2 & 1\end{array}\right]$ camnot be realized as the structure matrix of a nonsingular Smale flow on $S^{3}$, since the quotient group $\mathbb{Z}^{2} /(I-S) \mathbb{Z}^{2}$ has presentation $\langle x, y: 2 x=2 y=0\rangle$, which is isomorphic to $\mathbb{Z}_{2} \mathbb{Z}_{2}$.

Suppose there is a single attracting closed orbit $\gamma_{a}$, and a single repelling closed orbit $\gamma_{r}$, with all other basic sets saddles. Then we may compute the absolute value of the linking number of $\gamma_{a}$ and $\gamma_{r}$ as follows. Let $\Lambda_{1}, \ldots, A_{n}$ denote the saddle sets and let $S_{1} \ldots S_{n}$ denote the respective structure matrices. It is shown in [51] that

$$
\left|\ell k\left(\gamma_{a}, \gamma_{r}\right)\right|=\prod_{i=1}^{n}\left|\operatorname{det}\left(I-S_{i}\right)\right|
$$
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Figure A.8: A template for the flow in Figure A.7.
of the $C_{k}$ in between. Now form a loop consisting of $\gamma_{i z}, p_{i}, p_{j}$ and, if needed, at short segment in $D_{i}$ and in $D_{j}$. If the $C_{k}$ have been chosen small enough, then the linking number of any such loop with a specified component of $L$ depends only on $i$ and $j$. One can find sufficiently fine $\left\{C_{i}\right\}_{i=1}^{n}$ by changing the matrix $A$ in its shift equivalence class. This also determines a structure matrix $S$.

Definition A.2.8 The linking matrix $K$ associated with such a choice of the $C_{k}$ for a given link $L$ is then defined to be

$$
K_{i j}=S_{i j} t_{1}^{t_{1} t_{1}} t_{2}^{k_{2}} \cdots t_{\mu}^{k_{\mu}}
$$

where $\mu$ is the number of components of the link and $\ell k_{p}$ is the linking number of the loops formed from segments connecting $C_{2}$ to $C_{3}$ and the $p$ th component of $L$.

Theorem A. 2.9 (Franks [52]) Suppose that $\phi_{t}$ is a nonsingular Smale flow on $S^{3}, L$ is a $\mu$-component link of closed orbits oriented by the flow, each an attractor or repellor, and that $\left\{K_{i}\right\}_{k=1}^{n}$ are linking matrices of the saddle sets with respect to $L$. Let $m_{i j}$ denote the linking number of the ith component of $L$ with the $j$ th component of the set of attractors and repellors not in $L$. If $\mu=1$, i.e., $L$ is a knot, then

$$
\Delta_{L}(t)=\frac{(1-t) \prod_{i} \operatorname{det}\left(I-K_{i}\right)}{\prod_{k}\left(1-t^{m l_{1 k}}\right)}
$$

is an isotopy invariant of the ariented knot, up to maltiples of $\pm t^{ \pm 1}$. This invariant is precisely the Alexander polynomial of the knot [154, 33]. If, if $\mu>1$,

$$
\Delta_{L}\left(t_{1, \ldots}, t_{k}\right)=\frac{\prod_{i} \operatorname{det}\left(I-K_{i}\right)}{\prod_{k}\left(1-t^{m_{1 k}} \cdots t^{m_{\mu k}}\right)}
$$

is an isotopy invariant of the oriented link, up to multinles of $\pm t_{j}^{ \pm 1}$. Again, this invariant is the Alexander polynomat of the link $L$.

Example A.2.10 Figure A,9 shows a Smale flow with three basic sets. The attractor $\gamma_{a}$ is a trefoil knot. The saddle set can clearly be modeled by a Lorenz template. Using the obvious two-element Markov partition for the Lorenz template, we find that a linking matrix for the saddle set with respect to the onecomponent link $\gamma_{a}$ is $\left[\begin{array}{cc}t & t \\ 1 / t & 1 / t\end{array}\right]$. Thus, the Alexander polynomial of $\gamma_{a}$ is $-t^{-1}+1-t$. Any isolated closed orbit in a Smale flow which has polynomial different from this, up to multiples of $t$, cannot be isotopic to the trefoil.

Finally, in [56] we have an abstruct classification of nonsingular Smale flows on $S^{3}$. The major new tool is the Lyapunov graph. Given a Smale flow on a manifold there exists a smooth function from the manifold to the reals which is non-increasing with respect to the flow (time) parameter [53, pages 1 and 2]. Thus, each basic set is mapped to a point. This is called a Lyapunov function. The Lyapunov graph is defned by identifying comnected components of the inverse images of points in the real line. Each vertex of the graph is a point whose connected component contains a basic set. Vertices is labeled by the corresponding basic sets and edges are oriented by the flow direction.

Suppose $\Gamma$ is an abstract Lyapunov graph whose sinks and sources are each labeled with a single attracting or repelling periodic orbit and suppose each remaining vertex is labeled with the suspension of a subshift of finite type. Then $\Gamma$ is associated with a nonsingular Smale flow on $S^{3}$ if and only if the following are satisfied: (1) The graph $\Gamma$ is a tree with one edge attached to each source and each sink vertex. (2) If $v$ is a saddle vertex whose basic set has transition matrix $A$ and with $e^{+}$entering edges and $e_{v}^{-}$exiting edges then

$$
\begin{aligned}
e_{V}^{+} & \leq Z_{A}+1 \\
e_{v}^{-} & \leq Z_{A}+1 \\
Z_{A}+1 & \leq e_{\theta}^{+}+e_{\eta}^{-}
\end{aligned}
$$

Here, $Z_{A}$ is a the Zeeman number defined by $\operatorname{dim} \operatorname{ker}\left(\left(I-A_{2}\right) \leqslant \mathbb{Z}_{2}^{n} \rightarrow \mathbb{Z}_{2}^{n}\right)$, where $A_{2}$ is the mod 2 reduction of $A, \mathbb{Z}_{2}$ is the integers $\bmod 2$, and $n$ is the size of $A$.

An abstract classification theorem for Smale flows in $S^{3}$ with singularities has been obtained by de Rezende [40].

## A. 3 Smale flows, embedded

The contrast between Smale and Morse-Smale flows reveals itself not only in the saddle sets, but also in the embedding of the isolated periodic orbits. For a nonsingular Smale flow on $S^{3}$, any link can be the attractor, in contrast to the restricted class described in Wada's Theorem A.1.13.
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Figure A.10: The suspension of a disk map in which the saddle points trace out a braid.

As a final variation on this theme we prove the following result, which is a bit weaker, but has an interesting proof:

Theorem A.3.3 If $L$ is any smooth link in $S^{3}$, then there exists a nonsingular Smale flow with one saddle set such that $L$ is a subcollection of the set of attractors, and such that there is a unique repellor which, together with one other aftractor, forms a Hopf link separable from $L$.

Proof: Figure A. 11 shows a Smale flow whose saddle set can be modeled with the template $\mathcal{V}$ from §3.2. The attracting and repelling orbits form a Hopf link which can separated from the saddle set by a 2 -sphere.

Recall the DA move for templates, related to the DA procedure of $\S 2.2 .2$, and used on the horseshoe template in $\S 4.2$.1: this involves splitting a template $T$ along a periodic orbit $K$ to obtain a new template $D A_{K}(\mathcal{T})$ with $K$ as an attractor. Figure A. 12 shows this process for an orbit on $\mathcal{V}$. Now, if $\mathcal{T}$ is a model of a saddle set in some Smale flow, we may form a new Smale flow, replacing $\mathcal{T}$ with a saddle set modeled by $D A_{K}(\mathcal{T})$ and a new attracting orbit with knot type $K$, linking each orbit in $D A_{K}(\mathcal{T})$ just as $K$ did. By looking at the action on branch line charts, it is clear that this splitting on a connected template yields a comnected template; all other basic set are unchanged. In Figure A.13, we show the result of this construction on the Smale flow of Figure A. 11 using the orbit depicted in Figure A. 12.

By Theorem 3.2.8, the link $L$ is in $V$ as a collection of closed orbits $K_{1}, \ldots ; K_{n}$. We apply the DA process above to $K_{12} \ldots, K_{n}$ successively to produce the desired flow.

Remark A.3.4 We now have a method for creating new Smale flows from old ones that at least suggests a bifureation process, much as in Examples A.1.7 and A. 1.9 of §А. 1 .


Tigure A.11: A miversal template $V$ in as Sraske flow

## A.3.1 Lorenz templates
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Figure A.12: The DA move on a closed orbit in $V$.
just another solid torus, $N_{r}^{t}$. We may now build a Smale flow with an attractor in $N_{a}^{\prime}$ a repellor in $N_{r}^{\prime}$ and a Lorenz saddle set in $N_{\mathcal{L}}$.

The exit set of $N_{\mathcal{L}}$ contains two anmuli which are labeled $X$ and $Y$ in the figure. Call the cores of $X$ and $Y, x$ and $y$ respectively. The reader should check that $x$ and $y$ each bound disks in $\partial N_{a}^{t}$.

Upon further inspection the reader should be able to see that $x$ and $y$ can be made parallel. To be more precise, $y$ and $x$ together form the boundary of an amulus in $\partial N_{a}^{t}$.

Now, instead on attaching a handle at $C$ and $C^{t}$, attach one to $B$ and $B^{t}$ as shown again in Figure A.14. This time call the solid torus obtained $N_{a}^{\prime \prime}$. As before $N_{C} \cup N_{a}^{\prime \prime}$ is a solid torus with solid torus complement in $S^{3}$. Thus we have a Smale flow. Is it the same as the previous example?

To see that these flows differ, consider again the loops $x$ and $y$. They are still both inessential, that is they both bound disks in $\partial N_{a}^{\prime \prime}$. But they are no longer concentric. This can be seen from careful study of the figure.

These two examples are the only Smale flows with the three basic sets we specified with both the loops $x$ and $y$ inessential in the boundary of the tubular neighborhood of the attracting orbit, We shall not prove this fact here, though the argument is quite standard.

In order to complete our task we have to consider two more cases, $x$ and $y$ both essential and one essential and the other not. An example of the latter ean be obtained by attaching a handle to the disks on the 3 -ball labeled $A$ and $B$ in Figure A.14. It can be shown that if $y$ is essential and $x$ is not, then the anmulus $Y$ ean have any number of full twists if $y$ is unknotted. If $y$ is knotted, it must be a torus knot, and the amount of twist is fixed by the knot type of $y$. In all cases $X$ is untwisted and the attractor-repellor pair forms a Hopf link. In Figure A. 15 we show the $y$ loop is a $(2,1)$ curve on $A$. Detailed proofs of these
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Figure A.14: A neighborhood of the Lorenz saddle set is glued to a 3-ball.


Figure A.15: The $y$ loop is a $(2,1)$ cable.
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## Index

*-factorizable, 123
*-prime, 123
accumulations, $75,77,105$
adjacent, 70
admissible, 22
Alexander polynomial, 184
Alexander's Theorem, 12, 69
Anosov, 17
appending an ear, 85
attaching zone, 173
attractor, 35
expanding, 35
hyperbolic, 35,43
Lorenz, 33
Plykin, 36, 91
belt trick, 64
Bennequin inequality, 16, 73
bifurcation
gluing, 129
Hénon map, 119
homoclinic, 129
Hopf, 29, 108
noose, 111
pair, 114
period-doubling, 28, 108
period-multiplying, 109
pitchfork, 28, 108
saddle-node, $28,108,121$
boundary, 62, 144
braid. 10
axis, 12
closed, 11
generators, 11
group, 10, 83
template, 98
positive, 12
template, 69
braid index, 16,117
branch line, 38
branch segment, 61
branched manifold, 34
cable, 9
chain recurrent set
flow, 21
map, 19
companion, 9
composite, 8
computed twist, 155
concatenation, 70
conjugacy, 17
conjugate
inflation, 81
comnected sum, 8
DA, 42
Duffing equation, 49
edge graph, 23
elliptic orbit, 109
entropy, 26
equilibrium, 17
equivalence
expansion, 147
flow, 147
strong shift, 146
template, 143
essential, 176
expanding attractor, 35
expansion equivalence, 147
faithful, 9
Farey mediant, 133
Farey neighbors, 130
female orbit, 114, 124
fibred, 54
figure eight template, 56
figure-eight knot, 5, 95
fixed point, 17
flow, 20
hyperbolic, 21
Morse-Smale, 22, 171

Smale, 22, 181
stable manifold, 21
Stable Manifold Theorem, 22
suspension, 20
unstable manifold, 21
flow equivalence, 147,150
generalized iterated torus knot, 10
genus, 13
Bennequin inequality, 16, 73
concatenation, 72
torus knot, 14
gluing bifurcation, 129
butterfly, 130
figure-of-eight, 130
Hênon map, 119
Hamiltonian systems, 180
homoclinie, 26
Hopf bifureation, 29, 108
Hopf link, 12, 171
horseshoe
map, 25
template, 48, 112
torus knots, 115
hyperbolie
attractor, 35, 43
flow, 21
map, 17
orbit, 109
induced template, 105
inessential, 176
inflation, 66
conjugate, 81
isotopic, 67
symbolic action, 67
invariant, 13
braid index, 16, 117
genus, 13
knot, 145
linking number, 13
Parry-Sullivan, 147, 150
self-linking number, 110
template, 143
twist, 156
invariant coordiante, 30
inverse limit, 35
irreducible, 146
irreducible template, 75
isotopic
ambient, 6
braid, 10
inflation, 67
knot, 6
renormalization, 65
torus knot, 8
iterated
horseshoe knot, 124
torus knot, 9, 127
itinerary, 22,31
period, 63
rotation compatible, 130
joining chart, 38
kneading
factorization, 122
invariant, 32, 122
knot, 5
cable, 9
companion, 9
composite, 8
fibred, 54
figure-eight, 5, 95
invariant, 13
iterated
horseshoe, 124
oriented, 5
presentation, 7
prime, 8
satellite, 9
torus, 7
generalized iterated, 10
horseshoe, 115
iterated, 9, 127
resonant, 112
trefoil, 5
unknot, 5
link, 5
Hopf, 12, 171
planetary, 55
separable, 13
Whitehead, 13, 56
linking matrix, 184
linking number, 13
local stable/unstable mqnifold flow, 21
local stable/unstable manifolds
map, 19
Lorenz attractor, 33
Lorenz template, 47
Lorenz-like template, $47,78,90,93$
Lyapunov graph, 181, 185
Möbius orbit, 109
male orbit, 114, 124
map
Hénon, 119
hyperbolic, 17
monodromy, 54
Morse-Smale diffeomorphism, 20
Poincare, 20
pseudo-Anosov, 56
Smale diffeomorphism, 20
Smale horseshoe, 25
Stable Manifold Theorem, 19
toral Anosov, 18
Markov partition, 24
minimal, 31
modified twist, 155
monodromy, 54
Morse-Smale
diffeomorphism, 20
flow, 22, 171
Nielsen-Thurston Theorem, 55
no-eycle property, 174
noose bifurcation, 111
orbit, 16
elliptic, 109
female, 114, 124
genealogies, 129
hyperbolic, 109
Möbins, 109
male, 114, 124
parity matrix, 149
Parry-Sullivan invariant, 147, 150
pattem, 9
period-doubling bifurcation, 28, 108
periodic, 56
pitchfork bifureation, 28, 108
planetary link, 55
Plykin attractor, 36, 91
Poincaré map, 20
Poincaré-Birkhoff-Smale Homoclinie Theorem, 26
positive
template, 69
positive template, 76,154
presentation, 7
prime, 8
pseudo-Anosov, 56
rectangle, 24
rectangles, 39
reducible, 56
Reidemeister moves, 7, 13
renormalization, 64
isotopic, 65
resonant torus knot, 112
RH decomposition, 174
ribbon set, 150
rotation compatible, 130
round handle, 173
saddle-node bifureation, 28, 108
in Hénon map, 121
satellite, 9
Seifert Conjecture, 75
Seifert surface, 14,54
self-linking number, 110
semiconjugate, 23
shift map $\sigma, 22$
Shil'nikov connection, 51, 134
Smale
diffeomorphism, 20
flow, 22, 181
split sum, 175
splitting chart, 38
stable manifold
flow, 21
local, 21
map, 19
local, 19
Stable Manifold Theorem, 19
flow, 22
strong shift equivalence, 146
structural stability, 17
structure matrix, 182
subshift of finite type, 22, 105, 145
one-sided, 24
subtemplate, 64, 97
suspension, 20
syllables, 117
symbolie dynamies, 22
symbolic period, 63
template, 37
boundary, 62
branch line, 38
branch segment, 61
companion, 124
equivalence, 143
figure eight, 56
gluing
butterfly, 130
figure-of-eight, 130
horseshoe, 48,112
induced, 57,105
inflation, 66
isotopic, 67
irreducible, 75
joining chart, 38
Lorenz, 47
Lorenz-like, 47, 78, 90, 93
moves, 143
normal form, 38
positive, $69,76,154$
renormalization, 64
isotopic, 65
ribbon set, 150
satellite, 124
Shil'nikov
double, 137
single, 135
splitting chart, 38
subtemplate, 64,97

Template Theorem, 38
universal, 69, 78, 89
$\mathcal{V}, 65,79$
Whitehead, 56
zeta function, 157
Template Theorem, 38
time series, 57
topological entropy, 26
toral Anosov map, 18
torus knot, 7
generalized iterated, 10
genus, 14
horseshoe, 115
iterated, 9, 127
resonant, 112
transition matrix, 22
trefoil, 5
twist
computed, 155
matrix, 157
modified, 155
usual, 155
universal template, 69, 78, 89
unknot, 5, 55
unlinked, 13
unstable manifold
flow, 21
local, 21
map, 19
local, 19
usual twist, 155
V, 65, 79
vertex graph, 23
Wada Theorem, 179
Whitehead link, 13, 56
Zeeman number, 185
zeta function, 154,157


[^0]:    ${ }^{2}$ The fist knot theorists tabulated knots according to the mimimal mumber of crossings in a planar projection. In these tables (see [154] or [33]) the lonots of Figure 1.1 are simplest: ine. they have the fewest possible number of crossings. Other notions of "simplicity" are of course possible [115].

[^1]:    ${ }^{2}$ The tem positive is used in both cases, either all positive crossings or all negative crossings. We find this confusing and would prefer the term wiform; however, we yield to the common practice in the remainder of this work.

[^2]:    ${ }^{3}$ The upper bound follows from direct construction.

[^3]:    ${ }^{4}$ The Stable Manifold theorem was proved in stages, by several authors, starting with the cases of A a fixed point or periodic orbit. Theorem 1.2 .9 is a rather general statement.

    There is some ambiguty about the size of $e=$ an appropriate size is usually clear from the context.

[^4]:    ${ }^{6}$ Here, the map is a semiconjugacy because points on the boundary $I_{1} \cap I_{2}=\frac{1}{2}$ admit two distinct symbol sequences $x_{2}\left(x_{1}\right)^{\infty}$ and $x_{1}\left(x_{2}\right)^{\infty}$ (ff. the ambiguity in decimal representation of reals). The maps from $f_{D}$ or $f_{T}$ to the full shift are conjugacies when restricted to the periodic orbit set. One can also get semiconjugacies if the slope of the map is of absolute value less than one: mulfiple orbits may share the same symbol sequence.

[^5]:    ${ }^{2}$ The results are proved only for the case of the toral Anosov diffeomorphism of Example 1.2.7.

[^6]:    ${ }^{2}$ He actually did this in comection with the Lorenz equation in a differem parameter regime from (2.1).

[^7]:    ${ }^{4}$ An exception occurs as in Bemark 3.1.4, which we could circumvent by defining the genus of $\left(\mathbf{u}^{k}\right)^{\infty}$ to be $k$ times the gemus of $\mathbf{u}^{\infty}$.
    ${ }^{2}$ It is an open (and challenging) problem to prove this theorem without resorting to Benmequin's mequality.

[^8]:    ${ }^{3}$ Though the suspension of the Plykin graph does not satisfy the definition of a template, it may be thought of as a template with the boundaries sewn together.

[^9]:    ${ }^{4}$ Two of us (MS, RG) tried tery hari to find a copy of $K 8$ on $V$ or $U$ before Theorem 3.2 .8 was discovered.

[^10]:    ${ }^{5}$ For simplicity, we suppress reference to the number of strips involved, which varies throughout the braid presentation, in our notation.

[^11]:    ${ }^{4}$ Recall $x(0)=0$. For review of the Euler characteristic, see [117],

[^12]:    ${ }^{2}$ A preprint of Wada's paper did include many helpful illustrations which diat not survive in the published version.

[^13]:    Whe only construction which is very difficult is that of $W 4$ - forming the commected sumi. The summary atticle [35] contains a helpful diagram.

