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Abstract—This paper investigates the problem of efficient data 

dissemination in Mobile Ad hoc NETworks (MANETs) with high 

mobility. A testbed is presented; which provides a high degree of 

mobility in experiments.  The testbed consists of 10 autonomous 

robots with mobile phones mounted on them. The mobile phones 

form an IEEE 802.11g ad hoc network to communicate with each 

other. A dynamic network topology is assumed, where the mobile 

devices form a cooperative cluster in order to exchange data 

packets among each other. In our multimedia exchange scenario, 

the initial state is that one device carries all information, and the 

goal is to convey that information to all devices. A strategy is 

proposed that uses UDP broadcast transmissions and random 

linear network coding to facilitate the efficient exchange of in-

formation in the network. An application is introduced that im-

plements this strategy on Nokia phones. The measurement results 

collected from the testbed are presented, and the performance of 

the proposed strategy is compared to a reference strategy that is 

based on TCP unicast connections. 

Keywords – data dissemination; MANET; mobility; testbed; 

robots; network coding 

I.  INTRODUCTION 

The problem of efficient data dissemination in mobile ad-
hoc networks is a particularly interesting research topic. Typi-
cally we intend to share some kind of multimedia content, such 
as pictures, audio or video files, originating from a single 
source with a larger set of receivers or sink nodes. The size of 
the data set to be shared can vary greatly depending on the 
scenario. This content is always divided into numerous packets 
because of the limitations of the underlying communication 
systems. The goal is to ensure reliable delivery for the content 
as a whole, and not only for the individual packets. 

Since the same data set should be delivered to all receivers, 
the broadcast nature of the wireless channel allows for an effi-
cient delivery of innovative information. The existing reliable 
broadcasting protocols for mobile ad hoc networks [1], [2], [3] 
generally focus on the delivery of individual packets, which is 
an inherent limitation of these protocols that results in signifi-
cant management overhead. It is more efficient to consider the 
entire data set as a unit, and apply some sort of coding scheme 
on top of it. Using a rateless erasure code, a single coded pack-
et can convey useful information about the whole data set. 

Thus it suffices for a receiver to retrieve any subset of coded 
packets of size slightly larger than the set of source packets.  

 Network coding [4], [5] is well-suited for this task because 
of its clear advantages for mobile multi-hop communication 
systems [6], [7], [8]. Our previous work also focused on the 
feasibility and tuning of network coding for mobile platforms 
[9], [10]. The authors in [11], [12] proposed to use network 
coding to enhance cooperation among network nodes in vari-
ous communication scenarios. We have also developed a pro-
tocol based on network coding that forms a cooperative cluster 
of mobile devices to repair packet losses on-the-fly [13]. 

The authors in [14] analyzed the problem of data dissemi-
nation and proposed a centralized MAC–level scheme that also 
uses network coding. This work was extended in our previous 
paper [15], where static multi-hop networks were investigated. 
We developed a custom-built simulator and compared the per-
formance of several data dissemination schemes. 

As the next logical step, we continue this work by adding 
mobility to the network nodes (see Figure 1). The process of 
data dissemination is different in a dynamic network, where an 
agile protocol is required to enable the cooperating devices to 
discover transmission opportunities when other devices come 
into their communication range. 

Source

 
Figure 1. Multimedia exchange scenario with 10 moving devices 



Simulations are the fastest and most convenient way of 
evaluating various transmission schemes and protocols, but 
simulation results can also be misleading if the underlying 
transmission characteristics are not completely realistic. There-
fore we have assembled a testbed to conduct real-life experi-
ments with mobile phones and robots in different environ-
ments. 

This paper is organized as follows. Section II presents the 
investigated scenario, and then Section III introduces our test-
bed. The proposed strategy is described in Section IV, in addi-
tion Section V discusses its implementation on mobile phones. 
Section VI outlines an alternative strategy. Section VIII pre-
sents measurement results collected from our testbed, and the 
final conclusion is drawn in Section VIII. 

II. SCENARIO 

In our multimedia exchange scenario (depicted in Figure 1), 
we assume that several mobile devices form an IEEE 802.11g 
ad hoc network to communicate with each other. A data set 
with a size of several megabytes is available on one of the de-
vices. Thus the initial state is that the source node carries all 
information, and the goal is to convey this data set to all sink 
nodes. Our objective is to minimize the time and energy 
needed to perform this task. 

We assume that all nodes are constantly moving, and they 
are partially connected in a possibly multi-hop network. A 
dynamic network topology is assumed, where the nodes fre-
quently make contact with each other, exchange some data, and 
then possibly move out of range. The mobile devices should 
remain within the designated measurement area, which is pref-
erably of rectangular shape. 

Mobility should be provided by moving robots on which 
the mobile devices can be mounted. The robots are meant to 
imitate human motion to some extent (and obviously on a 
smaller scale). The main requirements regarding the robot plat-
form are sufficient speed, ease of steering, durability and pro-
grammability. 

III. TESTBED 

A. Robot platform 

Since the robots are meant to represent humans, we do not 
assume any control or communication from the phones to the 
robots. The robots are considered autonomous units that follow 
their own programming. 

It is important that the robots provide a sufficient level of 
mobility. Their speed must be comparable to the transmission 
range of the mobile devices. If they are too slow, then we end 
up with a static and partially connected network. In this case, 
all information could be exchanged very quickly, as the phones 
remain in range of each other for a relatively long time. Ideally 
the robots should be able to drive as fast as humans walk.  

Different robot platforms were tested to determine if they 
can provide the required mobility to the mobile phones. We 
considered assembling a testbed similar to [16] using vacuum 
cleaner robots, and we experimented with the iRobot Create, 

which was built especially for research purposes. It is equipped 
with a programmable microcontroller and bumper sensors, but 
it is quite slow, especially outdoors.  

As an alternative, we tested the LEGO Mindstorms NXT 
robot platform. We built several different prototypes, and we 
ascertained that these robots are indeed suitable for our needs. 
Our final prototype is similar to a remote controlled car, as can 
be seen in Figure 2. These cars can drive faster than the iRobot 
Create (max. 10 km/h), and they can also drive outdoors if 
equipped with proper wheels. A programmable unit, the NXT 
brick is responsible for controlling the motors and sensors on-
board the robot. 

We have built 10 copies of this prototype, and each robot is 
equipped with an ultrasonic and a color sensor from the stan-
dard LEGO NXT kit. The main purpose of these sensors is to 
keep the robots within the designated measurement area, and to 
prevent any collisions between robots and solid objects. The 
ultrasonic sensor can measure the distance of any obstacle in 
front of the robot, and the color sensor signals when the robot 
drives over a green line that we painted to mark the edge of the 
measurement area.  

We programmed the robots using the Not eXactly C (NXC) 
language, which is similar to standard C, but designed specifi-
cally for the NXT brick. It supports the concept of multiple 
"tasks" that are executed in parallel. 

The robots are programmed to follow a random path. From 
the starting position, they drive straight ahead for a random 
time interval (between 20 and 45 seconds), then they turn with 
a random angle, then drive straight again, and so on. When the 
ultrasonic sensor detects an obstacle, the robot is programmed 
to drive backwards, turn 30-90 degrees, then continue straight 
ahead. When they drive over a green line, they switch to full 
reverse for 2 seconds, and then turn around. This containment 
method generally works well outdoors, although it may not be 
perfect depending on the lighting conditions. 

Figure 2. LEGO robots carrying 10 Nokia mobile phones  



B. Mobile phones 

The robots have holders where the mobile phones can be 
docked during the experiments. We used 7 Nokia N97 Minis, 1 
Nokia N97, and 2 Nokia 5800 XpressMusic devices to form an 
IEEE 802.11g ad hoc wireless network for our measurements. 
These mobile phones have similar hardware and software 
specifications that are summarized in Table I. The transmission 
power was adjusted to 10 milliwatts on these Nokia phones in 
order to lower their transmission range. The automatic trans-
mission settings were also disabled.  

TABLE I.  SPECIFICATIONS OF THE NOKIA N97 AND 5800 XPRESSMUSIC  

Operating System Symbian OS S60 5th edition 

CPU ARM11 @ 434 Mhz 

Memory 128 MB SDRAM 

Display 640 x 360 pixels, 3.2 inch 

Battery 

5800 XpressMusic: BL-5J (3.7V, 1320 mAh)  

N97: BP-4L (3.7V, 1500 mAh)  

N97 Mini: BL-4D (3.7 V, 1200 mAh)  

IV. OPERATING PRINCIPLES 

Our objective is to minimize the time and energy needed to 
perform the data dissemination task. This can be achieved if we 
can make the best use of the transmission opportunities in this 
dynamically changing network topology. We propose a strat-
egy that operates based on the following principles. 

A. Detecting other devices in range 

The first step is to detect nearby devices with which infor-
mation can be exchanged. All network nodes periodically 
broadcast short update messages on UDP to notify the other 
devices about their presence. The advantage of this approach is 
that the update messages also carry valuable information about 
the current status of the sender node. This information can be 
used as feedback for the data dissemination process. 

B. Data transfer 

We consider several megabytes of data that should be con-
veyed to all receivers from a single source device. The data set 
is divided into packets of 1400 bytes. With Random Linear 
Network Coding (RLNC), we can take several of these original 
packets, and generate linear combinations of them over a finite 
field using random coefficients. The linear combinations will 
contain information about all of these packets, but they will 
have the same size as a single original packet, since addition 
and multiplication are performed over a finite field. Ideally, we 
would generate a linear combination of all packets in the data 
set, but if there are several thousand packets, then the computa-
tional complexity of the encoding and decoding operations 
would be prohibitively high on a mobile device [10]. Therefore 
we have to partition the data set into several chunks also called 
generations, each consisting of g packets. A generation is a 
series of packets that are encoded and decoded together. 

Once a nearby device is detected, the actual data transfer 
may begin. Each update message contains a bit vector (also 
called "knowledge vector") where each bit indicates if a given 
generation has been decoded on the sender device. Thereby the 

receivers know which generations are missing on the other 
devices in range. Based on this information, a receiver can start 
sending uncoded data packets (systematic coding) from a cho-
sen generation. Later the losses can be repaired with encoded 
packets which are linear combinations of the original data 
packets in the current generation. To minimize encoding and 
decoding complexity, we can use GF(2) as a finite field as 
described in [9]. On the receiver, these encoded packets are 
passed to the decoder, which will be able to reconstruct the 
original data packets after receiving at least g linearly inde-
pendent (coded or uncoded) packets from a given generation.  

If a node is inactive when receiving an update message, 
then it tries to select a random generation that is not present on 
the other device, but already received on this node. The chosen 
generation should be transmitted as fast as possible. Both for-
ward and backward error correction methods can be used with 
network coding to repair packet losses. A simple solution is to 
transmit extra coded packets right after a generation to combat 
anticipated losses. 

Each node maintains an up-to-date list of the knowledge 
vectors of the other devices in range. Thus after sending a full 
generation, a node can continue by choosing a generation that 
is missing on all devices in range. If there is no such genera-
tion, then it attempts to select one that benefits the most nodes 
in the vicinity. 

C. Completion and restart 

The source node should be able to determine when all re-
ceivers have decoded the current data set. The update messages 
also carry the completion status flags of all receivers. These 
Boolean values indicate which nodes are finished according to 
the sender of the update message. Thereby information about 
the other nodes can be quickly propagated through the whole 
network, and the source can monitor the status of all nodes. 
Note that this method is similar to hearsay in real world. When 
all nodes are finished, the source initiates the distribution of a 
new data set, possibly with different size and parameters. 

V. IMPLEMENTATION 

We have developed an application to implement the pro-
posed strategy on Nokia phones based on the principles out-
lined above. We used the cross-platform Qt framework that 
uses standard C++, but makes extensive use of a special code 
generator (called the Meta Object Compiler, or moc) together 
with several macros to enrich the language. Qt is the recom-
mended framework to develop high performance, native appli-
cations on Nokia phones. 

 The application can monitor neighboring devices, and 
measure their momentary connection quality by counting the 
received (and lost) update messages during the last second. 
After adjusting several parameters, the source device is started 
manually, but the rest of the dissemination process is fully 
automated. The application also displays the progress of data 
dissemination by showing which parts of the data set are re-
ceived on the given device. Data transfer is carried out by 
transmitting UDP broadcast packets with a payload size of 
1400 bytes that is the optimal size on WLAN to avoid frag-
mentation. 



The application records all important events and status up-
dates to ASCII log files. The update messages are numbered by 
their sender, and they are also saved to the log file when sent or 
received. Each device sends 5 update messages per second. 
Later the existing connections and the network topology can be 
reconstructed for any time instant by examining the log files. 

For visualization purposes, the application records posi-
tional data obtained from GPS receivers on the phones. The 
absolute accuracy of GPS coordinates is not relevant, since we 
only intend to record a relative path from a given starting point. 
The recorded path might have deviations from the actual path, 
but it can be used to visualize the motion of the robots in a 
simulator with respect to a common reference point. 

Another important requirement is the correct temporal or-
dering of all recorded events; otherwise we would experience 
temporal inconsistencies when we try to analyze the recorded 
log files. To tackle this problem, we have implemented multi-
client clock synchronization among the Nokia phones. This 
protocol enables the phones to precisely synchronize their tim-
ers with their neighbors. One device is selected as the master 
time server, and the others are to be synchronized to this one. 
The measured accuracy of this method is usually better than 1 
millisecond, which is more than sufficient for our needs. 

During the development process, we encountered strange 
issues with the operation of UDP sockets in Qt. After sending 
and receiving for several minutes, some devices just stopped 
receiving data on the UDP sockets. This problem is rather in-
explicable, since it only happens at data rates higher than 100 
KB/sec (for receiving). We believe that the UDP socket im-
plementation in Qt for Symbian (or the OpenC library that is 
used in Qt) has a bug which causes this issue. Therefore we 
decided to use a native Symbian socket implementation that 
works normally even at high data rates. It also provides an 
option to make the UDP socket blocking, which guarantees that 
all packets will be sent by the MAC layer. Normally, some of 
the UDP packets would be dropped in case of network conges-
tion, or if the application attempts to send data too fast. With 
the blocking flag enabled, the "writeDatagram" function will 
block until the MAC layer can actually transmit the packet. 
This solution can be used to achieve the highest possible send-
ing rate for UDP connections. We tested the performance for 
UDP unicast transmissions with two devices in close prox-
imity, and we observed that the application-level data rates can 
reach 1400 KB/sec. When broadcasting on UDP, we measured 
1050 KB/sec at best. 

VI. REFERENCE STRATEGY 

The strategy described above is based on transmitting data 
as UDP broadcast messages, but unicast connections (UDP or 
TCP) might perform better in certain situations. Unicast con-
nections have the advantage of using link-level acknowledg-
ments and rate adaptation, which are unavailable when broad-
casting. Therefore we have implemented another strategy that 
uses TCP unicast connections to perform the data dissemina-
tion task among the mobile devices. This strategy is imple-
mented within the same application, and it uses the same up-
date messages to detect other devices and to signal their current 

status. The only difference is the method of data transfer: direct 
TCP connections are established from one device to another. 

When the source receives an update message, it opens a 
TCP connection to the sender of that message, and it starts 
transmitting those parts of the data set which are not present on 
the sender. The transfer continues until the entire data set is 
delivered or until the connection is lost (when the devices 
move out of range). TCP provides reliable data transfer with 
the automatic retransmission of lost packets, therefore no addi-
tional coding is necessary. To avoid congestion, the source can 
have at most 3 active transfers at a time. The sink nodes can 
also propagate the data set to other devices. They select which 
parts to send based on the information in the received update 
messages. A sink node can only have 1 outgoing TCP connec-
tion at a time to keep the total number of simultaneous data 
transfers to a minimum. 

We observed that if the number of active connections is not 
controlled, then the network becomes congested very quickly. 
The uncontrolled sink nodes might even suppress the outgoing 
transmissions from the source, which results in extremely high 
completion times. The controlled approach ensures that data is 
transmitted as fast as possible from one device to another by 
minimizing the probability of congestion in the network. The 
implementation uses a standard TCP socket in Qt, which emits 
a signal every time data has been written to the network device. 
The signal handler writes a new batch of data to the socket if 
the output buffer is empty. This solution provides optimal data 
rates with low CPU usage. A data rate of 1300 KB/sec can be 
achieved with a TCP unicast connection with 2 devices located 
close to each other. 

VII. RESULTS 

Numerous experiments were carried out with the described 
testbed, and several hundred data dissemination test runs were 
completed. The measurements were performed in both outdoor 
and indoor environments for comparison. 

To illustrate how the connections change over time among 
the 10 network nodes, we calculated the number of direct 
neighbors and the connection qualities as measured on each 
device. For each second, we considered the incoming update 
messages from other devices. This tells us how many nodes 
were in communication range at that second. We can also de-
termine the connection quality which is a fraction between 0 
and 1 that indicates how reliable the connection was to another 
device. For example, if 3 update messages were received from 
a given node, then the connection quality is 3/5 to that device.  

We have chosen a secluded, asphalt-paved parking lot with 
dimensions of 52 by 35 meters for outdoor measurements. 
Figure 3 shows the number of direct neighbors (each neighbor 
is weighted with its connection quality) to for each of the 10 
devices during a 15-minute-long measurement at this location. 
This experiment was carried out after hours, consequently there 
were no vehicles in the parking lot. The starting position of the 
10 robots was very close to each other, and they were follow-
ing a random path for 15 minutes. As a result, the number of 
neighbors approached 9 in the beginning, but later – as the 
robots moved apart – this value decreases. On some occasions, 



it even drops to 0 for certain devices, meaning they were out of 
range of all other phones. The values are fluctuating heavily, 
which means that connections are frequently lost and re-
established. The average number of neighbors was 1.55, and 
the average duration of a connection was 6.8 seconds. 

For indoor measurements, we used a sizable canteen area at 
the university campus. This area is half as large as the parking 
lot, and numerous obstacles (e.g. tables, chairs, walls, stairs) 
are present. In Figure 4, we plotted the same indicator for a 25-
minute-long measurement at this location. The robots also 
started from the same position and followed a random path. 
The graphs are also fluctuating, although they are relatively 
more stable. The average number of direct neighbors was 3.18, 
and the average duration of a connection was 49.6 seconds. 
This indicates a higher level of connectivity indoors, which can 
be explained by the signal reflections from the walls. Note that 
the values never drop to 0 in this case. 

Several hundred data sets were also transferred to all par-
ticipating devices during these measurements. Our application 
recorded various events and statistics to log files as described 
in Section V. In addition, the application was extended to use 
the Control API of the Nokia Energy Profiler to programmati-
cally monitor (and record) the energy consumption of the mo-
bile phones. Previous experiments confirmed that these energy 
readings are accurate. 

An important metric of data dissemination is the comple-
tion time which is measured from the starting moment at the 
source until the data set is fully received by a given sink node. 
For each test run, we have sorted the results for the 9 receivers 
in the order of finishing. In Figure 5 and 6, the average comple-
tion times are plotted for the proposed and the reference strat-
egy for outdoor and indoor measurements, respectively (the 
error bars represent one standard deviation). The first observa-
tion is that the proposed strategy performs similarly in both 
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Figure 6. Comparison of completion times for the 9 receivers indoors 
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Figure 4. Number of direct neighbors during an indoor measurement with 10 

robots (as measured per device) 
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Figure 3. Number of direct neighbors during an outdoor measurement with 10 

robots (as measured per device) 
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Figure 5. Comparison of completion times for the 9 receivers outdoors 



environments, whereas the reference strategy is significantly 
slower outdoors. If we consider the last (9

th
) finishers to com-

pare the two strategies, we observe that the completion times 
for TCP are 2.4 times longer indoors and 3.6 times longer out-
doors. This can be explained by the high management overhead 
associated with TCP, since connections are frequently lost and 
must be re-established. We also see a higher variance outdoors 
for both strategies due to the more dynamic network topology. 

We have summarized the collected statistics about the data 
dissemination process in Table II. Results from 10 devices and 
hundreds of test runs were averaged, and the presented values 
refer to a single device and single data set. 

TABLE II.  DATA DISSEMINATION STATISTICS  

Metric NC+UDP Broadcast TCP Unicast 

 Outdoors Indoors  Outdoors Indoors 

Size of data set [bytes] 4 160 000 

Average completion time 

(on the last device) [sec] 
58.01 53.22 208.76 124.15 

Average goodput  

(per device) [KB/sec] 
112.4 118.09 37.34 60.92 

Average energy consumption 

(per device)  [J] 
55.04 43.55 217.13 141.77 

Normalized energy 

consumption [µJ/bit] 
1.65 1.31 6.52 4.26 

 

The best goodput (the rate of receiving useful data) was 
achieved indoors by the proposed strategy. Since more time 
means more energy, we see large differences in the average 
energy consumption values. With the TCP-based strategy, the 
devices consumed almost 4 times more energy outdoors and 
3.25 times more indoors in comparison with the corresponding 
values for the proposed strategy. In both cases, the connectivity 
was also lower outdoors, possibly resulting in more retransmis-
sions and higher energy consumption. 

VIII. CONCLUSION 

In this paper we have introduced a strategy to facilitate the 
dissemination of multimedia content in a dynamic network of 
mobile devices. A testbed consisting of 10 autonomous robots 
was used to provide a reasonably high degree of mobility in 
our experiments. We considered a scenario where the mobile 
devices are mounted on moving robots, and initially one device 
possesses the entire data set that should be conveyed to all 
other devices. We proposed a strategy that can detect other 
devices in range, perform the actual data transfer, and signal 
the completion of the dissemination process. This strategy was 
implemented on Nokia phones using the Qt cross-platform 
application framework. For comparison, we also introduced a 
reference strategy that uses standard TCP connections. We 
presented measurement results collected during numerous ex-
periments in both indoor and outdoor environments. We also 
analyzed the connectivity among the mobile devices at these 
locations. Results show that the proposed strategy outperforms 
the reference strategy 3 or 4 times in terms of completion times 
and energy consumption. Moreover, the proposed strategy 
performs similarly in both environments. 
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