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What Do Test Score Really Mean? A Latent Class Analysis of Danish
Test Score Performance

James McIntosh
Concordia University

Martin D. Munk
Aalborg University

Latent class Poisson count models are used to analyse a sample of Danish test score results
from a cohort of individuals born in 1954–1955, tested in 1968, and followed until 2011.
The procedure takes account of unobservable effects as well as excessive zeros in the data.
We show that the test scores measure manifest or measured ability as it has evolved over
the life of the respondent and is, thus, more a product of the socioeconomic status of the
parents and the human capital formation process than some latent or fundamental measure
of pure cognitive ability. We find that variables which are not closely associated with
traditional notions of intelligence explain a significant proportion of the variation in
test scores. This adds to the complexity of interpreting test scores and suggests that
school culture and possible incentive problems make it more difficult to understand
what the tests measure.

Keywords: human capital, educational production functions, test scores, ability,
unobservable heterogeneity and types

Issues in Educational Testing

Educational testing plays a very important role in our society. Educators use early test
score results to determine the most appropriate type of education stream that an individual
should follow. At the social policy level the relation between test scores and the individual’s
socioeconomic characteristics is used to inform decision makers about the need for interven-
tions to assist disadvantaged groups or to determine how much should be spent on the edu-
cational systems and at what level. There are two reasons for this. First, educational tests
taken when the respondents are adolescents have been shown to be highly significant vari-
ables in models which explain later educational attainments as well as success in labour
markets.1
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Secondly, it is believed in some quarters that ability or being smart is what really
counts and educational test score results accurately reveal cognitive ability or innate
intelligence.

Some educational researchers, Herrnstein and Murray (1994, p. 22) for example, refer to
educational test scores taken at early ages as IQ tests and write “IQ scores match, to a first
degree, whatever people mean when they use the word intelligent or smart in ordinary
language.”; others such as Flynn (2007, p. 2) refer to items in Raven’s Progressive Matrices
Test to be part of an IQ test by stating that “…a single generation on an IQ test of forty items
selected from Raven’s Progressive Matrices”. Not everyone agrees with the Herrnstein and
Murray position. Brody (1992, p. x) says

I think that individual differences in intelligence, as assessed by standardized tests,
relate to what individuals learn in school and to their social mobility. And I think
that scores on such tests are related, albeit weakly related, to race and social class
background.

Similar views are put forward by Richardson (2002) in his review of the literature on what
test scores mean.

Such divergent views reveal a serious issue which needs to be addressed. What do test
scores tell us about individual ability? Knowing exactly what test scores measure is particu-
larly important in determining schooling options (see, e.g., Cicmanec, 2009). If, for example,
it is mistakenly believed that test scores primarily measure innate intelligence then individ-
uals who do poorly on these tests could be labelled as being intellectually challenged and
encouraged or forced into vocational or less academically oriented educational alternatives.
Or what is even more damaging to them, they could be prevented from participating in pro-
grammes which address the problems that lead to their poor test score performance. On the
other hand, if test score results also reflect the stock of the child’s human capital then edu-
cation policy might be more usefully focussed on remedial programmes that help disadvan-
taged students overcome their problems.

One of the purposes of this research is first to review the literature on test score determi-
nants to see what it has to say about how test performance is determined. Although the ques-
tion that we pose is not often considered explicitly,2 there is a considerable amount of
information that is relevant and revealing of the content of test score outcomes. However,
the main objective of the project is to analyse the results from an inductive reasoning test
that was administered to a representative sample of Danish students aged fourteen in 1968.
Which variables are the most important in determining test performance? How important
are family background variables in determining how well respondents perform? How impor-
tant are unobservable effects and what might they represent? These are some of the questions
that this research will address.

The data comes from The Danish Longitudinal Survey of Youth (DLSY) and is described
in Hansen (1995), and McIntosh and Munk (2007). The data set contains information on test
scores as well as some information on the features of the households in which the respondents
lived in 1968 together with some of the characteristics of their parents. The test score results
consist of the number of correct answers to the test which we analyse using count models.

2Neal and Johnson (1996, p. 890) are among the first to make this point.

436 MCINTOSH AND MUNK

D
ow

nl
oa

de
d 

by
 [

A
al

bo
rg

 U
ni

ve
rs

ity
 L

ib
ra

ry
] 

at
 0

4:
10

 2
3 

Se
pt

em
be

r 
20

14
 



Our preferred specification is the Latent Class Poisson Model of Wedel, Desarbo, Bult and
Ramaswamy (1993) which takes account of the presence of excessive zeros as well as
dealing directly with the problem unobservable respondent characteristics. This procedure
allows respondents with the same observable characteristics to respond to them differently
because of differences in unobservable attributes. This approach is new to the analysis of
test scores.

To briefly summarize our results, like many other studies, we find that test scores depend
significantly on the characteristics of the households in which the respondents lived at age
fourteen as well as the characteristics of their parents. But we also found that variables
like the scholastic abilities of the respondent’s classmates as measured by the teacher’s
assessment of the respondent’s class or the number of siblings that the respondent had, vari-
ables which have nothing to do with the innate ability of the individual, were also highly sig-
nificant covariates in the test score model. Unobservable effects as represented by the
typology of respondents that is generated by the application of mixture distributions in
latent class models were more important than those associated with observable variables,
in particular for the two first types. Some respondents refused to answer any of the test ques-
tions suggesting the presence of incentive problems. As a result it is more difficult to deter-
mine how well testing procedures can actually elicit what test scores actually measure. This
leads to a rather different perspective on the meaning of test score results. Our results also
help us to interpret the role of genetic or biological factors in the determination of test
outcomes.

From our review of papers using the value added approach we concluded from the
low values of the coefficients of the lagged test score that test scores reflect a process
which is evolving. If, as Herrnstein and Murray believe, there is a measure which is “sub-
stantially heritable” and invariant over the individual’s life this is not what test scores
measure.

The rest of the paper is organized as follows: section 2 reviews test score analysis litera-
ture and provides a brief discussion of value added models. Section 3 describes the data and
gives a detailed description of the statistical models used in the analysis. The results are
developed in section 4 and section 5 discusses their implications and concludes.

The Test Score Literature

We begin this short review of the literature by summarizing two formal models of test
score determination. Todd and Wolpin (2003, 2007) examine test scores in an educational
production framework first suggested by Ben-Porath (1967). Here achievements or test
scores are related to the histories of two input vectors by assuming

Ti ai( ) = T Yc
i ai( ),Ye

i ai( ),mi 0( ), ei ai( )[ ]
. (1)

In equation (1) Ti(ai) is the test score of individual i at age a, and the two Y variables are
histories of input vectors up to age ai. The first are chosen by the parents and the second
consist of exogenous inputs, hence the superscripts c and e. These investments which
are made in the child as it develops contribute the child’s stock of human capital. μi(0) is
what they refer to as “the child’s endowed mental capacity or ability” and ei(ai) is a
measurement error.
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Hansen, Heckman and Mullen (2004) propose a model which is somewhat different in
structure. Their test score equation is

Ti si( ) = m si( ) + l si( )fi + 1i si( ). (2)

Unlike equation (1) the focus of attention in equation (2) is on the number of years of school-
ing attained when the score was administered, rather than age. They refer to fi as latent ability,
or fundamental cognitive ability, or just IQ, whereas the test score is manifest ability and is a
measure of observed achievement. μi(0) and fi are what we have been referring to as “innate”
ability. In this formulation achievement or manifest ability, as measured by the test score, is
determined by a zero mean IQ variable fi mediated by a scaling factor, l(si), which depends
on years of school attained together with a mean which depends on schooling as well as indi-
vidual covariates. In both models there is additional complexity since the Yc variables in the
Todd–Wolpin model and the level of schooling in the Hansen et al. model depend on the
child’s ability, a variable which is not observed by the researcher. A major consequence of
this latter feature of the processes by which test score results are generated is that unobser-
vable variables, the most important of which is latent ability or IQ, play a key role. These
are likely to be correlated with the variables that are usually included as explanatory variables
in regressions which explain test score results so that failing to take account of these unob-
servables will lead to misleading statistical results. Consequently, it is essential that pro-
cedures which deal explicitly with the presence of unobservables be employed in the
statistical analysis of test score data.

Most of the research which examines test score performance relies on data which is fairly
limited in scope. Todd and Wolpin (2007) found that having observable investments as well
as the ages at which they were made mattered as far as the results were concerned. They
showed that value added models, which use a test score administered at an earlier age as a
regressor, could be used to deal with the problems that arise from missing information.
Although there are limitations to this procedure it is quite widely used. Feinstein and
Symons (1999) apply a value added model to the British National Development Survey
which contains all children born in Britain between 3 and 9 March 1958. They find that
parental interest and peer group variables to be the most significant covariates with family
background variables like parental education and socioeconomic status, and the number of
siblings playing a significant but less important role.

Their model also provides additional insight into the true nature of test scores which
suggests to us that measured ability is dynamic and evolves over time and reflects the
effects of schooling and continuing parental investments as the Todd–Wolpin model suggests
rather than some unchanging innate level of pure intelligence. Neal and Johnson (1996, table
A3) come to the same conclusion by comparing black-white differences measured at different
test score ages.

In another value added study Segal (2012a) using the American National Educational
Longitudinal Survey finds that including a variable which indicates how well behaved the
respondent was in grade eight explains a significant proportion of the grade ten test score
even when the grade eight score is included. The only other variables that matter are
having a poorly educated father and coming from a broken home.

Value added procedures require observations on a test score at two different ages. Unfor-
tunately, the data used in this study has only one test score observation so it will not be
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possible to use a value added model in the analysis. However, it will be interesting to see how
our results compare with studies that utilize this additional information.

There are a large number of studies that use simple statistical methods and regress raw or
normalized test scores on various sets of covariates. Since these make no attempt to deal with
unobservables it is our view that less weight should be placed on their results because of the
possible biases in the estimated coefficients.

Fryer and Levitt (2004) analyse a sample of children whose average age is 66 months
using the American Early Childhood Longitudinal Study. The large sample size together
with the wealth of information that is available for each respondent make it somewhat
unusual. However, the results obtained are typical of what most researchers find. Family
background variables like parents socioeconomic status (education and occupation), home
characteristics like books at home, being read to, parents being welfare recipients, maternal
characteristics like being a teenage mother etc. all turn out to be significant. There are over
one hundred regressors of which approximately 30% are significant.

Other earlier studies in chronological order are Zajonc and Markus (1975), Gordon
(1976), Scarr and Weinberg (1978), Eckland (1979), Paulhus and Shaffer (1981), Steelman
and Mercy (1983), Neal and Johnson (1996), Peters and Mullis (1997), Albernaz,
Ferreira and Franco (2002), Diseth (2002), Zwick and Himelfarb (2011), Kempe, Eriks-
son-Gustavsson and Samuelsson (2011), and finally Hansen, Rosén and Gustafsson
(2011). A common finding in all of these studies, as well as the papers surveyed in
Sackett, Kuncel, Arneson, Cooper and Waters, (2009), is the importance of socioeconomic
status as represented by parent incomes, occupations or educational attainments.

Finally, some of our results relate to the nature–nurture debate. There is a very large lit-
erature on this topic (e.g. Daniels, Devlin and Roeder, 1997 for a survey). Causal results
usually flow from studies involving twins or adopted children. Even here there is consider-
able diversity in the results that psychology, epigenetics, and behavioural genetics research-
ers have found. While many traits, including those involving cognitive skills, depend on both
environmental and genetic characteristics, as Neisser et al. (1996) note, there is considerable
disagreement on the proportion that is genetically inherited from parents. Bouchard and
McGue (2003, p. 4) take the view that “…there is now strong evidence that virtually all indi-
vidual psychological differences, when reliably measured, are moderately to substantially
heritable”, a position which is also held by Plomin, Fulker, Corley and DeFries (1997).
On the other hand Petronis (2010, p. 722) interprets the empirical evidence from twin
studies as more favourable to environmental factors because of the high proportion of person-
ality trait variation due to non-shared environmental factors.

Methods

In this section, the data, summary statistics, and the statistical models are presented.

Data and Summary Statistics

The data comes from a survey originally carried out by E.J. Hansen (1995). Information on
3151 subjects was collected during the period 1968/1969. The data includes taxable family
income, the employment status of the subject’s mother (i.e. whether or not she remained at
home during his/her childhood), marriage status of the subject’s parents, the number of sib-
lings, the teacher’s evaluation of the school class to which the respondent attended when the
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tests were taken, the occupations and educational attainments of the subject’s parents, and the
subject’s test scores. These tests were conducted when the subjects were 13–15 years old in
1968.

There are three components of the test, a verbal test, a spatial test, and an inductive reason-
ing test. Thefirst two turned out to be unsuitable for our purposes sowe focussed exclusively on
the third test3 which contained 40 questions designed to elicit the respondent’s ability to
perform logical operations. The questions are number theoretic; the respondents are asked
to complete a sequence of numbers using the pattern in the sequence.4 The students had 18
minutes to answer all the 40 questions (Ørum, 1971, p. 26). The score is the number of
correct answers obtained on the test. Table 1 contains the relevant summary statistics for the
third test. Among the subjects there were 17 students (0.54% of the sample) whose test
scores were not observed; these subjects were not included. There are also 116 records indicat-
ing test scores of zero for all three tests. This is an interesting characteristic of the sample.Aswe
explain later, conventional statistical models fail to account for their presence. Moreover, the
fact that there are more zeros than would have occurred purely by chance suggests that there
may be problems associated with getting respondents to respond to the test questions in a
way which accurately reflects their true ability to answer them.

Table 2 contains information on the variables which are used to explain the test scores.
The variable school class quality represents the teachers opinion of the average academic
ability of the class. This is a dummy variable which takes the value one if the class was
very good or excellent. The average school score is also included as a regressor. The house-
hold variables have a straightforward interpretation. Income is household income in thou-
sands of Kroner per month. Mother home means the mother of the respondent spent most

Table 1
Summary Statistics For The Inductive Reasoning Test Scores

Summary Statistic Boys Girls

Mean 21.8 21.9
Standard Deviation 9.1 9.6

Minimum 0 0

Maximum 39 4

Percent Zero 3.4 4.0

Quartile 1 11.6 12.2

Quartile 2 30.4 30.4

Quartile 3 38.9 35.9
Quartile 4 19.1 21.4

Sample Size 1557 1577

3The verbal reasoning test actually contained some questions of a mathematical nature so it was not a
pure verbal test. Tests which examine different dimensions of ability simultaneously are difficult to
analyse and produce results which are even more difficult to interpret. The spatial test failed to
explain any of the variation in final educational attainments described in McIntosh and Munk
(2007) so it was also excluded.

4The test is available on the Web site: http://www.sfi.dk/dokumentation-6790.aspx.
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of her time at home and did not have a full time job. Broken home means that the respondent
did not live with both parents at age 14 to 15. Father’s occupation is grouped into three cat-
egories which correspond to managerial and professional occupations, skilled white and blue
collar occupations, and unskilled occupations. For fathers, the education variable is a dummy
variable indicating some form of advanced education like a university degree. For mothers
the education variable is an indicator of educational qualifications past nine or ten years of
school. More detailed categories on parent occupations and education levels were used
initially but these were not informative so more aggregated categories were employed.

Statistical Models

The most popular way of dealing with test score data has been the use of ordinary least
squares. This is consistent with classical test theory. See Schmidt and Embretson (2003), and
Bollen (2002, p. 611). In this methodology the actual score, Ti, is assumed to be equal to the
true score, T∗

i , plus an error term, εi, or

Ti = T∗
i + 1i. (3)

It has a traditional regression representation when T∗
i = Xib.

As a first step we applied ordinary least squares using robust standard errors to deal with
the potential heteroscedasticity arising from the count nature of the score data. For our data,
however, this procedure is not particularly appropriate. It does not address the problems of
excessive zeros. Table 1 shows that the test has nearly a 4% zero response for both boys
and girls.

The respondentswith these zeros actually took the tests but did not get any correct answers.
Although this percentage is quite small, regression models do not predict the tails of the distri-
butions very well. The count feature of the data was first addressed by fitting Poisson models.
However the test score data is over-dispersed relative to the Poisson model and no account is

Table 2
Variable Means and Standard Deviations

Variable Boys Girls

School Variable
Teacher’s evaluation of school class quality 0.36 (0.48) 0.33 (0.47)

Household Variables
Income 30.36 (16.88) 30.75 (16.80)

Mother home 0.37 (0.48) 0.37 (0.48)

Number of siblings 2.13 (1.50) 2.05 (0.03)

Father’s Occupation
Skilled white and blue collar workers 0.29 (0.33) 0.29 (0.46)
Professional and managerial 0.49 (0.42) 0.46 (0.50)

Unskilled 0.22 (0.15) 0.25 (0.41)

Parents’ Education
Father’s education 0.63 (0.49) 0.60 (0.49)

Mother’s education 0.79 (0.49) 0.78 (0.49)
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taken of unobserved factorswith this distribution. Negative binomialmodelswere alsofitted to
the data. In this type of model unobserved heterogeneity is assumed to have a gamma distri-
bution. Conditional on the random effect each test score is assumed to have a Poisson distri-
bution. Integrating out the unobservable effect generates the negative binomial model. This
modelling procedure deals with the over-dispersion in the data but like the regression pro-
cedures it fails to deal with the excessive number of zeros. It is also less than a completely sat-
isfactory way of dealing with unobserved heterogeneity since the random effect can not be
correlated with any of the covariates and the Poisson–Gamma model requires that all respon-
dents have test scores which depend on their family background variables in exactly the same
way. There are two reasons for rejecting the Poisson–Gammamodel. Thefirst, asHeckman and
Singer (1984) noted, the regression parameter estimates depend on an arbitrary choice of the
mixing distribution. Secondly, the distribution of theGamma error does not depend on the cov-
ariate vector Xi. This problem can be resolved by using a latent class model which allows the
errors to be correlated with the respondent’s family characteristics. We think that this is an
advantage since some of what is missing probably depends on family characteristics.

The procedure used here, which we now outline, focusses directly on the problems of
unobserved heterogeneity and excessive zeros in a count model framework. Our model is
a generalization of Heckman and Singer (1984) and belongs to the latent class models devel-
oped by Wedel, Desarbo, Bult and Ramaswamy (1993), (see also Cameron & Trivedi, 2005,
p. 678–679; Skrondal & Rabe-Hesketh, 2007; Winkelmann, 2008). We assume that there are
a finite number of types each with a different set of unobservable characteristics. We assume
that if respondent i is of type ℓ, i will respond to the covariates, Xi, which describe his or her
observable characteristics in a way which depends on these unobservable type ℓcharacter-
istics. This is our way of allowing respondents with the same observable characteristics to
respond differently to them because of differences in their unobservable characteristics.
The expected test score for an individual i who is of type ℓ, is then defined as

E Tiℓ( ) = exp Xibℓ

[ ] = miℓ, (4)

where βℓ is determined ℓ by type unobservable characteristics5 andXibℓ = bℓ0+
∑K

K=1bℓkxik.
The intercept term for type ℓ can be seen as ameasure of unobserved type ℓ ability. It affects the
test score directly. But type ℓ ability also determines what respondent i gets from variables like
parental educational attainments, for example.

For each type, the score is assumed to have a Poisson distribution and the probability of
being type ℓ is pℓ. The likelihood function for this type of model can be found in the refer-
ences listed above. The choice of the number of mixtures to apply is an empirical issue to be
determined by criteria involving the value of the maximized likelihood together with the
number of parameters. The appropriate model to be selected is determined by the data
in Table 3. The first line for each test score contains the value of the maximized likelihood
function using a single Poisson distribution with no covariates except an intercept term.6

5McIntosh and Munk (2007, p. 110) show that writing E Tiℓ( ) = exp Xib+ eℓ[ ], where eℓ is an error
which depends on Xi and takes a finite number of values, is equivalent to the model described by
equation (4).

6Our estimates are derived by maximizing the likelihood function. However, practitioners who want
to use packaged programmes can use Latent Gold 4.5 which is written by Vermunt and Magidson
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This serves as a baseline which can be used to compare other models and to construct a
pseudo-R2.7 Additional mixtures were added until there was no significant increase in the
penalized likelihood function or until convergence difficulties were encountered.

Much of the psychological and educational testing literature focusses on the analysis of
the individual items in the test rather than the score which is being used here which is the sum
of the correct answers. The procedures used in the analysis of the individual items come
under the rubric of item response theory for which a good reference is van der Linden and
Hambleton (1997).8

Results

Parameter estimates appear in Tables 4 and 5 by gender and type. Because there are a
number of respondents at each school we use White’s (1980) robust standard errors to
deal with cluster effects.9 These are used instead of the usual error to deal with any clustering
effects that might arise because there is more than one respondent from each school.

It is clear from Table 3 that the likelihood function continues to increase significantly as
the number of mixtures increases. Models with more than three mixtures failed to converge
properly and appear not to be identified; hence, the estimated parameters in Tables 4 and 5
involve only three mixtures. But three mixtures are clearly superior to the unmixed model
in terms of AIC or BIC criteria or likelihood ratio tests. This does not mean that there are
only three distinct types; there could be more but the data is not rich enough and the
sample sizes are too small to be able to estimate models with a larger number of distinct types.

Gender is important and was dealt with by using the following procedure. First, the two
genders were estimated separately. This is an inefficient way of estimating the parameters.

Table 3
Model Selection Criteria

Number of Distributions Number of Parameters In(L)

1 1 −15,223.963
1 19 −14,576.432
2 36 −11,792.938
3 59 −11,061.176
3 46 −11,068.967

(2008). Poisson models also belong to the generalized linear model family and there is a considerable
amount of software written for these models.

7The pseudo-R2 is the percentage increase in the ln-likelihood function over baseline. It is also
known as McFadden’s R2.

8Latent class analysis is sometimes applied to models which explain the results of the individual
items. Lindsay, Clogg and Grego (1991) is an example.

9Hierarchical linear models, like those described in Raudenbush and Bryk (2002), are sometimes
used to deal with clustering. However our models are not linear and these models do not deal with
unobservables. These models are also equivalent to random effects models, see Greene (2008,
p. 223), so that using a robust estimator will correct for the heteroscedasticity induced by clustering.
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However it did reveal that both the intercept terms and type probabilities were the same for
both genders. These restrictions were imposed by pooling the data but allowing separate par-
ameters for both gender and type. The value of the maximized likelihood function for
this model is −11,061.176, as indicated in the fourth row of Table 3. However, 13 of the
59 coefficients were not significantly different across gender or type and were, therefore,
constrained to be equal. These constraints satisfy a likelihood ratio test. For the restricted
model there are no obvious gender differences for types I and II. However, imposing the
same coefficients for both genders for types I and II was rejected by a likelihood ratio test.
For type III boys have significantly different coefficients for household income, father
having a professional occupation, mother’s education, and the number of siblings.

In terms of goodness of fit statistics the model fits the data well. The pseudo-R2 is 0.273.
This is quite high for sample survey data. The zeros and the first two moments of each distri-
bution are well predicted and, as Figure 1 demonstrates, the model’s predictions accurately
track the cumulative scores. Using mixtures allows all of the model to fit the data very well.

These models also accurately predict the number of zeros. Latent class mixture models
were first used by Deb and Trivedi (1997) to deal with the problem of excessive zeros. Delet-
ing the zeros generates the selection problem noted by Heckman (1979) which will lead to
parameter biases. It is also possible to use more traditional procedures involving the zero
inflated model of Lambert (1992) or the hurdle model of Mullahey (1986) but these do
not deal with unobservables.

Table 4
Mixed Maximum Likelihood Parameter Estimates For The Inductive Reasoning Test Score By Type
For Boys

Type I Type II Type III Unmixed

Household Variables
Intercept term 3.278** (0.034) 2.494** (0.070) −2.377* (1.064) 3.030** (0.024)

Family income 0.005 (0.005) 0.005 (0.005) 0.007 (0.227) 0.006 (0.05)

Mother home −0.005 (0.016) −0.005 (0.016) 0.581* (0.291) 0.014 (0.012)

Number of siblings −0.010** (0.003) −0.037** (0.010) −0.455* (0.181) 0.042** (0.003)
School Variables
Teacher’s evaluation of school

class quality
0.059** (0.012) 0.059** (0.012) 0.099 (0.366) 0.087** (0.011)

School average test score 0.003** (0.001) 0.007** (0.002) 0.280 (0.284) 0.005** (0.001)

Father’s Occupation
Managerial and Professional 0.066** (0.018) 0.333** (0.046) 1.412* (0.693) 0.138** (0.015)

Skilled white and blue collar
workers

−0.021 (0.024) 0.090† (0.052) 0.270 (0.829) −0.019 (0.017)

Parents’ Education
Father’s education 0.047* (0.023) 0.047* (0.023) 0.974† (0.606) 0.070** (0.023)

Mother’s education 0.054** (0.022) 0.022 (0.043) 1.026 (1.286) 0.058* (0.025)

Type Characteristics
Probability of type 0.593** (0.015) 0.347** (0.014) 0.061** (0.005) 1.0

Predicted mean 27.245** (1.999) 15.440** (2.760) 3.083** (3.710) 21.668** (2.161)

†,*, and ** indicate significant at the 10%, 5%, and 1% levels, respectively. Robust standard errors are in round
brackets.
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In Tables 4 and 5 the estimated coefficients for the three mixture models are displayed.
There is a set of coefficients for each type. For comparison purposes the results for the
unmixed Poisson model are displayed in the last column of the two tables. The most
interesting and important feature of our results is the difference across the three types. Type
I individuals do well on the test and they have the highest predicted mean. While their
scores depend on whether their class at school was a good one, the number of siblings and
the father having a high level job, and at least one of the parent education variables, the coeffi-
cients are much smaller than the coefficients for these variables for the other two types. It is the
intercept term which is the most important contributor to the high mean score.

Type III individuals, on the other hand, do poorly on the test and the respondents in this
group appear to be severely disaffected. Type III boys and girls respond negatively to their
parents’ income and the number of siblings they have. They do not benefit being in a school
class where performance levels are high but benefit from a mother who does not work. For
these respondents the intercept term is very small and it is probable that the non-responders or
zero scores are of this type. Type II respondents are an intermediate case. They are more sen-
sitive to their family backgrounds but have a lower intercept than Type I respondents’ term
indicating a lesser importance of unobservable effects on their performance.

The importance of this result is that it shows that individuals with akin parental types can
respond differently to their environments. This is not surprising. Parents with the same

Table 5
Mixed Maximum Likelihood Parameter Estimates For The Inductive Reasoning Test Score By Type
For Girls

Type I Type II Type III Unmixed

Household Variables
Intercept term 3.278 ** (0.034) 2.494** (0.070) −2.378** (1.064) 3.030** (0.024)

Family income 0.005 (0.005) 0.005 (0.005) 1.017** (0.291) −0.003 (0.020)

Mother home 0.007 (0.017) 0.007 (0.017) 0.407 (0.393) 0.023† (0.012)

Number of siblings −0.010** (0.003) −0.018 (0.011) −0.747** (0.181) −0.036** (0.00)
School Variables
Teacher’s evaluation of school

class quality
0.059** (0.011) 0.059** (0.011) −0.357 (0.594) 0.098** (0.011)

School average test score 0.003** (0.001) 0.007** (0.012) 0.047** (0.017) 0.005** (0.001)

Father’s Occupation
Managerial and Professional 0.074** (0.020) 0.261** (0.050) −0.864 (0.602) 0.119** (0.015)

Skilled white and blue collar
workers

0.000 (0.024) 0.158** (0.054) −0.087 (0.436) −0.002 (0.016)

Parents’ Education
Father’s education −0.045** (0.017) −0.045** (0.017) 1.924** (0.912) 0.084** (0.012)

Mother’s education −0.035† (0.020) −0.101* (0.054) −2.032** (0.473) −0.006 (0.014)

Type Characteristics
Probability of type 0.593** (0.015) 0.347** (0.014) 0.061** (0.005) 1.0

Predicted mean score 27.934** (1.964) 14.892** (2.130) 2.089 (5.410) 21.805** (2.049)

†,*, and ** indicate significant at the 10%, 5%, and 1% levels, respectively. Robust standard errors are in round
brackets.
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education or occupation can be very different and they can provide different types of advan-
tage or disadvantage for their children. Children also have different attitudes and personal-
ities. Affluent well-educated households often produce academically successful children
but they can also produce problem children and occasionally juvenile delinquents.

That the most successful respondents should be the least dependent on the observable
characteristics of the household in which they grew up is a most unusual finding and we
have not encountered anything like it in the educational test score or behavioural genetics lit-
erature. This is caused by the relatively large value of the intercept term for Type I respondents.

Intercept terms pick up the mean effects of variables which matter but can not be observed
by the researcher.10 How is this to be interpreted? One possibility is that the intercept terms
are picking up the effects of early parental investments in the child that Todd and Wolpin
mention or some other benefits that the respondents get from the household in which they
resided as children and adolescents.11 These variables could reflect what parents actually
have done for their children rather than who the parents are in terms of their educational

Figure 1. Actual vs. Predicted Cumulative Scores

10In a regressionmodel it is possible to write the equation as yi = aℓXiℓ + bUiℓ for a typeℓ respondent.
In this equation Xiℓ and Uiℓ are the observed and unobserved variables associated with respondent i,
respectively. Add and subtract bℓ

�U ℓ to get yi = bℓ
�U ℓ + aℓXiℓ + bℓ Uiℓ − �U ℓ

( )
. It is clear that the

intercept term, bℓ
�U ℓ, picks up the mean effects of variables that can not be observed. There are also unob-

servable effects due to the error term and the fact that this relationship is specific to each type. Of course, a
regression model is not the model being used here but the principle applies.

11The importance of lagged test scores in the value added papers referred to in the literature review
support this interpretation.
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or occupational characteristics, but may not have a very high correlation with the parent’s
occupations or educational attainments. They could also represent characteristics which are
external to the family such as those related to the respondent’s school, neighbourhood, or
peers. In any case what the intercept terms represent are independent of any household
specific effect: they are imposed similarly to all households.

Earlier we mentioned that there are some variables which are significant in explaining test
scores but are not associated with the respondent’s innate ability. The class quality variable is
one of them. Most Danish parents of high ability children could not arrange for their children
to be in classes where most of the other children in the class were also high ability either by
switching schools or by getting a class change for their child. The significance of this variable
is not the result of a selection process in which class ability and individual ability are synon-
ymous. Peer effects matter because 14 year olds are likely to conform and if the norm is high
educational achievement then individuals in the class will perform closer to their potential
than would be the case if the reverse were true.12 The number of siblings that the respondent
has is another example.

We are not the only researchers to find variables like these that play an important role in
explaining test score variation. Zavodny (2005) found significant correlations between stan-
dardized test score performance and hours of television watched in most of her model speci-
fications. Feinstein and Symons (1999, p. 309) obtain a large and highly significant
coefficient for their peer group variable as we do. Segal (2012a) finds that the relation
between 8th grade misbehavior and test score performance is of the same order of magnitude
as that between family background variables and test scores. Heckman and Rubenstein (2001,
p. 148) find that previous involvement in illicit activities is correlated with test score perform-
ance with the direction of the effect being determined by the subgroup being considered.
Lipscomb (2007) found that participation in school sponsored clubs and sports activity
increased math and science test scores. Finally, Rønning (2011) notes that the amount of
homework assigned in school affects Norwegian test scores.

The presence of zero test scores raises an interesting issue. For us it is highly implausible to
believe that a recorded score of zero actually reflects the ability of the respondent getting the zero
score since it is almost impossible to get all of the answers on all three tests wrong even if respon-
dents had randomly selected the answers to the questions. Some other process must be at work
here. We suspect that the respondents who obtained the zeros were simply unwilling to answer
the questions and handed in blank questionnaires. Why they should do this is not clear. There is a
considerable amount of effort required to get good results on these tests and perhaps not everyone
felt obliged to provide that. Refusing to make any effort at all is extreme but the problem of incen-
tives is one which should be considered not just for the zeros but for all of the respondents. In this
case the respondents were selected to participate in a research project. They were not asked
whether they were willing to participate and nothing depended on their test score results so
they had no incentive to produce their best possible results.13

12Ammermueller and Pischke (2009) find a moderate effect of peer socioeconomic background on
reading test scores in six European countries (a somewhat stronger effect than found in previous
studies).

13Incentives to perform well are also related to the motivation of the respondent. Other researchers
have noted the importance of this. A recent paper by Segal (2012b) shows that motivation seems to
play an important role in test score performance.
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Discussion and Conclusion

The result on the dominance of the intercept terms is an important one because it suggests
that the role that biology or genetics plays in what children get from their parents is more
difficult to determine than some researchers who have contributed to the “nature–nurture”
debate have suggested. These intercept terms can not represent a household specific
genetic transfer from parent to child since they represent the mean effects of omitted variables
and have to be the same for all respondents. Researchers who examine surveys involving
adopted children, Björklund, Lindahl and Plug (2006), Plug and Vijverberg (2005), and
Sacerdote (2004), find a larger role for biological than environmental factors.14 Results
obtained by behavioral geneticists like Plomin et al. (1997, p. 444)15 leads to even stronger
claims. They write:

Correlations between adoptive parents and their adoptive children provide a direct esti-
mate of the variance of cognitive abilities accounted for by environmental transmission
from parent to child. The near-zero correlations indicate that this environmental com-
ponent of variance is negligible.

However, the position taken by the behavioral geneticists should be viewed with consider-
able caution because correlations between parent and child test scores are uninformative
about the relation of other variables to child test scores if these variables are uncorrelated
with the observable characteristics or attributes of the parents. For example, children living
in households which experienced marital difficulties at the time the children took the test
could have been adversely affected. To suggest that this could not happen on the basis of
near-zero correlations between test scores for adoptees is, of course, absurd.

The question at issue here is how much does the innate ability of respondent i (μi(0) or fi
in the notation of Todd and Wolpin (2003) and Hansen et al. (2004)) depend on the genetic
characteristics of i’s parents? If children inherit significant amounts of their ability from their
parents one way which this could happen is for higher levels of parental ability to be reflected
in better parental academic performance or more prestigious occupations. The strength of the
mechanism by which the attributes which made the parents successful are passed onto their
children is measured by the significance of these parental attainment and occupational vari-
ables as regressors. These serve as proxies for inherited ability in the test score model. The
problem here is that parental educational attainments and occupations play a minimal role in
explaining test scores.16 Hence our results suggest that the claim that genetic factors are more
important than environmental factors in determining educational success needs to be treated
with some caution.

14Björklund, Eriksson and Jäntti (2010) using data on twins present results which are more in line
with what we are reporting. They used the sibling correlation rather than the parent–child correlation as
an estimate of the strength intergenerational associations. Whereas they find that only about 13% of the
variation in son’s test score can be accounted for by father’s test score, the share is about 50% when
using the sibling test score. This suggests that parental aspirations, attitudes and parenting practices
may be important in accounting for the child’s performance, leaving open the role for parent
genetic characteristics.

15See also DeFries, Plomin and Fulker (1994).
16The pseudo-R2 is around 0.04 when only family background variables are used as regressors. This

increases dramatically to 0.27 when latent class models are used.
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Individuals who have high levels of latent ability—individuals who are “smart”—will do
well on test scores if they are not disaffected, are disciplined and highly motivated and have
acquired the skills to deal with the abstraction involved with testing procedures. In the context
of our test score production model these individuals have some innate ability, above average
amounts of human capital as well as a desire to do well. Likewise, individuals with no latent
ability will do poorly. But very smart individuals may do poorly because they are not inter-
ested, have behavioral problems, come from families or attend schools where the culture
places a low value on learning and ability, or for one reason or another have never learned
to apply their abilities to abstract problem solving. Because of this the smartest person in
the class may not get the highest test score result.

We found that there is a hierarchy of respondents. Latent class models allow us to identify
different types of individuals who may be subject to different external factors and who
respond to their personal circumstances and family backgrounds in different ways. The dom-
inance of the positive intercept terms for Type I and II and a negative intercept term for Type
III respondents suggests that there are important factors which lie beyond the respondent’s
household or family background which determine test performance. These results are new
and are consequences of our application of latent class procedures to the analysis of test
score data. It is clear from our results and from what others have found that what are com-
monly referred to as IQ tests do not measure just intelligence or “fundamental cognitive
ability” but a very large number of attributes which lead to productive outcomes. These attri-
butes, skills, or qualities can be inherited or acquired from the respondent’s parents, learned at
school from teachers and peers, or gained by participating in various social activities. As the
value added studies referred to earlier indicate, they can evolve as the respondent gets older.
Earlier studies like those of Korenman and Winship (2000) focussed on the potential impor-
tance of socioeconomic variables that affected the individual when he or she was a child and
adolescent (see also Heckman 2006). To this list we add cultural variables, in line with Fryer
and Levitt (2004), parent attitude and school quality variables. As more research is done the
list of variables which affect test scores continues to grow. Where it will end and exactly what
role “fundamental cognitive ability” will play in their determination remains to be seen (see,
e.g., Munk, 2013).
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