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A Leakage-Based MMSE Beamforming Design for a MIMO Interference
Channel

Fan Sun and Elisabeth de Carvalho

Abstract—We propose a low complexity design of the linear
transmit filters for a MIMO interference channel. This design
is based on a minimum mean squared error (MMSE) approach
incorporating the signal and the interference leakage for each
transmitter. Unlike the previous methods, it allows a closed-form
expression of the regularization factor for the MMSE transmit
filter. Hence, it requires a lower computational complexity com-
pared to the conventional MMSE approach that is optimally
achieved by solving a polynomial equation to find the regu-
larization factor. Furthermore, the mean squared error (MSE)
performance of the proposed design is verified by simulations
to have nearly no loss compared to the conventional MMSE
approach.

Index Terms—MMSE, MIMO interference channel, linear
beamforming.

I. INTRODUCTION

WE consider the K-user multiple input multiple output
(MIMO) interference channel, where each transmitter

delivers data to its desired user while creating interference to
the users served by the other transmitters. We propose a design
of the transmit filters based on a minimum mean squared
error (MMSE) approach. An MMSE design is desirable for
several reasons. First, it addresses finite SNR regions which are
critical to practical wireless systems, unlike designs based on
matched filtering or zero-forcing filtering. Second, it generally
offers low complexity solutions. More importantly, a recent
paper [1] has proven that weighted mean squared error (MSE)
minimization is equivalent to sum-rate maximization for the
MIMO broadcast channel if the MSE weights are optimally
adjusted. The weighted MMSE design is extended to the
interference channel and the interfering broadcast channel in
[2].

The design of the MMSE linear filters was done for a point-
to-point MIMO channel in [3]–[5]. For the MIMO broadcast
channel, [6] solves the joint transceiver design problem based
on MMSE. The extension to the MIMO interference channel
was presented in [7], which contains a step where the La-
grange multiplier corresponding to the power per transmitter
is calculated via solving a polynomial equation.

We propose a modified MMSE approach of the transmit
filters that avoids solving the polynomial equation. It thus
offers a lower computational complexity while maintaining
similar MSE performance. Our approach contains two main
ingredients. First, the modified MMSE cost function, named
as minimum mean squared error for signal and interference
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leakage (MMSE-SL), considers only the signal and the in-
terference leakage delivered from one transmitter: the signal
for the desired user and the leakage interfering with other
users. Note that this approach is related to [8], where the
signal-to-leakage-and-noise ratio (SLNR) is used as the maxi-
mization criterion. However, the SLNR criterion takes simply
the suboptimal matched filtering at the receivers. The second
ingredient is an additional degree of freedom as done in [5]
for the point-to-point MIMO channel. This degree of freedom
is a scalar that scales the received signal and is incorporated in
the MMSE optimization. This design results in a closed-form
expression of the Lagrange multiplier and hence also a closed-
form solution of the transmit filter. The design of the transmit
filters assumes the receive filters as known. For evaluation
purposes, the proposed transmit filter design is incorporated
into an iterative transceiver design alternating between transmit
and receive filter optimization. Although the proposed transmit
filter design is suboptimal because it is based on a modified
version of the MMSE cost function, simulations show nearly
no performance loss compared to [7].

II. SYSTEM MODEL

We consider the K-user MIMO interference channel as
shown in Figure 1. The kth transmitter is equipped with
Mk antennas and serves its desired user with Nk antennas.
Transmitter k proceeds to transmit data vector sk ∈ C[dk×1]
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Fig. 1: System model: K-user MIMO interference channel.
to its user with E

[
sks

H
k

]
= I, where dk is the number of data

streams to be delivered to user k. The value of dk is chosen to
fulfill the degrees of freedom (DOF) requirement in [9]. The
data is pre-processed as xk = Bksk where Bk ∈ C[Mk×dk] is
the transmit filter for user k.

The complex-valued signal xk ∈ C[Mk×1] fulfills the indi-
vidual transmit power constraint E

[
xH
k xk

]
= Tr

(
BkB

H
k

)
≤

P ktx. We denote Hkk′ to be the narrowband MIMO channel
from transmitter k′ to user k. The signal received at user k is

yk = HkkBksk +
∑
k 6=k′

Hkk′Bk′sk′ + nk
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where nk ∈ C[Nk×1] is a vector containing circularly sym-
metric white Gaussian noise with covariance Rnknk

= I.
The effective noise covariance matrix is an important quantity
accounting for the noise and the inter-user interference

RIk =
∑
k′ 6=k

Hkk′Bk′B
H
k′H

H
kk′ + I.

III. MMSE FOR TRANSCEIVER FILTERS

The MMSE criterion considers a joint design of the
transceiver filters. Denoting Ak ∈ C[dk×Nk] as a linear
receiver at user k, the MMSE cost function under individual
power constraints is

arg min
Ak,Bk

K∑
k=1

Tr (Ek) s.t. Tr
(
BkB

H
k

)
≤ P ktx ∀k (1)

where Ek = E
[
(Akyk − sk)(Akyk − sk)

H
]

is the MSE. One
advantage of this approach is that it leads to a low complexity
alternating minimization procedure. Fixing the transmit filters
and minimizing the MMSE cost function (1), we can find the
well-known MMSE receive filter for user k as

AMMSE
k = BH

kH
H
kk

(
HkkBkB

H
kH

H
kk +RIk

)−1
. (2)

Then the optimization problem remains on how to find the
transmit filters when the receive filters are fixed.

IV. COMPUTATION OF THE TRANSMIT FILTERS

Different techniques exist to determine the MMSE transmit
filter for the MIMO interference channel (such as the methods
described in [2] and [7]). We compare our method to the
method in [7] as it offers the lowest computational complexity
among the existing MMSE based methods, to the best of our
knowledge. We first describe the reference method and then
our proposed method.
A. Transmit Filter Design for MMSE

The problem of computing the MMSE transmit filters in
the MIMO interference channel was treated in [7] when the
receive filters are fixed. For this convex quadratic problem, the
transmit filter for transmitter k can be found from the Karush-
Kuhn-Tucker (KKT) conditions as

Bk =

(
K∑
k′=1

HH
k′kA

H
k′Ak′Hk′k + λkI

)−1
HH
kkA

H
k . (3)

where λk is computed from the power constraint
Tr
(
BkB

H
k

)
= P ktx. This equation results in solving a

polynomial equation of degree 2Mk. When no λk ∈ R+ is
found, λk is set to 0 in [7].
B. MMSE for signal and interference leakage (MMSE-SL)

In this section, we introduce a modified MMSE criterion
which leads to a closed form expression of the Lagrange
multiplier λk and hence save some significant computational
complexity. For the MIMO point-to-point channel, an answer
to this issue was provided in [5]. [5] modifies the MMSE
cost function and introduces an additional degree of freedom
that allows for a simple expression of the regularizing factor
and a simple multiplicative scaling of the transmit filter to
comply with the transmit power constraint. Unfortunately,
this technique cannot be directly extended to the MIMO
interference channel because of the inter-user interference.

1) Rewriting the MMSE cost function: Traditionally, the
MMSE approach in (1) considers the weighted squared error
at each user and takes the sum of the weighted errors over all
the users to get the final MMSE cost function. We take another
view point. The channel from transmitter k to all users can be
seen as a broadcast channel where user k receives the desired
signal and other users receive the interference leakage.
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Fig. 2: Signal and interference leakage for transmitter 1.
• Signal: the desired signal received at user k is HkkBksk.

We use Sk = HkkBksk + nk to denote the summation
of the desired signal and the noise.

• Interference Leakage to user k′: the interference seen by
user k′ is Ikk

′

k = Hk′kBksk (k′ 6= k).
Figure 2 illustrates these two types of flows delivered from
transmitter 1. We denote
SIk = [ (AkSk)

H (A1I
k1
k )H · · · (Ak−1I

k(k−1)
k )H

(Ak+1I
k(k+1)
k )H · · · (AKIkKk )H ]H

and s
′

k =
[
sHk 0H

]H
where 0 is a zero vector with

proper size. The MSE expression applied to the signal and
the interference leakage for transmitter k is defined as

MSESLk = Tr
{
E
[
(AkSk − sk) (AkSk − sk)

H
]}

+ Tr

∑
k′ 6=k

E
[
(Ak′I

kk′

k (Ikk
′

k )HAH
k′

]
= Tr

{
E
[(

SIk − s
′

k

)(
SIk − s

′

k

)H]}
.

(4)

2) Modified MMSE cost function and derivation of the
Lagrange multiplier: We describe the design of the transmit
filters using the MMSE-SL criterion with fixed receive filters.
Inspired by [5], an additional weighting βk is introduced
into the MMSE transmit filter design. The modified MSE
expression for transmitter k is:

MSESL,βk = Tr
{
E
[(
β−1k SIk − s

′

k

)(
β−1k SIk − s

′

k

)H]}
= Tr

{
E
[(
β−1k AkSk − sk

) (
β−1k AkSk − sk

)H]}
+ Tr

∑
k′ 6=k

β−2k E
[
(Ak′I

kk′

k (Ikk
′

k )HAH
k′

] .

(5)
We can find the KKT conditions for the transmit fil-

ter of the modified MMSE problem fk = MSESL,βk +
λk
[
Tr
(
BkB

H
k

)
− P ktx

]
. Taking the partial derivatives:

∂fk
∂B∗k

= β−2k

(
K∑
k′=1

HH
k′kA

H
k′Ak′Hk′k

)
Bk

− β−1k HH
kkA

H
k + λkBk = 0

(6)
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β2
kTr
(
BH
k

∂fk
∂B∗k

)
= Tr

(
K∑
k′=1

HH
k′kA

H
k′Ak′Hk′kBkB

H
k

)
− βkTr

(
BH
kH

H
kkA

H
k

)
+ αkTr

(
BkB

H
k

)
= 0 (8)

−1

2
β3
k

∂fk
∂βk

= Tr

(
K∑
k′=1

HH
k′kA

H
k′Ak′Hk′kBkB

H
k

)
− βkTr

(
BH
kH

H
kkA

H
k

)
+ Tr

(
AkA

H
k

)
= 0 (9)

∂fk
∂βk

= 2β−2k Tr
(
BH
kH

H
kkA

H
k

)
− 2β−3k Tr

(
AkA

H
k

)
− 2β−3k Tr

(
K∑
k′=1

HH
k′kA

H
k′Ak′Hk′kBkB

H
k

)
= 0

(7)

From (6), the transmit filter is Bk = βkB̃
SL
k with

B̃SL
k =

(
K∑
k′=1

HH
k′kA

H
k′Ak′Hk′k + λkβ

2
kI

)−1
HH
kkA

H
k

where βk =

√
P ktx/Tr

[
B̃SL
k (B̃SL

k )H
]

sets the transmit power

to P ktx. Using this method, all transmitters transmit at full
power. Although full power transmission is not necessarily
the optimal strategy1 in the MIMO interference channel, we
observe through simulations that this assumption results in no
performance loss when compared to the reference method in
[7]. By multiplying (6) with BH

k and introducing αk = λkβ
2
k ,

(6) and (7) are transformed into (8) and (9), respectively. From
the equality Tr

(
BkB

H
k

)
= P ktx, αk = Tr

(
AkA

H
k

)
/P ktx is

obtained. The solution is given as

Bk = βk

(
K∑
k′=1

HH
k′kA

H
k′Ak′Hk′k + αkI

)−1
HH
kkA

H
k . (10)

V. ALTERNATING OPTIMIZATION

The transmit filters depend on the optimal receive filters of
all users, and vice versa. This naturally points towards iterative
algorithms based on alternating minimization.

A. Alternating Minimization
We incorporate the transmit filter expression from (10)

into an iterative algorithm for joint transceiver design. The
iterative MMSE for signal and interference leakage (I-MMSE-
SL) algorithm is as follows:

ALGORITHM: I-MMSE-SL
set n = 0 and B

(0)
k = B(init)

k ∀k
iterate

update n = n+ 1
I. compute A

(n)
k |B(n−1)

k ∀k using (2)
II. compute B

(n)
k |A(n−1)

k ∀k using (10)
until MSE convergence

In Step II of I-MMSE-SL, we compute αk, βk and Bk se-
quentially. As a benchmark, we then substitute (10) with (3) in
Step II to obtain the iterative MMSE (I-MMSE) algorithm. As
highlighted in Section VI, the proposed I-MMSE-SL solution
gives similar MSE results compared to I-MMSE.

1Power optimization is out of the scope of this work.

B. Convergence Analysis

For I-MMSE, the alternating minimization ensures con-
vergence to a fixed point (also a stationary point of MSE).
Indeed, the MSE is reduced each time the receive filters and
the transmit filters are updated. Therefore, the MSE decreases
monotonically after each iteration and as the MSE is lower
bounded, I-MMSE is convergent. For the heuristic I-MMSE-
SL algorithm, convergence is not straightforward to determine
as the optimization of the transmit filters and the receive filters
comes from two different cost functions. The convergence
behavior in terms of the MSE is shown via simulation results
in Section VI. The modified MSE optimization of the transmit
filters is valid in a broadcast scenario when considering the
MSE minimization of the error on the signal of interest and the
interference leakage. However, the modified MSE optimization
of the receive filters is invalid. At user k, signals from
multiple transmitters correspond to multiple scaling factors
β−1k′ (1 ≤ k′ ≤ K). But the receiver lacks of a sufficient
number of degrees of freedom to compensate for all of them.
In order to minimize the MSE, the MMSE receivers are
applied.

C. Complexity Analysis

For updating Ak, both algorithms require the same com-
putational complexity: in O[

∑K
k′=1(2Mk′Nk′dk′ +M2

k′dk′)]
for the matrix multiplications inside the inverse, in O(N3

k ) for
the inversion and in O(N2

kMk +MkNkdk) for the external
matrix multiplications with the inverse. When not accounting
for the computation of the regularizing factor, both algorithms
require the same computational complexity to update Bk in
O[
∑K
k′=1(2Mk′Nk′dk′ +N

2
k′dk′)+M

3
k +M

2
kNk+MkNkdk].

For I-MMSE-SL, the complexity to compute the regularizing
factor in Bk is in O(dkNk). For I-MMSE, the complex-
ity to determine λk is evaluated based on the root search
method relying on the computation of the eigenvalues of a
companion matrix2 of size 2Mk [10]: this complexity is of
order O(8M3

k ). This polynomial equation related complexity
brought by the calculation of λk is obviously non-negligible
and this complexity increases dramatically with the increase of
the number of transmit antenna Mk for each communication
pair. Therefore, we can see a clear reduction in complexity
from using I-MMSE-SL especially when Mk is large.

D. Initialization Methods

We use two initialization methods for the transmit filters3:
(1) Random initialization: Initialize all the transmit filters with

2Iterative methods such as the bisection method and the Newton method can
also be applied. The complexity is difficult to determine as the convergence
speeds depend on the polynomial coefficients and the required precision.

3We can also initialize the algorithms with interference alignment (IA)
solutions [9] for high SNR performance, but this method is only applicable
for certain cases.
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i.i.d. Gaussian random variables; (2) Singular initialization:
Initialize the kth transmit filter with the first d columns of the
right singular matrix of Hkk [7]. The initial transmit filters
are normalized to satisfy the individual power constraints.

VI. NUMERICAL EVALUATIONS
We focus on the 3-user MIMO interference channel with

each transmitter and user having the same number of antennas
Mk = Nk = 4 ∀k. The number of data streams delivered by
each transmitter is the same and the transmit power constraint
is the same for all transmitters, dk = 2, P ktx = P ∀k. A quasi-
static flat Rayleigh fading channel model is used. The average
energy of the channel between a transmitter and its desired
user is σ2

h
intra; the average energy of the cross links is σ2

h
inter

with ρgap = σ2
h

intra
/σ2

h
inter.
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Fig. 3: MSE vs iteration number, ρintra = 10dB.
In Figure 3, we show the convergence behavior where the

MSE is plotted against the iteration number for ρgap = 0dB
and ρgap = 20dB. The MSE is averaged over sufficient
channel realizations and the average SNR is fixed to be
ρintra = Pσ2

h
intra

= 10dB. The plots indicate that the con-
vergence speed is comparable for the I-MMSE and the I-
MMSE-SL algorithms: 30 iterations appear to be sufficient.
From the simulations, I-MMSE and I-MMSE-SL with the
singular initialization have similar convergence speed; when
ρgap increases, I-MMSE-SL converges faster compared to
I-MMSE. Furthermore, the singular initialization results in
better convergence compared to the random initialization;
convergence becomes faster as ρgap increases. In the following,
we use the singular initialization in both I-MMSE and I-
MMSE-SL and stop at 30 iterations.

In Figure 4, we show the MSE performance of the different
algorithms. The distributed max-SINR algorithm in [11] is
also included as a benchmark. For a fair comparison, all the
algorithms use the linear MMSE receiver in the simulations.
We can also see at both ρgap = 0dB and ρgap = 20dB,
I-MMSE-SL performs approximately the same as I-MMSE.
Therefore, we can conclude that the low-complexity I-MMSE-
SL algorithm has nearly no MSE performance loss compared
to the I-MMSE algorithm. Furthermore, I-MMSE-SL performs
better than max-SINR: there is an MSE error floor for the
distributed max-SINR algorithm with singular initialization,
which is also observed in [7].

In the high SNR region, if the transmit filters are initialized
with IA solutions, the MSE results of both algorithms do not

saturate. This is because the setup fulfills the DOF requirement
from [9] and IA design for the transmission together with
MMSE receivers achieves MSE minimization at high SNR in
simulations.
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Fig. 4: MSE performance of the different algorithms.
VII. CONCLUSION

We have proposed a low-complexity design for the linear
transmit filters in the MIMO interference channel. MMSE-SL
relies on a modified MMSE cost function which considers
the signal and the leakage interference for each transmitter.
The proposed I-MMSE-SL algorithm guarantees convergence
while ensuring a similar performance compared to the more
complex I-MMSE algorithm.
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