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Abstract

Multi-input-multi-output (MIMO) communication has emerged as a promis-
ing technology for meeting the increasing demand on higher data rates. The
technology exploits the spatial resource dimension by sending the datas-
treams to different locations in the multi element array (MEA) domain while
decoding the signals at the receive end based on the signalsŠ unique spatial
signatures. To this end, the MEA is conventionally assumed to be attached
to a number of radios for independently modulating and up-converting (de-
modulating and down-converting) the set of signals at the transmit (receive)
end.

While the implementation of a MIMO system is affordable at basestations
(BS) and access points (AP), this is not true when considering simple, low-
cost, battery-based mobile terminals with limited physical area. It is the
subject of this thesis to bring a new philosophy regarding the design of
reduced complexity MIMO systems by revisiting the MIMO wireless prop-
agation from a signal space point of view. The main objective is to enable
MIMO transmit functionalities with a sole radio and a single RF chain.

The general approach for achieving the aforementioned objective is to mod-
ulate one datastream conventionally to a single antenna element while mod-
ulating the other datastreams in the analogue RF domain, using simple
switched antenna systems (SAS) or sophisticated reactance-assisted antenna
systems.

The use of a SAS is found simple to implement, but can hardly handle high
order signal formats, and is best suited for binary phase shift keying (BPSK)
signal formats. The idea there is to encode the remaining datastreams to
the active antenna index by moving the excitation point using an RF switch.

In the second case, reactance-assisted antenna systems are found important
for scaling the single-radio MIMO objective to high order signaling dimen-
sions. The idea is to exploit a number of passive radiators surrounding the
central driving one for creating the desired multiplexing relations of a set
of predefined basis beams. By this, information is encoded over the an-
gular variations of the beampattern, which finally conveys the datastreams
over the propagation channel to the intended receiver. However the second
technique requires a complex baseband control circuitry when compared to
the SAS approach. The proposed approach is finally validated in an indoor
office environment using a 2.6 GHz prototype. The experiments show that



the proposed beamspace MIMO approach provides performance compara-
ble to a conventional MIMO system, but at a reduced size and hardware
complexity.

English-Danish Short Summary

The dissertation proposes an alternative approach for MIMO transmission
using a fast switching antenna system with a single RF chain. One ap-
proach merely switches the RF excitation point at the modulation rate and
thus encodes some information onto the active antenna index; however com-
plex signal formats may not be encoded in this manner. A sophisticated
reactance-assisted antenna system is proposed for addressing the complex
signalling problem. Using a 3-element reactance-assisted antenna system,
the dissertation proposes a universal encoding scheme for encoding multi
PSK signals directly on the array far-field.

A proof of concept antenna prototype at 2.6 GHz has been designed. The
MIMO functionality has been demonstrated, where two BPSK datastreams
at a rate of 800 kbps were successfully multiplexed and demultiplexed via a
single radio at the transmit side and a conventional uniform linear array on
the receiver side.

Denne afhandling foresl
o
ar en alternativ tilgang for MIMO transmissioner

der anvender hurtigt switched antenne systemer med en enkel RF k
o
ade. En

af metoderne switcher blot mellem RF excitationspunktet ved den givne
modulationshastighed og koder derfor informationer p

o
a det aktive antenne

indeks; nogle komplekse signalformater kan dog ikke kodes p
o
a denne m

o
ade.

Et sofistikeret reaktanstilpasset antenne system er foresl
o
aet for at kunne

addressere problemet med de komplekse signaler. Ved brug af et tre ele-
ments reaktanstilpasset antenne system, foresl

o
ar afhandlingen en universel

kodningsmetode til at kode multi PSK signaler direkte p
o
a fjernfeldts arrays.

En antenne prototype til verificering af konceptet ved 2.6 GHz er designet.
MIMO funktionaliteten er blevet demonstreret, hvor to BPSK datastrφmme
med en hastighed p

o
a 800 kbps med success er multiplekset og demultiplekset

via en enkelt radio p
o
a den transmitterende side og et konventionel uniform

linear array p
o
a modtager siden.
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1

Introduction

1.1 Background

MIMO array processing has been established as an effective means to achieve remark-
able spectral efficiency. The capacity of such space-time (ST) wireless channels has
been shown to increase almost linearly with the minimum number of transmit-receive
antennas (GF98; Tel99). The average mutual information of a wireless MIMO system
of many transmit and receive antennas scales as

ℑav ≈ min(KR,KT ) log2(1 + ρ
KR

KT
) (1.1)

where KR,KT are the number of the receive and transmit antennas, respectively and ρ
is the average signal-to-noise ratio (SNR) per receive antenna.

Since the emergence of the MIMO technology, the classical approach has been as-
suming a transmitter with a number of transmit RF chains in order to independently
map a set of signals onto a corresponding set of antennas. The receiver on the other
hand performs some complex signal processing so as to decode the linear mixture of
the signals and extract the useful data. However, having multiple RF chains at the
user mobile terminal is rather costly. For example, in the future standard of mobile
terminals as in the LTE system (L1)(L2), a single antenna will be used for the uplink
transmission whereas four antennas will be used for the downlink reception. The asym-
metry in the number of the antennas is mainly intended for avoiding the costly power
amplifiers (PA’s) in the transmit RF chains. Although antenna selection is a terminal
option, it requires instantaneous channel state information from the receiver back to the
transmitter, which is a burden on the wireless communication system. Consequently,
classical MIMO transmission especially in uplink scenarios may not be supported due
to the practical limitations of the portable RF units.

1



1. INTRODUCTION

Conventional MIMO Under Compactness Constraints

MIMO systems, characterized by multi antennas at the transmit and the receive sides,
have demonstrated the potential for increased capacity in rich multipath environments
(Win87; HM99; CR98). As per (1.1), the capacity scales linearly with the minimum
number of the transmit-receive antennas under rich scattering conditions besides the
assumption of having a large wireless MIMO system (i.e. many uncorrelated transmit
and/or receive antennas). The results are quite ideal in the sense that

• A rich scattering environment is almost impossible when considering a base-station
(BS) on top of a clutter. For example, it is stated in (AV03) that the multipath
concentration seen by a BS in a rural area is only within 2◦ and within 5− 7◦ in
urban environments.

• A MIMO system intended for a mobile terminal (where the rich scattering assump-
tion makes sense) requires a minimum decorrelation distance of half the carrier
wavelength between every two adjacent antennas (VLT05), leading to impractical
large array implementations. In this work we are concerned with the second prob-
lem i.e. efficient MIMO system design under compactness constraints. In fact, it
was found that the mutual coupling (MC) effect among a set of antennas is un-
avoidable when considering portable units with limited physical area (WSW04).
It was first noted in (YTE91) that MC decorrelates the received signals, however
MC also results in impedance mismatch and thus degrades the maximum average
power the antenna system can extract from the field (ea05).

This part discusses the main design challenges of MIMO systems intended for
portable RF units within a limited physical area. The limitations can be summa-
rized as follows:

– RF hardware cost & complexity: The need for multiple radios where every RF
chain has its own analogue-to-digital converter (ADC), digital-to-analogue
converter (DAC), low-noise amplifier (LNA), PA and the intermediate fre-
quency (IF)/RF filters etc., is rather costly especially as the cost of such
analogue components does not scale down as in the case of silicon based
components.

– Circuit energy consumption: which is the DC power consumption of the PA,
the DAC, the mixer, the active filters in the transmit chain, the frequency
synthesizer, the LNA, the IF amplifier, the ADC and the active filters in the
receive chain.

– Spatial correlation: Closely spaced antennas emit signals of correlated spatial
signatures, resulting in reduced channel capacity. In fact, (1.1) assumes a
high rank channel i.e. rank(H) = min(KR,KT ). A low-rank channel has an
average mutual information approximated by

ℑav ≈ log2(1 + ρKR) (1.2)

2



1.1 Background

i.e. the channel behaves like a point-to-point channel with KR times the
received signal power due to the antenna array, achieved by simple max-
imum ratio combining (MRC) at the receiver. For the system to achieve
the performance promised by (1.1) under rich scattering conditions, the an-
tenna elements need to have a typical inter-element spacing of half the carrier
wavelength1 (VLT05), thus leading to large array realizations.

– Antenna system efficiency - Due to the strong MC among the closely spaced
antenna elements, the input impedance seen by the RF ports is altered,
thus leading to a mismatch loss (i.e. some of the incident power is reflected
back to the source). Moreover, some of the radiated power will be absorbed
by the neighboring antennas2 as being terminated (matched) by a resistive
impedance. The two losses (reflection plus absorption) are accounted for by
the matching efficiency. The matching efficiency ηM in the transmit mode
is the ratio of the transmitted power Pt to the input power Pi and can be
related to the matching network and the antenna array parameters by the
general expression in (MKAL06)

– Inter-chain interference: The use of non-ideal (dirty) RF components will re-
sult in a leakage (cross talk) among the parallel RF chains leading to reduced
system capacity (JM05b).
The negative impact of the signals correlation and antennas MC can be
jointly mitigated by incorporating a decoupling and matching (DMN) net-
work just before the antenna system (HSB+06; CWC08), within what is re-
ferred to as multi-port conjugate matching or bilateral Hermitian matching
(JW04). However, such a sophisticated network is difficult to design when
considering many antenna elements, besides its negative impact on the an-
tenna system bandwidth (MKAL06). Consequently, the classical uncoupled
matching techniques like the

1. characteristic impedance (or Z0) termination, which is the simplest type of
termination, and the

2. self-impedance termination which is optimal under no MC,

are preferred for their simple deployments though provide suboptimal performance
under MC. An alternative optimal single-port matching technique was proposed
in (ea08c; LA06), where the ports of the antenna system are matched individually
without any shunt connections either for a high power gain or low correlation with
small negative impact on the antenna system bandwidth. For example, in (ea08c),

1As mentioned before, a spacing of half the carrier wavelength is enough for decorrelating the signals
under rich scattering conditions, but not under narrow angular spreads where sometimes a spacing of
ten times the carrier wavelength is required!

2However, the average power absorbed by a neighboring antenna terminated by a reactive load is
zero.
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it was shown that a balanced uncoupled matching of two closely spaced electrical
dipoles can be optimized either for the maximum received power with high output
correlation, or for zero correlation with an excess power loss of 1.5 dB. In both
scenarios, the optimized parameter (received power or output correlation) was
shown to slightly change with the reactive part of the optimal loading impedance
i.e. negligible effect on the system bandwidth.

Other techniques for reducing the MC level among a set of closely spaced an-
tennas include the insertion of a defected ground plane between the neighboring
elements (CGK09) and the direct control of the effective mutual impedance matrix
(TAPP10), etc. On the other side, several techniques have been already proposed
in the literature for decorrelating the signals emitted or captured by a set of closely
spaced antennas, e.g. the reader may refer to (RBD05) where the authors discuss
three different techniques for decorrelationg the signals.

The aforementioned techniques help decouple and decorrelate co-polar antenna
elements, however cross-polar antennas might seem attractive for some wireless
portable devices, though require a bigger physical area as compared to the co-
polar case. In fact, polarized antenna systems have already been proposed for
realizing compact MIMO systems, for example in (AG05), the authors investigate
the capacity performance of the MIMO cube with twelve edges of center-fed elec-
trical dipole antennas. This geometry allows benefiting from space, polarization
and pattern diversities jointly in a somehow small volume. In fact, a comparable
performance to the case of i.i.d. Rayleigh fading channel has been found using
such configuration.

Another feasible approach is the use of multimode antennas, which have been
heavily researched in the recent years (EK08; Kle09; EK05). Multimode antennas
are a strong candidate for compact MIMO systems as they provide a diversity
action within a miniaturized physical area. The modes of an antenna system are
the different solutions of Maxwell equations under the same boundary conditions.
The modal patterns in the far-field show angular dependence, which is the source
of the aforementioned diversity action i.e. the modal patterns are weakly corre-
lated. Multimode MIMO systems have been evaluated during the reception mode,
via different mode combining techniques. It is understood from (EK07) that the
covariance rather than the correlation matrix should be used when evaluating the
performance of such kind of MIMO systems as the modal patterns are generally
imbalanced.

The aforementioned techniques enable the MIMO functionality within a small
area, however they don’t address the cost and complexity issues of such systems.
In fact, a reduced complexity ST processing (i.e ST processing with a smaller
number of RF chains than the number of the available antennas) may fall in one
of the following contexts:

– State selection: The transceiver switches to a different state (state ≡ an-
tenna, mode or polarization) that corresponds to the strongest channel (the
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1.1 Background

most common approach in wireless MIMO is antenna selection(NS04)). In
case state selection is implemented by the transmitter, a kind of channel
knowledge at the transmit side should be available.

– Spatial oversampling: In (WIK04; IWF02) the authors propose a reduced
complexity receiver architecture by oversampling the linear mixture of the
received signals using a number of antennas and a single RF chain. No-
tice that such approach leads to bandwidth expansion making the receiver
sensitive to the channel interference. Although such approach is useful for
demultiplexing the mixed signals, it is not clear how it could be useful during
transmission.

– Spatial combining/Analogue beamforming: In this approach the multi-antennas
are simultaneously attached to a single RF chain. By controlling the time/phase
delay and gain of the signals in each antenna path independently in the ana-
logue domain (using RF phase shifters and attenuators), the multi-antenna
system can improve the SNR, and requirements on the PA can be also re-
laxed through spatial power combining (LPL06). The spatial combining can
be used as analogue beamformer, however having RF components in the
path of every antenna increases somehow the cost, RF complexity and more
importantly the RF insertion losses, a draw back addressed by the following
alternative analogue beamforming approach.

Analogue Beamforming via Reactance-Assisted Antenna Systems

As already mentioned, analogue beamforming is an approach for directly con-
trolling the signals in the RF domain. One way to do it is to use RF phase
shifters and attenuators so as to control the phases and amplitudes of the high
frequency signals. An alternative approach for analogue beamforming is proposed
in (LOT96; GO00), using a tunable reactance-assisted antenna system. This idea
was first demonstrated by Ohira at the ATR labs in Japan using the well-known
7-element ESPAR antenna. The ESPAR is a smart antenna system that is able to
control its beam pattern as any smart antenna system, while being implemented
using a single active antenna element and a number of parasitic elements (PEs)
placed on a circle around the active one (OG00). The PEs are short-circuited and
loaded with variable reactors (varactors) that control the imaginary part of the
PEs’ input impedances. By adjusting the varactors’ values, the radiation pattern
of the ESPAR antenna system can be controlled to direct its beams and nulls
toward certain directions in an adaptive or predefined fashion. ESPAR antennas
present an attractive solution for wireless devices (ea03b) due to the simplicity of
the antenna feeding network and the small inter-element spacing that can be as
small as 0.05λ (ea06). They have already been used for receive diversity schemes
(LDP06; OTIS04), where the antenna is controlled in a way that maximizes the
received signal-to-noise-and-interference-ratio (SNIR). In this thesis we focus on
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1. INTRODUCTION

using reactance-assisted antenna systems at the transmit side for implementing
reduced complexity MIXO (X={M,S}) transmitters.

From Analogue Beamforming to Analogue MIMO

The current work proposes an approach for making multi antenna technology fea-
sible for low profile wireless devices of a limited physical area by addressing some
of the aforementioned design challenges encountered when bringing the antennas
within a small volume. Multi antenna technology has been conventionally used
within one of two operational modes: either beamforming; a mode within which
the multi antennas commonly shape a single directive beam toward the desired
direction (the underline set of antennas are fed with complex weights but a single
datastream). Unlike digital beamforming, the analogue beamforming approach
uses a number of passive antennas (antennas terminated with passive adaptive
loads rather than being connected to separate RF chains) coupled to a single
active antenna (the one connected to the RF port). By controlling the passive
antennas’ loading, the response of the antenna system in the far-field is con-
trolled. Analogue beamforming replaces the RF hardware required generally for
up-converting and down-converting the baseband complex signals with a low-cost
DC control circuitry.

The second major utilization of ST communication is MIMO; a mode within which
the multi antennas transmit independent datastreams (spatial multiplexing) or
redundant datastreams (ST codes). It is the topic of this dissertation to describe
the concept of ‘analogue MIMO’ and address the following challenges:

– How to modulate multi signals while having a single radio and;

– How to transmit multi signals, again using a single radio.

1.2 Related Work

There is some work in the literature that is found related to the topic of this
thesis, summarized as follows:

1. The original work in (KKCC06; KKP07; KKP08) forms the basis for this
thesis. In (KKCC06) a 2 × 2 MIMO system with a single active element
at the transmit side, implemented using switched parasitic arrays (SPA);
however the scheme was restricted to ON-OFF keying modulation scheme
which is not popular in mobile communications. In (KKP07; KKP08), the
authors propose a beam-space MIMO (BS-MIMO) transmission scheme using
3- and 5-element ESPAR antennas. According to the BS-MIMO approach,
two different symbols are simultaneously sent toward the channel virtual
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angles (Say02). This is achieved by creating an ESPAR pattern in the far-
field that is a linear combination of weakly correlated beams (cardioids).
However, the scheme proposed in (KKCC06; KKP07; KKP08) can hardly be
scaled to modulation schemes of higher orders. The main limitation comes
from the difficulty of obtaining the desired linear combinations for the chosen
set of basis functions (i.e. the cardioids). The current thesis generalizes the
concept of BS-MIMO with a single radio to complex signaling formats as
well as to arbitrary radiating elements.

2. In (PPS+06; SPM06) the authors propose hybrid array structures of active
and passive antennas. The passive antennas will simply enhance the diver-
sity performance (during the reception mode) by switching to one of the
predetermined antenna states. The adaptive MIMO system is proposed for
base-stations. The topic of the thesis is quite different in the sense that we
only consider a single active antenna system intended for portable RF units.

3. In (Vau99), the author describes how low cost parasitic antenna elements can
provide considerable diversity gains using compact antenna systems. The
topic of this paper is about signals multiplexing with one radio rather than
antenna diversity with one radio.

4. In (SW01), a MIMO-like realization using a single active element and a num-
ber of PEs was shown to provide comparable capacity to that of conventional
MIMO, where the array far-field is changed on every symbol period. How-
ever, the authors in (SW01) did not describe how the suggested realization
may transmit multi signals.

5. The work in (Mig06) describes how SISO sub-channels are created by ex-
panding the electromagnetic field into a set of orthogonal functions (high
order harmonics). In this thesis the far-field is expanded by decomposing
the Euler functions used as spatial phase terms when expressing the array
far-field. The spatial phase term is generally expressed as exp(jκr̂.ri) where
κ is the wavenumber, r̂ is the unit radial vector from the coordinate origin
in the observation direction (ϑ, ϕ), ri is the position vector from the origin
to the center of the ith antenna element.

6. The work in (BMK08) describes how compact ESPAR antennas may encode
the combinations of data symbols to be transmitted onto different sets of
beampatterns. For example, transmitting two QPSK signals requires ac-
cording to that approach 16 different beampatterns, and at least 16 training
symbols, thus making the scheme impractical. In our approach, we map
the data symbols onto a predefined basis and simply train the receiver with
such basis. For example, transmitting two QPSK signals according to our
approach requires at least 2 training symbols for estimating the response of
the two basis functions.

7. In (OHSM05) a transmission code of rate 1/2 was proposed using a single
radio. In fact, a simple time-switched ST code (YV03) will outperform the
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1. INTRODUCTION

approach in (OHSM05) regarding both performance and complexity.

8. The transmission and reception techniques and the spatial basis proposed in
(BEK10) is completely adopted from the work in (AKPK08)(APK+09).

9. In (ea08a), the authors propose an antenna system of two RF sources and
four antenna elements. The proposed antenna system is capable of changing
its polarization state (at the symbol rate), and thus transmitting the 4 × 4
Jafarkhani (quasi-orthogonal) code. This thesis only considers single RF
chain MIMO transmitters.

10. In (AR09), the author describes how to construct a ST block code (STBC)
by quickly switching a set of antennas. The work in (AR09) relates to pulse
position modulation (PPM) with multi radios for ultra wideband (UWB)
communications while the thesis considers constant envelope modulation for
classical mobile communications.

11. In (HRB09), the authors alter the far-field of a parasitic array with thousands
of switches, at a rate equal to the modulation rate. The work in (HRB09)
is intended for secure information transmission by limiting the information
bandwidth to a small angle. Our work is intended for MIMO transmission
rather than secure communication.

1.3 Thesis Outline

The rest of the thesis is organized as follows:

– Chapter 2 : This chapter first shows how two BPSK signals can be transmit-
ted by switching two antennas at the modulation rate. The chapter then de-
scribes from a signal space approach the interactions when the two antennas
are closely spaced and matched according to different matching techniques.

– Chapter 3 : This chapter conveys the idea of antenna switching to beam
switching where the RF excitation point becomes fixed. It shows how the
BPSK signals are mapped onto a spatial basis obtained be decomposing the
Euler functions comprising the array far-field. More importantly we show
how the signal format is extended to high order complex modulations.

– Chapter 4 : This chapter first generalizes the basis derivation from any a Mir-
ror Image Pattern Pair (MIPP). Then it proposes a prototyping methodology
for designing and optimizing an SPA of microstrip line for MIMO transmis-
sion.

– Chapter 5 : This chapter experimentally validates the concept of MIMO
transmission with a single radio.

– Chapter 6 : Finally this chapter concludes the work.
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1.4 Notation

1.4 Notation

We use the following notations: a bold small letter designates a vector and a bold
big letter designates a matrix. The operators ()∗ , ()T , ()H designate complex
conjugate, transpose and complex conjugate transpose (Hermitian) operators, re-
spectively. The notation IN indicates an identity matrix of size N × N . The
operator diag (v) returns a square matrix with the elements of the vector v laid
across the main diagonal of the matrix. The operators E {.}, Var {.} and tr {.}
return the expectation, the variance and the trace of the operand, respectively.
Moreover, we use the following abbreviations:
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1. INTRODUCTION

Table 1.1: Abbreviations

Acronym Meaning

2-D 2-dimensional

AWGN Additive White Gaussian Noise

DMN Decoupling and Matching Network

ESPAR Electronically Steerable Parasitic Array Radiator

i.i.d independent and identically distributed

MIMO Multiple-Input Multiple-Output

MISO Multiple-Input Single-Output

PE Parasitic Element

PDF Probability Density Function

PIN Positive Intrinsic Negative

SAS Switched Antenna System

SIMO Single-Input-Multi-Output

SINR Signal to Interference and Noise Ratio

SISO Signal-Input-Single-Output

SPA Switched Parasitic Array

SNR Signal to Noise Ratio

ZMCSCGRV Zero Mean Circular Symmetric Complex Gaussian Random Variable
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MIMO Transmission via Antenna

Switching

In this chapter we show that two BPSK signals can be simultaneously transmitted
using a single active antenna at a time, thus requiring a single RF source. The
idea is to modulate one BPSK substream to one of two transmit antennas while
mapping the second substream to the index of the active antenna (a SAS changes
the excitation point (the RF port) at a rate equal to the modulation rate). This
is practically possible using RF switches or by simply using PIN diodes1.

2.1 A 2-Element SAS

Consider two BPSK symbols x1 and x2, transmitted over two antennas, and
received using KR antennas after propagating through a narrowband channel
H ∈ C

KR×2. The narrowband received signal model can be written as

y = Hx + n, (2.1)

where y ∈ C
KR×1, x ∈ R

2×1 defined as

x :=

[
x1
x2

]
(2.2)

,
and n ∈ C

KR×1 is a vector representing the additive white Gaussian noise (AWGN).
The noise is assumed spatially white across the KR receive antennas, with zero

1The PIN diode has a switching delay in the order of nanoseconds (Poz05; Pac), thus leading to a
negligible transient delay with respect to the symbol period.
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2. MIMO TRANSMISSION VIA ANTENNA SWITCHING

mean and variance σ2
n, thus E

{
nnH

}
= IKR

σ2
n. By introducing an orthonormal

2 × 2 matrix U such that UUT = UTU = I, the received signal model can be
rewritten as

y = HUUTx + n

= H̃x̃ + n, (2.3)

where H̃ = HU and x̃ = UTx are unitary transformations of H and x, respec-
tively. Notice that (2.3) is equivalent to (2.1), since H̃ and x̃ are just rotations

of H and x, respectively. However, by setting U = 1√
2

[
1 1
1 −1

]
, the vector x̃

collapses to a scalar as x2 is at one of the two possible states: +x1 or −x2 (BPSK
signaling). The result is quite remarkable in the sense that a transmitter with a
single RF frontend and two transmit antennas will be able to spatially multiplex
two BPSK signals by transmitting a single scalar value to one of the two available
antennas at a time. For example, an RF switch can be used as we describe later to
swap the driven antenna (the RF excitation port) according to the location of the
non-zero entry of x̃, at a rate equal to the modulation rate. On the other hand,
the receiver recovers the received signal exactly as in classical MIMO decoders.
The matrix H is obtained from H̃ (i.e., H = H̃UT ) which can be estimated by
training the receiver using x̃.

According to this approach, the SAS may either open-circuit the antenna corre-
sponding to the zero entry of x, or short it through its matching impedance. In the
first scenario, the passive antenna becomes invisible and the open-circuit correla-
tion is the limiting factor that controls the diversity performance of the proposed
transmission technique (i.e. there will be no MC between the two antennas).
Assuming uncorrelated and distantly spaced receive antennas, the channel can
be written according to the Kronecker model (ea00; KTCV02) as H = HwR

1/2
T ,

where RT is the open-circuit correlation between the two antennas. In case of
a uniform field distribution, the open-circuit correlation is simply given by the
J0(κd) where J0 is the zero order Bessel function (Jak74), κ is the wavenumber
and d is the spacing in units of wavelengths.

In the second scenario, the passive antenna parasitically disturbs the far-field due
to the MC effect, which plays a role in the diversity performance of the proposed
technique as detailed in the following

2.2 Case 1: Individual Port Matching

If we assume that each of the two antenna elements is matched by the impedance
ŻM (balanced uncoupled matching (ea08c; LA06)), then the transmit coupling
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2.2 Case 1: Individual Port Matching

matrix becomes

CT =




[
ŻM 0

0 ŻM

]

︸ ︷︷ ︸
ŻM

+

[
Z11 Z12

Z12 Z11

]

︸ ︷︷ ︸
ZTT




−1

=

(
C11 C12

C12 C11

)
, (2.4)

where ŻM = ŻMI2. Zij = Zji and Cij = Cji, {i, j} ∈ {1, 2} are the elements of the
mutual impedance matrix ZTT and the elements of the transmit coupling matrix
CT , respectively. The far-field can be written as GT (ϕ) = Giso (ϕ)CTx, where
ϕ is the observational angle in the azimuth plane. Giso (ϕ) = [Giso1 (ϕ) Giso2 (ϕ)]
is the vector of the isolated element patterns (i.e. the pattern of each element
when the others are open). CT in (2.4) is a Toeplitz symmetric matrix, hence
its eigenvectors are orthonormal. Let UT be a matrix the columns of which are
the eigenvectors of CT and ΛT be a diagonal matrix the elements of which are

the eigenvalues of CT , then for the given CT we get UT = 1√
2

[
1 −1
1 1

]
and

ΛT = diag ([CΣ C∆]) such that CΣ = C11 +C12 and C∆ = C11 −C12. The array
far-field can be decomposed into two basis functions as follows:

GT (ϕ) = Giso (ϕ)UTΛTUT
Tx,

= ET (ϕ)ΛTUT
Tx,

= BT (ϕ)UT
Tx,

= BT (ϕ) x̃, (2.5)

where

BT (ϕ) = ET (ϕ)ΛT = [BΣ(ϕ) B∆(ϕ)] , (2.6a)

ET (ϕ) = Giso (ϕ)UT = [EΣ(ϕ) E∆(ϕ)] , (2.6b)

where E (ϕ) is the vector of the eigenpatterns Eℓ(ϕ), ℓ ∈ {Σ,∆} (WC04) such
that

1

2π

∮

ϕ
EΣ(ϕ)E

∗
∆(ϕ) · dϕ = 0. (2.7)

Notice that (2.7) states that the two eigenpatterns are orthogonal either in the
free-space or in a fully-scattered channel. Moreover, BT (ϕ) is the vector of the
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2. MIMO TRANSMISSION VIA ANTENNA SWITCHING

basis functions Bℓ(ϕ), ℓ ∈ {Σ,∆} defined as a scaled version of the ℓth eigenpattern
(scaled by Cℓ(ϕ), ℓ ∈ {Σ,∆}) as per (2.6a) as follows:

BΣ(ϕ) = CΣEΣ(ϕ) = CΣ
Giso1(ϕ) + Giso2(ϕ)√

2
,

B∆(ϕ) = C∆E∆(ϕ) = C∆
Giso1(ϕ)− Giso2(ϕ)√

2
. (2.8)

2.2.1 Spatial Multiplexing of Two BPSK Signals

Till now we have shown that the far-field of the 2-element array is a linear com-
bination of the two basis functions BΣ(ϕ) and B∆(ϕ), (see (2.5) and (2.6a)), onto
which the two mode voltages x̃ are mapped. For a fixed CT (fixed array topology
and fixed ŻM ), the linear combination of the basis is controlled only by the set
of the mode voltages x̃. Let the 2-element array be driven by a single feeding RF
voltage signal. If we simply switch the input voltage vector x from [x1 0]T where
the first element is driven and the second is parasitically excited by the field of
the first to [0 x1]

T where the second element is driven and the first is parasitically
excited by the field of the second element; the mode voltages switch consequently
from x̃ = 1√

2
[x1 x1]

T to x̃ = 1√
2
[x1 − x1]

T . According to the antenna elements’
state S ∈ {0, 1} where S = 0 refers to the state when the first antenna element
is active and the second is passive (vise versa when S = 1), the far-field becomes
function of S as follows

GT (ϕ) =
1√
2

(
x1BΣ(ϕ) + x1(−1)SB∆(ϕ)

)
,

= s1BΣ(ϕ) + s2B∆(ϕ), (2.9)

where two independent BPSK signals
(
s1 =

x1√
2

)
and

(
s2 =

x1√
2
(−1)S

)
are mapped

onto the two basis functions. The result is welcome in the sense that a switched
antenna system with a single RF-frontend can be used for mapping two BPSK
signals onto the proposed basis. Fig. 2.1 shows a switched antenna system with
two symmetrical antenna elements where the state S is obtained by XOR-ing the
bit streams (b1 and b2) in the binary domain i.e. S := b1⊕b2. The first bit stream
is modulated to s1 = vs√

2
and up-converted while the output state S controls the

polarity of the DC source. When the DC source is positive (S = 0), the varactor
diodes D1 and D4 are forward-biased and the varactor diodes D2 and D3 are
reverse-biased. Consequently the first antenna element is driven by s1 and the
second is parasitically excited by the field of the first antenna element and the
inverse scenario takes place when S = 1 (notice that both of the antenna elements
are matched by ŻM = ZM +Zo irrespective of the diodes state S, where Zo is the
characteristic impedance of the RF-DC cable).
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2.2 Case 1: Individual Port Matching

Figure 2.1: A switched antenna system with a single RF-frontend, a shared RF-DC
feeding circuit and a shared RF-DC cable. An array of two fractal dipoles with a common
reflector is proposed as an example of two closely-coupled antennas.

2.2.2 Mutual Information Analysis

A simple analytical model regarding the mutual information of the proposed
scheme is introduced in this part. We consider a system where the transmit-
ter is equipped with a switched antenna system as shown in Fig. 2.1 whereas
the receiver is equipped with two distantly spaced antenna elements. The 2 × 2
spatial channel matrix H when taking the MC and the open-circuit correlation
at the transmit end of the communication link may be expanded (JM05a) as
H = Hw (ηTRT )

1/2
CT where CT ,RT are the transmitter coupling and open-

circuit correlation matrices respectively and ηT is the transmitter efficiency. Hw

is a matrix the elements of which are zero mean circularly symmetric complex
Gaussian variables (ZMCSCGV). The received signal vector y can be written as

y = Hw (ηTRT )
1/2

CTx + n,

= Hw (ηTRT )
1/2

UTΛTUH
T x + n,

= Hw (ηTRT )
1/2

UTΛT︸ ︷︷ ︸
Ψ

1/2

x̃ + n (2.10)

where n is the noise vector assumed ZMCSCGV. By using the log2 det(·) formula
(GNP03), the upper bound that comes from the Jensen’s inequality and the con-
cavity of log2 det(·)1, the average mutual information is found to be bounded from

1The log2 det(·) is concave over positive semi-definite matrices (Hor96). Since Ψ is positive semi-
definite, the term I2 + ρ

2
Ψ is positive semi-definite too, as it is a one-to-one mapping of Ψ, thus
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2. MIMO TRANSMISSION VIA ANTENNA SWITCHING

above as

ℑav ≤ log2 det
(
I2 +

ρ

2
Ψ

)
, (2.11)

where the 2 in (2.11) is the number of the eigenmodes (the two basis functions or
the two eigenpatterns); ρ is the average received signal to noise ratio (SNR) per
antenna.

2.2.3 Receiver Decoding

The two BPSK symbols can be simply decoded as in classical ST decoding tech-
niques. However the receiver has to first estimate the receive antennas’ responses
to the proposed basis. This is done by first estimating the receive antenna re-
sponses to GT (ϕ) over the different antenna states; then the response of the kth
receive antenna to the basis BΣ (ϕ) and B∆ (ϕ) is found from

hk = s1hk,Σ + s2hk,∆. (2.12)

where hk,Σ is the response of the kth receive antenna to BΣ (ϕ) and hk,∆ is the
response of the kth receive antenna to B∆ (ϕ)

Proof:

Without loss of generality we consider vertically polarized signals impinging onto
a receiving array of omnidirectional antennas; the channel response of the kth
omni receive antenna to the first transmitting antenna element is written from
(WSW04) as

hk = Ck

P∑

p=1

βlG1(ϕp)

= Ck

P∑

p=1

(βls1BΣ(ϕp) + βls2B∆(ϕp))

= s1Ck

P∑

p=1

βlBΣ(ϕp) + s2Ck

P∑

p=1

βlB∆(ϕp)

= s1hk,Σ + s2hk,∆ (2.13)

where Ck =

√
ℜ(Ź11)
ℜ(Z11)

√
GRxkGTx1

(
λ
4π

)2
, Ź11 is the self-impedance of the receiving

preserving the positive definiteness.
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antenna subsystem, P is the number of relevant paths, GTx1, GRxk are the effective
gains of transmit antenna 1 and the kth receive antenna, respectively (WSW04)
and βl is the gain of the lth path.

2.2.4 Practical Example

In this example we consider a uniform field distribution which is a reasonable
assumption when assuming many scatterers in the full angular spread. The trans-
mitter is equipped with a switched antenna system of two fractal antenna ele-
ments as shown in Fig. 2.1 where a common reflector is intentionally inserted
in the middle so that the two isolated element patterns Giso1(ϕ) and Giso2(ϕ) are
decorrelated. Notice from 2.8 that the basis function BΣ(ϕ) will eventually vanish
if both Giso1(ϕ) and Giso2(ϕ) become highly correlated (WC04). The transmit an-
tenna system is described by Z11 = 4.986− j0.7155Ω and Z12 = 1.147− j17.07Ω.
The maximum array spacing (as the inter-element spacing is not uniform) is
about 0.2λ, and the operating frequency is 4 GHz. The isolated element pat-
terns are obtained using an accurate electromagnetic simulator (IE3) and the
open-circuit correlation matrix under the given channel conditions is found to

be RT =

[
1 0.4618− j0.1874

0.4618 + j0.1874 1

]
. The transmitter employs the

proposed scheme for spatially multiplexing two BPSK signals, whereas the ac-
cess point is assumed to have two largely spaced and optimally matched antenna
elements and surrounded by many scatterers. The real part of the matching
impedance RM was changed from 0Ω up to 50Ω with a step of 1Ω and the imag-
inary part XM from −50Ω up to 50Ω with a step 5Ω. At every loading, 10,000
channel realizations were taken and the 10% outage rate was found as shown in
Fig. 2.2 at an SNR of 10 dB. The optimal matching impedance Zopt

M is chosen to
be the one that maximizes the 10% outage rate as being a figure of merit when
considering flat-fading or quasi-static MIMO channels (as in (APK+09)). For the
given antenna system, Zopt

M is found to be 15+j0Ω, at which the maximum outage
rate is 3.95 b/s/Hz; the transmitter efficiency is 78% and the power imbalance
between the basis is −0.48 dB

2.3 Case 2: Multiport Conjugate Matching

In this part we assume the two closely-spaced antennas decoupled and matched
using a lossless DMN. Moreover, rather than spatial multiplexing, we describe
how the SAS can transmit the Alamouti code of BPSK signals with a single RF
source and compact array dimensions.
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Figure 2.2: 10% outage rate assuming Gaussian signaling.

2.3.1 Decoupled and Matched Antenna System

A general antenna system of two identical antenna elements has the mutual
impedance matrix ZTT as shown in (2.4). ZTT can be decomposed as follows

ZTT = UΛUT ,

U =
1√
2

[
1 1

−1 1

]
,Λ = diag

([
ZΣ Z∆

])
,

ZΣ =
1√
2
(Z11 + Z12)

Z∆ =
1√
2
(Z11 − Z12) . (2.14)

Notice that U is an orthonormal matrix i.e. UUT = I2. Having decomposed
ZTT , a DMN of a series reactive load jX and a shunt admittance jB (as shown in
Fig. 2.3) can now be found so that the impedance of port 1 (ZPort 1 = ZΣ + jX)
equals the impedance of port 2 (ZPort 2 = Z∆ − j/(2B)). By equating the real
and imaginary parts of ZPort 1 and ZPort 2, closed form expressions for X and B
are obtained as in (YC08). Having the two ports decoupled, the ports can now
be matched individually using e.g. L-section matching as described in (Poz05).

2.3.2 An Orthonormal Space

We define the port beampattern as the one obtained when exciting the port with a
unit voltage signal while terminating the second with its matching impedance. To
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Port 1 Port 2

DMN

Antenna 2Antenna 1

jX jX

jB

Figure 2.3: Antenna system of two identical antenna elements connected to a DMN.

do so, we write down the total far-field pattern of the decoupled antenna system
as

GT (ϕ) =
[
1 e−jκd cos(ϕ)

]
(YS + YB)

[
x1
x2

]
,

and

YS =

[
ZΣ + jX 0

0 Z∆ + jX

]−1

,YB =

[
+jB −jB
−jB +jB

]
, (2.15)

where ϕ is the angle in the azimuth plane, k = 2π/λ is the wavenumber, λ is
the carrier wavelength, d is the inter-element spacing in wavelengths, YS is the
series admittance matrix and YB is the shunt one. Consequently the beam-
patterns of RF ports 1 and 2 are defined as G1(ϕ) := GT (ϕ)|x1=1, x2=0 and
G2(ϕ) := GT (ϕ)|x1=0, x2=1, respectively. Notice that the total far-field pattern
can alternatively be written as linear combination of the port beampatterns onto
which the input signals are mapped as follows

GT (ϕ) = G1 (ϕ) x1 + G2 (ϕ) x2. (2.16)

The two beampatterns G1 (ϕ) and G1 (ϕ) form an orthonormal space by the
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DMN effect i.e. 1
2π

∫ +π
−π G1 (ϕ)G∗

2 (ϕ) · dϕ = 1
2π

∫ +π
−π G2 (ϕ)G∗

1 (ϕ) · dϕ = 0 and
1
2π

∫ +π
−π G1 (ϕ)G∗

1 (ϕ) · dϕ = 1
2π

∫ +π
−π G2 (ϕ)G∗

2 (ϕ) · dϕ = ηT = 1 where ηT is the
transmit efficiency of the antenna system. Both effects of the DMN i.e. the
full decorrelation of the port beampatterns and the full matching of the antenna
system are already known in the literature

2.3.3 An Alternative Orthonormal Space

By defining two basis functions BΣ (ϕ) and B∆ (ϕ) as

BΣ (ϕ) :=
1√
2
(G1 (ϕ) + G2 (ϕ))

B∆ (ϕ) :=
1√
2
(G1 (ϕ)− G2 (ϕ)) , (2.17)

an orthonormal basis is obtained.

Proof:

Considering the azimuth plane, the cross-correlation between the basis is given by

̺12 =
1

2π

∫ +π

−π
BΣ (ϕ)B∗

∆ (ϕ) · dϕ

=
1

4π

∫ +π

−π
(G1 (ϕ) + G2 (ϕ)) (G∗

1 (ϕ)− G∗
2 (ϕ)) · dϕ

=
1

4π

∫ +π

−π
G1 (ϕ)G∗

1 (ϕ) · dϕ+
1

4π

∫ +π

−π
G1 (ϕ)G∗

2 (ϕ) · dϕ

− 1

4π

∫ +π

−π
G2 (ϕ)G∗

1 (ϕ) · dϕ− 1

4π

∫ +π

−π
G2 (ϕ)G∗

2 (ϕ) · dϕ

= 1/2 + 0− 0− 1/2

= 0 (2.18)

The same applies to ̺21. Moreover,
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̺11 =
1

2π

∫ +π

−π
BΣ (ϕ)B∗

Σ (ϕ) · dϕ

=
1

4π

∫ +π

−π
(G1 (ϕ) + G2 (ϕ)) (G∗

1 (ϕ) + G∗
2 (ϕ)) · dϕ

=
1

4π

∫ +π

−π
G1 (ϕ)G∗

1 (ϕ) · dϕ+
1

4π

∫ +π

−π
G1 (ϕ)G∗

2 (ϕ) · dϕ

− 1

4π

∫ +π

−π
G2 (ϕ)G∗

1 (ϕ) · dϕ− 1

4π

∫ +π

−π
G2 (ϕ)G∗

2 (ϕ) · dϕ

= 1/2 + 0 + 0 + 1/2

= 1 (2.19)

The same applies to ̺22. The two beampatterns form a linear mixture of orthonor-
mal basis.

2.3.4 Alamouti Transmit Diversity

In this part we show that a single RF source attached to a decoupled and a
matched antenna system of two antenna elements and connected to an RF switch,
is capable of transmitting the Alamouti code of two BPSK signals. This is done
by first mapping the signals from the classical orthonormal space of the port
beampatterns G1 (ϕ) and G2 (ϕ) of RF ports 1 and 2 respectively, formed by the
DMN effect

In the classical Alamouti transmit diversity scheme (Ala98), a block of real sig-

nals
[

x1/
√
2 −x2/

√
2

x2/
√
2 x1/

√
2

]
is mapped onto two transmit antennas over two symbol

periods. By applying this block to the antenna system shown in Fig. 2.3, the
far-fields during the first and the second symbol periods become

GT1 (ϕ) = G1 (ϕ) x1/
√
2 + G2 (ϕ) x2/

√
2

= x1/
√
2 [G1 (ϕ) + x2/x1G2 (ϕ)] (2.20)

and

GT2 (ϕ) = −G1 (ϕ) x2/
√
2 + G2 (ϕ) x1/

√
2

= −x2/
√
2 [G1 (ϕ)− x1/x2G2 (ϕ)] (2.21)

respectively. Notice that the ratio x2/x1 ∈ {−1, 1} in (2.20) under BPSK signaling
as well as the ratio −x1/x2 ∈ {1,−1} in (2.21). Let the driving signal be x1 during
the first symbol period and −x2 during the second. The antenna element to
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be driven during the first symbol period is determined by the ratio x2/x1 and
in the second symbol period by the ratio −x1/x2 = −x2/x1, which is simply
the other antenna element. By this way, similar far-field expressions to those in
(2.20) and (2.21) are obtained, however the BPSK symbols are mapped from the
classical orthonormal space created by the DMN effect i.e. the space of G1 (ϕ) and
G2 (ϕ) onto the orthonormal space of BΣ (ϕ), B∆ (ϕ). This mapping enables the
Alamouti functionality using a single driving RF source. The scheme is described
in algorithmic manner as follows:
During the first symbol period

if x2/x1 = 1 then

x1→ RF Port 1

G̃T1 (ϕ) = G1 (ϕ) x1

= x1/
√
2 [BΣ (ϕ) + B∆ (ϕ)]

else

x1→ RF Port 2

G̃T1 (ϕ) = G2 (ϕ) x1

= x1/
√
2 [BΣ (ϕ)− B∆ (ϕ)]

end if

During the second symbol period

if −x1/x2 = 1 then

−x2→ RF Port 1

G̃T2 (ϕ) = −G1 (ϕ) x2

= −x2/
√
2 [BΣ (ϕ) + B∆ (ϕ)]

else

−x2→ RF Port 2

G̃T2 (ϕ) = −G2 (ϕ) x2

= −x2/
√
2 [BΣ (ϕ)− B∆ (ϕ)]

end if

Fig. 2.4 shows how a simple control circuit is used for switching the antenna
elements, driving one of the RF ports and terminating the other with its matching
impedance ZM , simultaneously. The figure shows how the DC signals H :=High
and L :=Low are used for switching the active RF port and to forward bias or
reverse bias the diodes D1 and D2.
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+b1

−b2

...

DMN

Antenna 1 Antenna 2

D1 D2

ZM ZM

H

    RF
Switch

L

Figure 2.4: A schematic diagram of a control circuit for switching, driving and matching
the antenna elements using attached to a single RF source.

2.3.5 Performance Evaluation

In this part we first describe an antenna system example of two closely-spaced
dipoles. The antenna system is used later for evaluating the proposed space-time
transmission technique in a geometrical channel model representing a realistic
scattering environment.

2.3.5.1 Antenna System Example

We consider two λ/2 thin electrical dipoles spaced by λ/20. The mutual impedance

matrix of the antenna system is given by ZTT =

[
73.1 + j43.0 71.6 + j24.3
71.6 + j24.3 73.1 + j43.0

]
.

The DMN components are calculated from the closed-form expressions in (YC08)
as X = −33.75 Ω and B = −0.0037 0. The orthonormal beampatterns Gk (ϕ) , k ∈
{1, 2} are shown in Fig. 2.5 whereas the proposed basis is shown in Fig. 2.6. Notice
that such an antenna system addresses the major limitations of mobile handheld
terminals in the sense that

– The DMN enhances the energy efficiency by maximizing the transmit an-
tenna efficiency and minimizing the cross-talk between the two RF ports.

– The signals are mapped onto an orthonormal basis derived from the original
orthonormal space created by the DMN.
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Figure 2.5: Port beampatterns of two decoupled dipoles spaced by λ/20 (classical or-
thonormal space).

– The RF hardware (PA, ADC, DAC) is reduced by using a single radio.

– The interference among the parallel RF chains which is found to have a
negative impact on the system performance is avoided by using a single RF
chain.

2.3.5.2 Simulation Results

We evaluate the proposed transmit diversity technique by extensive Monte Carlo
simulations. We consider a 2-D outdoor macro-cellular geometrically based circu-
lar single bounce channel model as in (ea98), with 10 scatterers surrounding the
transmitter (uniformly distributed). Simpler channel models e.g. the independent
and identically distributed (canonical) channel model, cannot be used here due to
the non-uniform angular distribution of the power in the space. We assume that
the transmitter is equipped with the suggested antenna system and implements
the proposed Alamouti scheme using BPSK signaling (transmission over the pro-
posed basis functions shown in Fig. 2.6). We also assume that the receiver is
equipped with two antennas (spaced by 10λ) and knows the channel and that we
have a flat fading environment. Fig. 2.7 shows the performance results in terms of
the error probability Pb versus the bit signal to noise ratio Eb/No of a communica-
tion system example, and compared to the performance of a system example that
implements the classical Alamouti code (using a similar antenna system with two
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Figure 2.6: Basis functions derived from the port beampatterns shown in Fig. 2.5 (pro-
posed orthonormal space).

driven RF ports), thus the communication is done over the beampatterns shown
in Fig. 2.5. The figure shows that the performance of the proposed technique is
comparable to its classical counterpart, however the proposed scheme requires a
single radio. The figure also shows the classical BPSK performance of a 1× 1 sys-
tem example comprised of isotropic antennas at both ends of the communication
system as a reference.
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Figure 2.7: Performance evaluation of the proposed technique.
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3

MIMO Transmission via

Reactance-Assisted Antenna

Systems

In this chapter we implement reduced complexity MIMO transmission using reactance-
assisted antenna systems. A switched parasitic array (SPA) of a single driven
element (and thus a single RF frontend) surrounded by PEs (PE) loaded with
variable reactive loads is proposed and described. The idea is to map the sig-
nals onto a set of angular functions comprising the SPA far-field. By this way,
independent information streams are encoded over the angular variations of the
far-field in the wavevector domain (TBP05), rather than spatial variations as usu-
ally happen in conventional MIMO systems. The array can spatially multiplex
all the possible alphabets of the input vector of signals by creating all the de-
sired linear combinations (of the basis functions) corresponding to the input. In
the first part of this chapter, we propose a simple approach for transmitting two
BPSK signals using a 3-element SPA. In the second part we propose a universal
scheme for encoding multi high order PSK symbols onto the SPA beampattern.
The desired combinations are obtained by projecting the ratio of the symbols to
be spatially multiplexed on the ratio of the basis functions’ weights (complex co-
efficients), which are functions of the antenna parameters as well as the variable
SPA loading.

3.1 Parasitic Antenna Theory

In this work we mainly focus on the 3-element SPA antenna which is implemented
using a single active antenna element and two PEs (PE) surrounding the active
element at relative local angles of 0 and π as shown in Fig. 3.1.
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2              0            1

ϕ

jX2 jX1

Figure 3.1: A 3-element SPA.

The PEs are loaded with variable reactors (varactors) that control the imaginary
part of the PEs’ input impedances. By adjusting the varactors’ response, the
radiation pattern of the SPA antenna system is controlled. The currents on the
PE are induced by MC with the current on the central element according to the
equation (OG00)

i = wvs (3.1)

where vs represents the transmitted voltage signal source with the amplitude and
the phase from the driving RF port at the central element, w := [ZTT + X]−1

u is
the “equivalent weight vector" (OG00) and ZTT is the mutual impedance matrix
given by

ZTT =




Z00 Z01 Z01

Z01 Z11 Z12

Z01 Z12 Z11


 (3.2)

where we assumed Zij = Zji, {i, j} ∈ {0, 1, 2} by assuming that the antennas

28

4/figures/espar.eps


3.1 Parasitic Antenna Theory

are made of electrically reciprocal materials, X is a diagonal matrix defined as
X := diag ([Z0 jX1 jX2]), where Z0 is the characteristic impedance of 50Ω (equal
to the source impedance Zs at the central active port for matching purposes),
while jXi is the loading of the ith PE, and finally u is a selection vector defined
as u := [ 1 0 0 ]T

α(ϕ) :=
[
1 exp(−jκd cos(ϕ− 0)) exp(−jκd cos(ϕ− π))

]T (3.3)

where κ = 2π
λ is the wavenumber and d is the SPA inter-element spacing.

The far-field and the circuit relations of the array are re-written according to
(LDP06) and (MK02) as

GT (ϕ) = α
T (ϕ)wvs

= is

(
1 + γ1 exp(−jκd cos(ϕ)) + γ2 exp(jκd cos(ϕ))

)
(3.4)

where

is = vs/Zin (3.5)

γ1 =
Z12Z01 − Z01 (Z11 + jX2)

(Z11 + jX1) (Z11 + jX2)− Z2
12

(3.6)

γ2 =
Z12Z01 − Z01 (Z11 + jX1)

(Z11 + jX1) (Z11 + jX2)− Z2
12

(3.7)

Finally, as the SPA is intended for portable radio units living on a limited battery,
the SPA efficiency is an important factor to be maintained at a high value. The
SPA efficiency η is simply given by

ηT = 1− |Γin|2 (3.8)

where Γin is the input reflection coefficient such that

Γin = (Zin + Zo)
−1(Zin − Zo) (3.9)

where Zin is the driving point impedance given by

Zin = Z00 + γ1Z01 + γ2Z02 (3.10)
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3.2 BPSK-MIMO via an SPA

3.2.1 Transmission Technique

The far-field can be expressed as a linear combination of two basis functions by
decomposing the Euler’s functions in (3.4), as follows

GT (ϕ) = is

(
1 + (γ1 + γ2) cos(κd cos(ϕ))︸ ︷︷ ︸

BΣ(ϕ)

−j (γ1 − γ2) sin(κd cos(ϕ))︸ ︷︷ ︸
B∆(ϕ)

)
(3.11)

Notice that in (3.11) BΣ(ϕ)⊥B∆(ϕ) irrespective of γ1 and γ2. This is because the
sin(κd cos(ϕ)) beampattern is orthogonal to both the of the spatial omni pattern
(the term 1) and to the spatial cos(cos(ϕ)) beampattern. By swapping the loads
X1 ↔ X2, the complex coefficients swap as γ1 ↔ γ2, thus phase shifting B∆(ϕ) by
180◦ without affecting BΣ(ϕ) and without changing the driving point impedance
seen by the central active antenna. According to the SPA loading state ([jX1 jX2]
or [jX2 jX1]), the far-field becomes

GT (ϕ) = is
(
BΣ(ϕ) + (−1)SB∆(ϕ)

)

= isBΣ(ϕ) + is(−1)SB∆(ϕ)

= x1BΣ(ϕ) + x2B∆(ϕ) (3.12)

Fig. 3.2 shows a simple control circuit for spatially multiplexing two BPSK signals
using the 3-element SPA array. The first BPSK sub-stream (x1 = is) is fed into
the single active port after being modulated and up-converted. The second sub-
stream (x2 = is(−1)S) is XOR-ed with the first in the binary domain (b1⊕b2) and
the output control signal is used for binary switching between the two reactances
jX1 and jX2 (i.e. selecting [jX1 jX2] when b1 ⊕ b2 = 0 and [jX2 jX1] when
b1⊕ b2 = 1). Notice that (γ1 − γ1) at [jX1 jX2] becomes (γ1 − γ1) at [jX2 jX1].

3.2.2 Outage Rate Maximization

The reactive loads that control γi, i ∈ {0, 1, 2} can be jointly optimized against
some parameters e.g. the maximum radiated power or the maximum mutual
information (BMK08). In this part we are interested in maximizing the outage
capacity as being a figure of merit in slow fading MIMO communications. The
open-loop capacity is intuitively maximized when the power imbalance between
the two angular basis BΣ(ϕ) and B∆(ϕ) is made close to 0dB and the matching
efficiency is made close to unity. The correlation between the signals is already
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Figure 3.2: A simplified 3-element SPA control circuit.

nulled by the orthogonality of the basis (assuming uniform distribution of the
field) and does not consequently affect the throughput potential. The effects of
these parameters can be captured using the exact SPA far-field normalized with
respect to a reference isotropic source.1 The outage capacity is calculated using
the log det formula (GF98) i.e assuming Gaussian signaling (the formula may
serve as an upper-bound for the attainable rate under BPSK signaling). We use
the same SPA antenna in (ea03b) at the transmit side, i.e. a 3-element SPA
with λ/10 inter-element spacing, and a single omni receiver at the other side of
the link. An exhaustive search was conducted through which the reactive loads
were scanned from −j100Ω up to j100Ω with a step of jΩ. The 10% outage
capacity at SNR of 10dB was found at every loading within an indoor environment
described by a 2-D geometrically based elliptical single bounce channel model as
that described in (ea98). Fig. 3.3 shows the 10% outage capacity versus the PE
loadings. A maximum 10% outage capacity of 1.9144 b/s/Hz is obtained at a
loading of [jX1 jX2] = [−j4 − j60] Ω. At such loading, a radiation efficiency of
95% and power imbalance between the angular basis of 0.4 dB are obtained.

1Notice that the MC is taken into account within the far-field calculation, where the currents
are calculated from the mutual impedance matrix ZTT and the SPA loading. The normalizing of
the channel is done with respect to a reference SISO link with two isotropic sources at both ends of
the communication link. The isotropic sources are obtained by loading the SPA PE’s with 2kΩ each
(ea03a).
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Figure 3.3: The 10% outage capacity at SNR of 10dB versus the two reactive loadings
jX1 and jX2. The maximum outage capacity Cmax is obtained at [−j4 − j60] Ω and
[−j60 − j4] Ω.
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3.2 BPSK-MIMO via an SPA

3.2.3 Some Receiver Techniques

The 3-element SPA could also function as a MIMO receiver for spatially demulti-
plexing the signals. A simple reception scheme is to demultiplex two real signals
via IQ-separation i.e. the I-channel is separated from the Q-channel. This gives
the receiver two independent equations to solve for the two unknown signals x1
and x2. The complex vector h = [h1 h2] is transformed after the IQ-separation
into a real matrix

H =

[
ℜ{h1} ℜ{h2}
ℑ{h1} ℑ{h2}

]

where the ℜ{.} operator returns the real part of the operand while the ℑ{.} op-
erator returns the imaginary part of the operand and hi is the response of the
receiver omni pattern to the ith transmit angular basis. Despite simplicity, the
IQ-separation scheme suffers from some drawbacks, e.g the scheme is restricted
to real signals, the transmit diversity order extracted by the receiver is reduced
and the average SNR at the receiver is split between the two channels. An alter-
native demultiplexing scheme is to switch the receiver radiation pattern between
two beams during each symbol period. Each beam samples different part of the
space and collects consequently independent spatial samples of the received sig-
nal. Notice that the 3-element SPA can create at most three independent complex
patterns (equal to the number of array elements) and consequently demultiplex
up to three complex signals, or six real signals via extra IQ-separation (LL05).
However, switching the beam patterns every half of the symbol period doubles
the signal bandwidth (at the receiver side), which in turn doubles the Gaussian
noise power at the receiver front-end. The signal model maybe described as

y =
1√
2

[
h11 h12
h21 h22

] [
x1
x2

]
+
√
2

[
n1

n2

]
, (3.13)

where hji is the response of the jth receiving beam to the ith basis function,
nj is the Gaussian noise collected within half of the symbol period by the jth

receiving beam. The factor 1√
2

is due to integrating each beam over half of the

symbol period while the factor
√
2 is due to doubling the bandwidth. For design

simplicity, the two optimal reactances for the transmission mode are also used for
the reception mode i.e. G1(ϕ) = BΣ(ϕ) + B∆(ϕ) and G2(ϕ) = BΣ(ϕ) − B∆(ϕ).
Notice that the two reactances are quite close to the optimal loads of [0 − j60] Ω
used in (ea03b) for reception pattern diversity. This is verified in the scatter plot
of the equivalent weight vector wi, i ∈ {0, 1, 2} as shown in Fig. 3.4. The (thick)
dot on w0 curve is the one corresponding to the optimal transmit loading, which
is close to the optimal matching point 1 + j0 (ea03b) while the dots on w1 and
w2 curves are well apart so that both G1(ϕ) and G2(ϕ) are weakly correlated.
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Figure 3.4: Equivalent weight vectors wi at jX1 = −j4Ω.

3.2.4 Simulation Results

The same channel model is used for evaluating the performance of the transmission
and reception schemes. Two nodes equipped with 3-element λ/10 SPA antennas
are communicating within a peer-to-peer link at an operating frequency of 2.4
GHz. The two nodes are located at the foci of an ellipse with a 16m separation
distance and 0.7 eccentricity and surrounded by twelve scatterers (ea98). The
first node spatially multiplexes two BPSK signals and the second demultiplexes
the signals using the proposed reception schemes using the optimal set of loads.
Fig. 3.5 shows that the beam-switching reception technique outperforms its coun-
terpart (IQ-Separation) at medium and high SNR regimes as it extracts a higher
diversity order. At low SNR, IQ-Separation performs better as the performance
is dominated by the noise level, reminding that the IQ-separation collects half the
noise power of that collected by the beam-switching technique.

3.3 A Simple Example of Two Active Transmit Anten-

nas

Before we show how to extend the previous findings to high order signaling we
show how the far-field of a conventional MEA is composed of basis functions over
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Figure 3.5: Performance of IQ-demultiplexing technique versus beam-switching demulti-
plexing technique using 3-element λ/10 SPA antennas at both ends of the communication
link for spatially (de)multiplexing 2 BPSK signals.
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which the signals are conveyed from the transmit to the receive side. We consider
a conventional MEA where we focus our analysis on the transmitter which is the
user handheld device (mobile, laptop, PDA, etc..). Assume that the transmitter is
a horizontal linear array consisting of two identical co-polar antennas. The array
far-field from (CO07) is written as

GT (ϕ) = [1 exp (−jκd cos(ϕ))]︸ ︷︷ ︸
α

T (ϕ)

[ZM + ZTT ]
−1

︸ ︷︷ ︸
CT

[
s1
s2

]
, (3.14)

where ZM = ZMI2 (balanced uncoupled matching) and si is the ith RF signal
driving the ith element.

GT (ϕ) = s1G1(ϕ) + s2G2(ϕ) (3.15)

where

Gk(ϕ) = α
T (ϕ)CTuk, (3.16)

are the unit excitation active element responses of antennas 1 and 2, respectively.
The far-field comprises a linear mixture of the active element patterns onto which
the transmitted signals are mapped i.e. the active element patterns form a basis1.

3.3.1 Spatial Correlation

The basis onto which the signals are mapped can be directly used for calculat-
ing the transmit covariance matrix upon which the diversity performance of the
system depends. By defining the vector G(ϕ) = [G1(ϕ) G2(ϕ)], the transmit co-
variance matrix becomes

RT =

∮
A(ϕ) G

H (ϕ)G (ϕ) · dϕ, (3.17)

where A(ϕ) is the power azimuth spectrum (PAS). In the special case when A(ϕ)
is uniform in the 2-D, we get

1The term basis refers to a set of angular functions that comprise the whole space. The basis is

not necessarily to be orthogonal !
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RT =
1

2π

∮
G

H (ϕ)G (ϕ) · dϕ,

= cCTR
1/2
O.C. (3.18)

where c is a normalizing factor and

RO.C. =

(
1 J0(κd)

J0(κd) 1

)
(3.19)

is the open-circuit correlation matrix.

3.3.2 Far-Field Reformulation

The far-field can be further re-written as

GT (ϕ) = s1

(
G1(ϕ) +

s2
s1

G2(ϕ)

)

= s1 (G1(ϕ) +RsG2(ϕ))︸ ︷︷ ︸
G̃T (ϕ)

(3.20)

where G̃T (ϕ) is termed the ‘effective radiation pattern’ (CO07). The effective
radiation pattern is a normalized version of the total far-field, which basically
shows that the magnitude of the beampattern is controlled by the relative ratio of
the two symbols Rs :=

s2
s1

. For example, the possible QPSK linear combinations of
G1(ϕ) and G2(ϕ) are shown in Table I. The rest of the linear combinations give the
same Rs and consequently the same effective radiation pattern, but with different
phases due to a different s1. For example, the linear combinations of the symbol
pairs (s1, s2) = {(1, 1), (−1,−1), (j, j), (−j,−j)} give the same Rs = {1, 1, 1, 1},
and consequently the same G̃T (ϕ). The ratio Rs belongs to a unit circle for PSK
modulation schemes as the two PSK signals have the same magnitude (constant
envelope). The general notation of a complex symbol sm is Amej(ωt+φm) where
Am, ωm, φm are the signal amplitude, angular frequency and phase respectively.
The notation of a baseband PSK symbol derived from a unity average power
signal constellation can be written as exp (jφm) where Am = 1, φm = 2π

Mm,m ∈
{0, 1, . . . ,M − 1} where M is the order of the PSK signal constellation, while
the angular component is dropped for simplicity. Consequently, the ratio of two
baseband PSK symbols can be written as

Rs :=
s2
s1

= exp

(
j
2π

M
m

)
, m = {0, 1, . . . ,M − 1}. (3.21)
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Table 3.1: Two QPSK Signals Combinations

[s1 s2]
T s1 Rs G̃T (ϕ) = G1(ϕ) +RsG2(ϕ)

[1 1]T 1 +1 G1(ϕ) + G2(ϕ)
[1 − 1]T 1 −1 G1(ϕ)− G2(ϕ)
[1 j]T 1 +j G1(ϕ) + jG2(ϕ)
[1 − j]T 1 −j G1(ϕ)− jG2(ϕ)

The scatter plot of Rs has some important properties that are directly derived
from the definition of Rs:

– Rotating Rs by ∆Φ is equivalent to rotating the signal constellation of the
second stream by ∆Φ with respect to the signal constellation of the first
stream (the receiver has to reversely rotate the constellation of the second
stream before decoding). However, rotating the signal constellation does not
affect its properties.

– The relative average input power of the second stream to the first one equals
the circle radius of Rs squared.

The radiation pattern in (3.15) has two degrees of freedom which are the two
independent signals fed into the two antenna elements1. This representation is
not useful for single feed arrays, since a single stream of symbols is fed into the
active element at a time. On the other hand, a representation such as in (3.20)
would be quite useful for single feed array where s1 is equivalent to the signal fed
into the active element (first degree of freedom), whereas the second degree of
freedom can be determined by Rs which is controlled as we show in this work by
the independent reactive loading of the PEs.

3.4 Any PSK-MIMO via SPA

3.4.1 Far-Field Approximation

The angular cosine term in (3.4) approaches the omni beampattern as the inter-
element spacing decreases i.e. the angular dependence of the angular beampattern
decreases by decreasing the spacing. This finding is exploited for approximating
the far-field in (3.4) whenever the antenna system is compact as

1Assuming a non-reconfigurable array, consequently d is fixed.
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GT (ϕ) = is

(
BO(ϕ) + (γ1 + γ2)BΣ(ϕ)− j (γ1 − γ2)B∆(ϕ)

)

∼= is

(
(1 + (γ1 + γ2) τ)BO(ϕ)− j (γ1 − γ2)B∆(ϕ)

)
(3.22)

where BO(ϕ) is the omnidirectional beam, BΣ(ϕ) := cos(κd cos(ϕ)), B∆(ϕ) :=
sin(κd cos(ϕ)), τ is an approximation (correction) factor for the magnitude of
cosine term with respect to omni term (to be explained later). From 3.22, the
relative ratio of the basis coefficients (out of which the effective pattern is deter-
mined) becomes

Rx = j
γ1 − γ1

1 + (γ1 + γ1) τ
, (3.23)

Finally (3.23) can be written as

GT (ϕ) = x1BO(ϕ) + x2B∆(ϕ) (3.24)

where

x1 = is(1 + (γ1 + γ1)τ)

x2 = is exp (−jπ/2) (γ1 − γ1) (3.25)

3.4.2 Approximation Accuracy

The previous analysis was based on the finding that the spatial cosine term be-
comes highly correlated with the omni one, regarding both magnitude and phase.
For example, the two spatial terms have a correlation factor ̺ of 0.9996 at a
spacing of λ/16. The cosine term can be approximated as τBΣ(ϕ), where τ is a
correction factor for the magnitude of cosine term with respect to the omni such
that

τ2 =
1

2π

∮
| cos(κd cos(ϕ))|2 · dϕ (3.26)

from which τ is about 0.9623 for a linear array of thin dipoles spaced by λ/16.

Fig. 3.6 shows the polar magnitudes of the spatial terms cosine, sine and omni for
the linear array of dipoles (spacing of λ/16), whereas Fig. 3.7 shows the channel
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Figure 3.6: Magnitude of the basis functions at an inter-element spacing of λ/16.
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Figure 3.7: Magnitude of the channel responses of the basis functions.
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responses1 (over a thousand of channel realizations) of the sine, cosine and the
scaled omni τBΣ(ϕ) versus the channel responses of BΣ(ϕ), where the channel is
a 2-D geometrically based circular single bounce channel model as that in (ea98),
with 20 scatterers surrounding the transmitter. The figure clearly shows that the
wireless channel responses when triggered with a cosine are almost identical to
those of τBΣ(ϕ).

3.4.3 Spatial Multiplexing

For PSK signaling, the ratio Rx should have a locus of a circle. Assuming perfect
channel state information (CSI) being available at the receiver but not at the
transmitter, an optimal transmission policy is the one that isotropically distributes
the power across the signals. However, since the proposed approach maps the
signals onto a set of already imbalanced basis, the optimal circle radius in case
of an uninformed transmitter, is the one that balances the relative average power
of the two basis functions in (3.24). The power imbalance between the signals is
given by

∆P =

(
|γ1 − γ2|2

|1 + (γ1 + γ2) τ |2

)

︸ ︷︷ ︸
r2=

q∆
qΣ

(
1
2π

∮
|B∆(ϕ)|2 · dϕ

1
2π

∮
|BΣ(ϕ)|2 · dϕ

)

︸ ︷︷ ︸
∆B

(3.27)

where r denotes the scale of the basis and ∆B denotes the power imbalance
between the two basis functions in a uniform field. The optimal radius under
open-loop transmission, denoted by rOL, is the one that makes ∆P = 1. At an
inter-element spacing of λ/16, rOL is found from (3.27) to be 3.67. Notice that the
circle is no more a unit circle since the two basis functions are naturally imbal-
anced and consequently rOL 6= 1. Fig. 3.8 shows the values of Rx in the complex
plane that lie on a circle with the optimal radius (when the two reactive load-
ings change from −j500Ω to j500Ω, step j0.1Ω). Rx

∼= rOLRs exp j∆ΦR where
rOL = 3.67 and ∆ΦR = 0.1 rad. Rx is a scaled up version of Rs (so the two
basis are equipowered), and slightly rotated so that each point of Rx has a corre-
sponding loading. Table II shows the values of the reactive loadings required for
obtaining the linear combinations of up to 16-PSK signal constellations. The val-
ues can be obtained using a variable reactor (varactor) as in the ESPAR antenna
or lumped components as in the SPA. In the same table, E1 is the absolute error
in magnitude between |Rx| and rOL, i.e. E1 =

∣∣∣ |Rx|−rOL

rOL

∣∣∣, while E2 is the absolute

error in phase i.e. E2 =
∣∣∣∠Rx−∠Rs

∠Rs

∣∣∣. It is clear that the maximum absolute error

whether in phase or magnitude does not exceed 0.5% of the desired value. PSK

1Each channel response is single complex value and equals the summation of the multipath gains
scaled by the complex far-field. Path loss and mobile terminal orientation are all taken into account.
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transmission schemes with orders higher than sixteen cannot be projected on the
circle of the optimal radius due to having two opposite gaps that can not be closed
at any loading. These gaps are a consequence of the non-linear mapping (OT02)
from the reactance space to equivalent wave-vector space. The result is that a
limited number of PSK signal constellations can be optimally supported within
the proposed scheme due to such gaps. Rx of any PSK signal constellation can be
(sub-optimally) projected on a circle with a larger radius, e.g. rMIN in Fig. 3.8 is
the radius of the first full circle beyond the gaps, where the basis functions suffer
from a power imbalance ∆P of 3.6 dB (although such projection is suboptimal,
our simulations later on show that we have a marginal mutual information loss
compared to the isotropic power allocation policy).

Rx

rOL exp(jΦR)Rs

rOL

rMIN

Figure 3.8: Rx values that lie on the optimal radius rOL, over which a scaled up version
of Rx regarding a 16-PSK signal constellation is projected, and the values of Rx that lie
on the smallest radius rMIN of the first full-circle beyond the gaps.

Dynamic Power Allocation

The power allocation across the basis functions can be optimized by maximizing
the instantaneous mutual information over each channel realization as will be de-
tailed later. Notice that this kind of power allocation is different from the optimal
water-pouring (GNP03) precoding scheme, as the former only requires a single
real number (r or q∆ or qΣ from (3.27)) to be fed back to the transmitter while
the latter requires the whole channel matrix to be available at the transmitter for
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Table 3.2: Corresponding Reactive Loadings for Different PSK Modulation Orders (M)

Rx jX1(Ω) jX2(Ω) M E1 E2

ej0
2π
16 j15.2 j5.5 2, 4, 8, 16 0.42% 0.39%

ej1
2π
16 j13.1 j0.8 16 0.05% 0.1%

ej2
2π
16 j10.9 −j9.5 8, 16 0.16% 0.07%

ej3
2π
16 j7.7 −j78 16 0.13% 0.12%

ej4
2π
16 −j10.5 j53.7 4, 8, 16 0.01% 0%

ej5
2π
16 j30 j34.4 16 0.01% 0.03%

ej6
2π
16 j11.9 j21.6 8, 16 0.35% 0.09%

ej7
2π
16 j8.7 j17.8 16 0.15% 0.17%

ej8
2π
16 j5.5 j15.2 2, 4, 8, 16 0.42% 0.39%

ej9
2π
16 j11.7 j13.1 16 0.05% 0.1%

ej10
2π
16 j0.8 j10.9 8, 16 0.16% 0.07%

ej11
2π
16 −j78 j7.7 16 0.13% 0.12%

ej12
2π
16 j53.7 −j10.5 4, 8, 16 0.01% 0%

ej13
2π
16 j34.4 j30 16 0.01% 0.03%

ej14
2π
16 j21.6 j11.9 8, 16 0.35% 0.09%

ej15
2π
16 j17.8 j8.7 16 0.15% 0.17%
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Figure 3.9: Scatter plot of Rx within a radius r ranging from 0 up to 10 along the angles
of Rx of a 16-PSK.

optimally allocating the power across the eigenvectors of the channel. The radius
r represents the relative scale of the two basis functions, thus the optimal Rx is
the one of which rCL maximizes the instantaneous mutual information. In this
case, the transmitter will have to use a look-up table, consequently the transmit-
ter’s control circuit selects the corresponding reactive loadings [jX1 jX2] from
the look-up table as follows

[jX1 jX2] = argmin
Rx

|rCL exp (j∆ΦR)Rs −Rx| , (3.28)

which returns the corresponding loadings of the closest Rx to Ropt
x . In (3.28) we

used the minimum distance as a criterion for picking up the optimal (closest to the
optimal) loadings, since some of Ropt

x will not have a corresponding loading, due to
having the aforementioned opposite gaps as shown in Fig. 3.9. The figure clearly
shows that BPSK (e.g. segments #0,#8), QPSK (e.g. segments #0,#4,#8,#12)
and 8-PSK (e.g. segments (e.g. segments #0,#2,#4,#6,#8,#10,#12,#14) are
supported within a closed loop transmission scheme, as the Rx segments are con-
tinuous up to a ratio of r = 10, which is equivalent to a power imbalance of 8.71
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dB1. On the other hand, 16-PSK and higher order PSK modulation schemes will
have some cases where optimal power allocation policy does not have a correspond-
ing loading, and consequently the closest to the optimal loading will be selected as
in (3.28). As an example, let’s consider a uniform power allocation transmission
scheme similar to that described in (KKP08). The scheme is done by feeding the
driven element with the first PSK symbol from the two PSK symbols to be spa-
tially multiplexed as shown in Fig. 3.10, after being modulated and converted to
the IF/RF bands; at the same time, the control signal loads the PE with the two
reactances [jX1 jX2] (from Table II) according to the ratio of the two symbols
Rx. Loading the PE can be done using lumped reactances with PIN diodes as in
SPAs, or simply by reverse-biasing a variable reactor (varactor) using a suitable
voltage signal as in the ESPAR antennas (a one-to-one mapping exists between
the reverse biasing voltage and the varactor reactance (OT02)). The ratio Rx is
a scaled up version of the ratio of the two symbols to be spatially multiplexed Rs

(with some possible rotations), so that the two SISO sub-channels have a specific
power allocation policy. For example, transmitting the QPSK symbol pair (j,−1)
using a 3-element λ/16 SPA array is done as follows:

– Feed the active element with the first QPSK symbol.

– Simultaneously, the control circuit should change the loading of the PE ac-
cording to the ratio Rs = −1

j = j ≡ Rx = rOLRs = rOL∠
π
2

2 (ignoring
the rotation of Rx in this example). From Table II, [jX1 jX2] should be
[−j10.5 j53.7]Ω.

The far-field according to this procedure may be written as GT (ϕ)=jBO−(3.67)B∆(ϕ).

3.4.4 Throughput Analysis

In this part we consider the throughput potential of a flat-fading MIMO chan-
nel where the transmitter is equipped with a compact 3-element parasitic array,
whereas the receiver is equipped with a conventional ULA of uncorrelated and un-
coupled elements. We start first by rewriting down the channel matrix under the
MC effect and the proposed far-field approximation. The far-field of the compact
3-element parasitic array can be written in the same form of (3.15)

GT (ϕ) = B(ϕ)xT (3.29)

where

1∆P (dB) = 10 log
(

r2∆B

)

.
2The phasor notation A∠φ means a complex quantity with magnitude A and phase φ.
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Figure 3.10: Simplified schematic diagram of 3-element SPA control circuit.

B(ϕ) = [BΣ(ϕ) B∆(ϕ)]

x = [x1 x2] (3.30)

The channel matrix can now be written as

H = HwR
1/2
T (3.31)

where the transmit covariance matrix is given by

RT =
1

2π

∮
B

H (ϕ)B (ϕ) · dϕ (3.32)

assuming a uniform field distribution. The receive covariance matrix is assumed
to be equal to the identity matrix (i.e. uncorrelated distantly spaced antennas).
Given the channel matrix, the general channel capacity formula for a Gaussian
signaling is given from (GNP03) as

C = max
trace(Rxx)=KT

log2 det

(
IKR

+
ρ

KT
HRxxH

H

)
, (3.33)

46

4/figures/contolmod.eps


3.4 Any PSK-MIMO via SPA

where Rxx = E
{
xHx

}
is the covariance of the input. The capacity in (3.33)

is achieved when the distribution of the input is Gaussian. Unlike conventional
MIMO, Rxx in the proposed BS-MIMO system is controlled by controlling the
reactive loads. Although this work is restricted to PSK signaling which does
not achieve the capacity of a Gaussian signaling, the equation in (3.33) serves
as an upper-bound for the spectral efficiency potential of the proposed encoding
scheme and simplifies the analysis. In the simulation part we evaluate the upper-
bound capacity assuming Gaussian signaling, however we estimate the capacity of
different M -PSK transmission schemes using Monte-Carlo simulation. According
to the CSI availability at the transmitter we have two different power allocation
policies:

3.4.4.1 No Feedback

From (3.32) and (3.33), the mutual information1 is written as

ℑav = EH

[
log2 det

(
I2 +

ρ

2
RxxH

HH
)]

≤ log2 det
(
I2 +

ρ

2
RxxEH

[
HHH

])

= log2 det
(
I2 +

ρ

2
RxxRT

)
(3.34)

which is maximized when the elements of the diagonal matrix RxxRT are equal,
i.e. when Rxx = anR

−1
T (an is a normalizing scalar) leading to a balanced basis.

In fact, when the channel is not known to the transmitter but only to the receiver,
an optimal power allocation policy in conventional MIMO communications is to
divide the power equally across the transmit antennas (Tel99). In the proposed
beamspace MIMO, power allocation is virtually implemented by picking the re-
active loads that balance the average power across the naturally imbalanced basis
functions.

3.4.4.2 Limited Feedback

The instantaneous power allocation (rather than the average power allocation)
across the basis functions can be optimized on every single channel realization.
The allocation policy can be easily implemented by the receiver (which knows the
channel). The receiver then feeds a single real value back to the transmitter. By
expressing Rxx as diag ([qΣ q∆]), qΣ can be quantized into 2n levels between 0 and
KT = 2) where n is number of quantizing bits. The mutual information is found

1Some times the term open-loop capacity is used with some abuse of language.
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on every level of qlΣ, and the maximum value is found by simple exhaustive search
as

qoptΣ = argmax
R

(l)
xx

{
log2 det

(
I2 + R(l)

xxH
HH

)}
, (3.35)

In the simulation part, it is shown that two bits for quantizing qΣ are enough to
give a mutual information gain marginally close to that with infinite resolution
(analog feedback) (ea08b). In addition, the mutual information gain using such a
scheme decreases as the signal-to-noise (SNR) ratio increases and asymptotically
coincides with the uniform power allocation policy (see Fig. 3.11, the results are
discussed in later).

3.4.5 Simulation Results

We consider an outdoor propagation scenario, described by a 2-D geometrically
based circular single bounce channel model as that described in (ea98). We as-
sume that all the signals are transmitted and received from a single location
corresponding to the phase center of the transmitting and receiving arrays. The
inter-element spacing between the transmitter elements equals λ/16, while the
inter-element spacing between the receiving antenna elements equals 10λ. The
transmitter coupling matrix is already taken into consideration within the calcu-
lation of the far-fields before normalizing, whereas the receiver coupling matrix
is assumed to be an identity matrix, due to the largely assumed inter-element
spacing.

We start first by evaluating the mutual information upper bound using the log det
formula (i.e. assuming Gaussian signaling). Fig. 3.11 shows the 10% outage
capacities of communication system examples within a 2×2 MIMO setting, using
a 3-element λ/16 SPA. The mutual information is compared to the theoretical
one from (3.34) when the elements of the uncoupled matrix H are assumed to
be i.i.d. and to the optimal waterfilling precoding scheme. The figure clearly
shows that the simulation results practically coincide with the theoretical ones.
The two fixed power allocation policies (i.e. when ∆P = 0 or 3.6 dB as a result
of mapping the symbols onto the circle of rOL and rMIN respectively) are shown
to be almost identical. The figure also shows that the optimal power allocation
using two bits for quantizing and feeding back δΣ gives almost the same mutual
information when analog feedback is used. Last but not least, the two optimal
power allocation policies (among the basis function) are shown to be inferior to
the optimal waterfilling (WF) capacity, as the latter optimally allocates the power
among the channel eigenvectors rather than the basis functions (A 10% capacity
gain is achieved by the proposed power allocation scheme at SNR=0dB, while a
20% capacity gain is achieved by the theoretical WF scheme at the same SNR).
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Figure 3.11: 10% outage capacities for 2×2 MIMO system examples (assuming Gaussian
signaling) using different power allocation policies among the basis functions.
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Figure 3.12: Average mutual information for 2×2 MIMO system examples using different
PSK signaling schemes.
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Fig. 3.12 shows the exact average mutual information of different PSK transmis-
sion schemes using the proposed encoding scheme within the geometrical channel.
The average mutual information was obtained using a Monte-Carlo simulation
(see (YMK06)) where 10, 000 channel realizations were used for estimating the
conditional probability distribution of the output given all the possible input al-
phabets (the input is a 1000 uniformly distributed PSK symbols). The figure
shows that the average mutual information of an M -PSK transmission scheme
saturates at high SNR at 2 log2M (within a 2 × 2 MIMO) setting. The figure
also shows that a QPSK transmission suffices at low SNR while a 64-PSK has no
appreciable gain over a 32-PSK (at least at low and medium SNR regime). Fig.
3.13 shows the CDF of the instantaneous mutual information (using the log det
formula of (3.34)) of some system examples at SNR= 10 dB using a 3-element
λ/16 SPA within a 2 × 1 Alamouti diversity scheme. The mutual information is
compared to the theoretical one (assuming the elements of H are i.i.d. and uni-
form power distribution between the basis functions). The figure shows that the
mutual information of the two fixed-power allocation schemes is quite comparable
to the mutual information of the balanced i.i.d. channel model. Finally, as real-
istic radiation patterns will have some irregularities (e.g. due to using dirty RF
components (KW06) or coupling with the neighboring objects), the angular func-
tions will no more form a pure basis. Fig. 3.14 illustrates the mutual information
sensitivity to different correlation coefficients between the angular functions. The
figure clearly shows that a correlation factor up to |̺| = 0.3 can be an acceptable
upper-bound.
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Figure 3.13: Empirical CDF of instantaneous channel mutual information at SNR= 10
dB for 2× 1 system examples.
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Figure 3.14: Effect of correlation between angular functions on system mutual informa-
tion.
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4

Generalized Beamspace MIMO

Model and Antenna Design

This chapter has the following contributions:

– Generalizing the derivation of the bases from Mirror Image Pattern Pairs
(MIPPs) i.e. when one beampattern is a rotated version of the other, re-
gardless of how the MIPPs are expressed.

– Extending previous proofs to a general 3D RF propagation with polarized
waves.

– Proposing a practical SPA example of printed dipoles. The SPA is modeled,
optimized regarding the average rate of transmission, finally designed and
demonstrated.

4.1 General MIMO Transmission with a Single RF Source

In this section we first prove the existence of an orthogonal basis whenever a
MIPP can be formed. Based on this, a technique for transmitting two BPSK
signals using arbitrary single radio based antenna system capable of forming a
MIPP is described.

4.1.1 Orthogonal Bases Using MIPPs

The correlation between two arbitrary beampatterns G1 (ϑ, ϕ) and G2 (ϑ, ϕ) is
given by

̺12 =
1√
P1P2

∫

ϕ

∫

ϑ
G1 (ϑ, ϕ)G∗

2 (ϑ, ϕ) sin (ϑ) · dϑdϕ (4.1)
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where

P1 =
1

4π

∫

ϕ

∫

ϑ
|G1 (ϑ, ϕ) |2 sin (ϑ) · dϑdϕ,

P2 =
1

4π

∫

ϕ

∫

ϑ
|G2 (ϑ, ϕ) |2 sin (ϑ) · dϑdϕ, (4.2)

are the spatial integrations of the power beampatterns of G1 (ϑ, ϕ) and G2 (ϑ, ϕ)
over the space, respectively. Whenever P1 = P2, the two beampatterns are called
‘balanced’.

Lemma.1: For a MIPP G1 (ϑ, ϕ) and G2 (ϑ, ϕ), the set of the angular functions
defined as

BΣ (ϑ, ϕ) :=
1√
2

(
G2 (ϑ, ϕ) + G1 (ϑ, ϕ)

)
,

B∆ (ϑ, ϕ) :=
1√
2

(
G2 (ϑ, ϕ)− G1 (ϑ, ϕ)

)
, (4.3)

form an orthogonal basis.

Proof : For two beampatterns that are circularly-symmetric, we have P1 = P2 since
one beampattern is just a rotated version of the other. Moreover, the correlation
between the two beams can be easily proved to be real (APCK10), and thus
̺12 = ̺∗12. Based on these observations, the proof is straightforward and is given
in (4.4).

̺Σ∆ =
1

4π
√
PΣP∆

∫

ϕ

∫

ϑ
BΣ (ϑ, ϕ)B∗

∆ (ϑ, ϕ) sin (ϑ) · dϑdϕ

=
1

8π
√
PΣP∆

∫

ϕ

∫

ϑ

(
G2 (ϑ, ϕ) + G1 (ϑ, ϕ)

) (
G∗
2 (ϑ, ϕ)− G∗

1 (ϑ, ϕ)
)
sin (ϑ) · dϑdϕ

=
1

2
√
PΣP∆

(
P2 −

√
P1P2̺

∗
12 +

√
P1P2̺12 − P1

)

=
1

2
√
PΣP∆

(P1 − P1̺12 + P1̺12 − P1)

= 0 (4.4)

Corollary.1: A balanced basis is obtained by designing the two beampatterns
G1 (ϑ, ϕ) and G2 (ϑ, ϕ) described in Lemma .1 to be orthogonal to each other.
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Proof : Let G1 (ϑ, ϕ)⊥G2 (ϑ, ϕ), the proof is straightforward as shown in (4.6)
on top of page 3. In (4.6), PΣ and P∆ are the spatial integration of the power
beampatterns of BΣ (ϑ, ϕ) and B∆ (ϑ, ϕ), over the space, given respectively by

PΣ =
1

4π

∫

ϕ

∫

ϑ
|BΣ (ϑ, ϕ) |2 sin (ϑ) · dϑdϕ,

P∆ =
1

4π

∫

ϕ

∫

ϑ
|B∆ (ϑ, ϕ) |2 sin (ϑ) · dϑdϕ. (4.5)

0 =
1

4π
√
P1P2

∫

ϕ

∫

ϑ
G1 (ϑ, ϕ)G∗

2 (ϑ, ϕ) sin (ϑ) · dϑdϕ

0 =
1

8π
√
P1P2

∫

ϕ

∫

ϑ

(
BΣ (ϑ, ϕ)− B∆ (ϑ, ϕ)

) (
B∗
Σ (ϑ, ϕ) + B∗

∆ (ϑ, ϕ)
)
sin (ϑ) · dϑdϕ

0 =
1

2
√
P1P2

(
PΣ + ̺Σ∆

√
PΣP∆ − ̺∗

Σ∆

√
PΣP∆ − P∆

)

0 =
1

2
√
P1P2

(PΣ − P∆)

⇒ PΣ = P∆ (4.6)

4.1.2 Transmission Technique Description

In this part we show that an arbitrary antenna system having a single RF input
but has the capability of creating a MIPP will be capable of transmitting two
BPSK signals s1 and s2, simultaneously. The two BPSK signals are mapped onto
an orthogonal set of basis functions, thus independent fading between the two
signals is almost always guaranteed regardless of the transceiver compactness.
Let the sole RF port be fed by the signal s1, the antenna beampattern in the
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Figure 4.1: Schematic diagram of the proposed technique where the first bitstream is
modulated, up converted and fed into the central active element whereas the second bit-
stream is XORed with the first one. The output control signal is used for swapping the
loads of the PE.

far-field becomes either

State 1

GT (ϑ, ϕ) = G1 (ϑ, ϕ) s1

=
s1√
2
[BΣ (ϑ, ϕ)− B∆ (ϑ, ϕ)]

or State 2

GT (ϑ, ϕ) = G2 (ϑ, ϕ) s1

=
s1√
2
[BΣ (ϑ, ϕ) + B∆ (ϑ, ϕ)]

or generally as

GT (ϑ, ϕ) =
s1√
2

[
BΣ (ϑ, ϕ) + (−1)SB∆ (ϑ, ϕ)

]
(4.7a)

=
1√
2
[s1BΣ (ϑ, ϕ) + s2B∆ (ϑ, ϕ)] (4.7b)
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4.1 General MIMO Transmission with a Single RF Source

where S is the antenna system state such that S := 1 is State 1 within which the
antenna system transmits over G1 (ϑ, ϕ) and S := 2 is State 2 within which the
antenna system transmits over G2 (ϑ, ϕ). From (4.7b) it is obvious how the two
BPSK signals: s1 which is modulated in the baseband, up-converted and fed into
the input RF port and s2 = (−1)Ss1 which is aerially modulated on the antenna
far-field by controlling the antenna state S, are mapped onto the space of BΣ (ϑ, ϕ)
and B∆ (ϑ, ϕ), respectively. Table I shows the state S required for transmitting s2
according to the value of s1 where [b1 b2]

T is input vector of bits modulated into
[s1 s2]

T . Fig. 4.1 shows a schematic diagram of the proposed technique, where
the XORing of the two bitstreams gives the required S i.e. S = b1 ⊕ b2 giving 0
and 1 which correspond to S := 1 and S := 2, respectively.

Table 4.1: Two BPSK Signals Combinations

[b1 b2]
T [s1 s2]

T S

[ 1 1 ]T [ 1/
√
2 1/

√
2 ]T 2

[ 1 0 ]T [ 1/
√
2 − 1/

√
2 ]T 1

[ 0 1 ]T [−1/
√
2 1/

√
2 ]T 1

[ 0 0 ]T [−1/
√
2 − 1/

√
2 ]T 2

4.1.3 System Training

The two BPSK signals that are transmitted in the beam-space domain and re-
ceived using a classical uniform linear array of KR antenna elements (KR-element
ULA), can be decoded by first estimating the receive antenna responses to the
proposed basis.

Lemma.2: A beampattern comprising a linear mixture of basis functions (at the
transmitter side) creates a linear combination of the individual channel responses
to the different basis functions (at the receiver side).

Proof : First we define 2 × 1 column vectors G1,T (ϑ, ϕ), G2,T (ϑ, ϕ), BΣ,T (ϑ, ϕ)
and B∆,T (ϑ, ϕ), where the first and the second elements of every column vector
represent the ϑ̂ and ϕ̂ polarizations of the corresponding pattern, respectively.
We also define Gk,R (ϑ, ϕ) as the vector of the polarization components of the
kth receiver antenna pattern Gk,R (ϑ, ϕ). As in (JM05a), we assume that the
propagation channel between the transmitter and the receiver consists of a set
of L plane waves, with the lth wave characterized by a complex voltage gain βl,
angle of departure (ϑl,T , ϕl,T ), and angle of arrival (ϑl,R, ϕl,R). We also assume
that each plane wave undergoes a polarization transformation due to scattering
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that can be expressed as the unitary matrix

Ol =

[
ol,ϑϑ ol,ϑϕ
ol,ϕϑ ol,ϕϕ

]
. (4.8)

The response of the kth receive antenna (1 ≤ k ≤ KR) when illuminated by the
beampattern G1 (ϑ, ϕ) is the complex channel gain representing the ratio of the
received voltage signal to the transmitted voltage signal, and may be written as
shown in (4.9), where Ck,1 is a constant that depends on the receiver and the trans-
mitter active gains and impedances (WSW04), hk,Σ and hk,∆ are the responses
of the kth receive antenna to BΣ (ϑ, ϕ) and B∆ (ϑ, ϕ), respectively. By applying
the same analysis, the response of the kth receive antenna when illuminated by
G2 (ϑ, ϕ) becomes hk2 =

1√
2
(hk,Σ + hk,∆).

hk1 = Ck1

L∑

l=1

Gk,R (ϑl,R, ϕl,R)βlOlG1,T (ϑl,T , ϕl,T )

= Ck1

L∑

l=1

Gk,R (ϑl,R, ϕl,R)βlOl (BΣ,T (ϑl,T , ϕl,T )−B∆,T (ϑl,T , ϕl,T ))

= Ck1

L∑

l=1

Gk,R (ϑl,R, ϕl,R)βlOlBΣ,T (ϑl,T , ϕl,T )

− Ck1

L∑

l=1

Gk,R (ϑl,R, ϕl,R)βlOlB∆,T (ϑl,T , ϕl,T )

=
1√
2
(hk,Σ − hk,∆) (4.9)

Based on the proof of Lemma.2:, the receiver can decode the two BPSK signals by
estimating the channel responses of the basis as

hk,Σ =
1√
2
(hk,1 + hk,2) , (4.10a)

hk,∆ =
1√
2
(hk,1 − hk,2) . (4.10b)

By constructing the matrix of the receive antennas’ responses, the receiver can zero-
force the received signal by inverting the channel matrix (or using any other reception
techniques) for decoding s1 and s2.

4.2 Antenna Model and Optimization

In this part we adopt the antenna topology proposed in (AKPP09), i.e. a symmetrical
3-element SPA, where the central element is the active one while the other two are

58



4.2 Antenna Model and Optimization

passive. The two PEs are loaded with pure imaginary loads [jX1 jX2] as the real
part of a complex load degrades the efficiency of the antenna system. Obviously the
antenna system can create a MIPP that are mirror images of each other around the
E-plane (the yz plane in Fig. 4.1) by simply permuting the reactive loads of the PE
as [jX1 jX2] ↔ [jX2 jX1], based on the image theory. In other words, having the
first beampattern G1 (ϑ, ϕ) at [jX1 jX2], the beampattern G2 (ϑ, ϕ) = G1 (ϑ,−ϕ) is
obtained at [jX2 jX1]. Consequently, by feeding the central active element with the
first BPSK datastream and permuting the loads according to the second datastream,
the two streams are simultaneously transmitted out of a single radio and mapped onto
an orthogonal basis according to Lemma.1, irrespective of X1 and X2. Having the
two loads X1 and X2 as a degree of freedom when considering BPSK signaling, we can
optimize the loads according to a specific criterion as we show in Subsection III.C.

4.2.1 Basis Formulation

Although the beampattern of thin electrical dipoles (or monopoles) can be practically
approximated by the superposition of the currents induced on the wire antenna ele-
ments, this is not true when considering arbitrary radiating elements e.g. flat or fractal
dipoles, slot antennas etc. To overcome this problem, we implement full wave electro-
magnetic modeling based on the SPA scattering parameters (S-parameters) denoted by
Sij , {i, j} ∈ {0, 1, 2}, as well as the 3D complex active port patterns1 of the antenna
elements 0, 1 and 2 shown in Fig. 4.1, denoted by E0 (ϑ, ϕ), E1 (ϑ, ϕ) and E2 (ϑ, ϕ), re-
spectively. An expression of the electric far-field beampattern of a 3-element SPA based
on the aforementioned quantities and the variable antenna loading has been derived in
(LDP06) using Mason’s rule. From (LDP06) and after some manipulations, the two
basis functions obtained when swapping the imaginary loads of the two PEs become

BΣ (ϑ, ϕ) =
√
2E0 (ϑ, ϕ)

+
1√
2

(
L1
1 + L2

1

)
E1 (ϑ, ϕ) +

(
L1
2 + L2

2

)
E2 (ϑ, ϕ)

B∆ (ϑ, ϕ) =
1√
2

(
L1
1 − L2

1

)
E1 (ϑ, ϕ) +

(
L1
2 − L2

2

)
E2 (ϑ, ϕ)

(4.11)

where

1The active port pattern is defined as the beampattern obtained when driving the corresponding
port (whether being active or passive) with a unit excitation voltage signal while terminating the other
ports with reference impedances(Poz94).
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L1

1
=

Γ1S10 (1− Γ2S22) + Γ1Γ2S12S20

1− Γ1S11 − Γ2S22 + Γ1Γ2S11S22 − Γ1Γ2S12S21

L2

1
=

Γ2S10 (1− Γ1S22) + Γ1Γ2S12S20

1− Γ2S11 − Γ1S22 + Γ1Γ2S11S22 − Γ1Γ2S12S21

L1

2
=

Γ1S20 (1− Γ2S11) + Γ1Γ2S21S10

1− Γ1S11 − Γ2S22 + Γ1Γ2S11S22 − Γ1Γ2S12S21

L2

2
=

Γ2S20 (1− Γ1S11) + Γ1Γ2S21S10

1− Γ2S11 − Γ1S22 + Γ1Γ2S11S22 − Γ1Γ2S12S21

(4.12)

and Sij ∈ S such that

S =




S00 S01 S02

S10 S11 S12

S20 S21 S22


 , (4.13)

Γk = (jXk + Z0)
−1 (jXk − Z0) , k ∈ {1, 2} , (4.14)

where we assumed Γ0 = 0 by having the source impedance at the central driven port
equal to the reference impedance Z0 = 50 Ω. The basis coefficients in (4.12) are de-
rived with respect to a general scattering matrix. Swapping the two reactive loads
as [Γ1 Γ2] ↔ [Γ2 Γ1], swaps the coefficients

(
L1
k − L2

k

)
↔
(
L2
k − L1

k

)
, k ∈ {1, 2} in

(4.11), thus phase-shifting B∆ (ϑ, ϕ) by 180◦ without affecting BΣ (ϑ, ϕ). By this way,
the (−1)S factor is obtained. The two functions B∆ (ϑ, ϕ) and BΣ (ϑ, ϕ) are the basis
functions that are used to transmit two PSK signals of any modulation order

4.2.2 Received Signal Model

Considering a narrowband, flat-fading, point-to-point communication link where the
two BPSK symbols are transmitted in the beam-space domain over two basis functions
(equivalent to two uncorrelated virtual antennas) and received using an KR-element
ULA of uncorrelated and uncoupled antenna elements. Assuming independent fading
statistics at the transmitter and the receiver, the Kronecker product (ea00; KTCV02)
can be assumed and thus the channel transfer function can be written as1

Hch = HwR
1/2
T , (4.15)

where the elements of the matrix Hw ∈ C
KR×2 are independent and identically dis-

tributed (i.i.d.) complex Gaussian random variables with zero mean and unit variance.
The correlation at the receiver side is ignored from the aforementioned assumptions

1In (LA06), the correlation based channel model accounts for the MC by explicitly incorporating
the coupling matrices. However in (4.15), the MC is implicitly taken into consideration within the
calculation of the basis functions in (4.11).
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regarding the receiving ULA. Defining the row vector B (ϑ, ϕ) = [BΣ (ϑ, ϕ) B∆ (ϑ, ϕ)],
the transmit covariance matrix1 RT is obtained as

RT =
1

4π

∫

ϕ

∫

ϑ
B

H (ϑ, ϕ)B (ϑ, ϕ) sin (ϑ) · dϑdϕ,

=

[
PΣ ̺Σ∆

√
PΣP∆

̺∗
Σ∆

√
PΣP∆ P∆

]
,

= diag [PΣ P∆] , (4.16)

which is simply the power distribution across the basis functions since ̺Σ∆ = 0 according
to Lemma.1. Notice that PΣ + P∆ = P1 + P2 = 2P1 = Pt, which is easily obtained
from (4.2) and the basis definition in (4.3), where Pt is the average transmit power.
Defining the power imbalance ratio between the basis functions as r = PΣ

P∆
, we can write

RT as PtQ where Q is the normalized power distribution across the basis functions
such that trace{Q} = 1. Q can be written as diag([q1 q2]) such that q1 = r/(1+ r) and
q2 = 1/(1 + r). From the above, the received signal model becomes

y =
√
PtHwQ1/2s + n

=
√

PiηT HwQ1/2

︸ ︷︷ ︸
H

s + n (4.17)

where Pi is the power into the transmitter (input power) and 0 ≤ ηT ≤ 1 is the efficiency
of the transmit antenna system being equal to ηT = 1−|Γ|2, where Γ is the SPA return
loss derived in (LDP06). Finally s = [s1 s2]

T is the vector of the modulated BPSK
signals (see TABLE I), and n is a vector representing the white Gaussian noise, with
zero mean and σ2

n variance.

4.2.3 Optimization Criterion

In this work, we define the optimal SPA loads as the ones that maximize the average
rate of transmission. However, in MIMO communications, average rate computation
often demands tackling calculations of expectations with respect to random matrices
rather than random scalar variables. For this reason, we derive an upperbound on
the average rate and deploy it as an optimization criterion. We assume open-loop
operation where the channel is known to the receiver but unknown to the transmitter.
The ergodic capacity of a MIMO random channel, denoted by ℑav, is the ensemble
average of the information rate over the distribution of the elements of the channel
matrix H = HwQ1/2 ∈ C

KR×2. By using the log2 det(·) formula (GNP03), the upper

1Since the basis functions are imbalanced, the transmit covariance matrix rather than the transmit
correlation matrix is considered.
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bound that comes from the Jensen’s inequality and the concavity of log2 det(·)1, we get

ℑav = EH

[
log2 det

(
I2 +

PiηT

σ2
n

HHH

)]

≤ log2 det

(
I2 +

PiηT

σ2
n

EH

[
HHH

])

= log2 det

(
I2 +

PiηT

σ2
n

Q

)

= log2

(
1 +

PiηT r

σ2
n(1 + r)2

)
. (4.18)

In (4.18), the average transmitted power is not divided by the number of the basis func-
tions (the number of the virtual antennas), since the trace of Q is normalized to a unity
rather than to the number of the basis functions (both forms are equivalent). The op-
timal loading is defined as the one that maximizes the average throughput upperbound
in (4.18) i.e.

[X1 X2]opt = arg max
[X1 X2]

{
log2

(
1 +

PiηT r

σ2
n(1 + r)2

)}
. (4.19)

In (4.19), ηT is made part of the optimization criterion by constraining Pi rather than
Pt as the SPA efficiency is a key design parameter when considering portable RF units
with limited storage batteries.

4.3 Antenna System Design

In this section we consider the 3-element SPA shown in Fig. 4.2, where the radiating
elements are thin printed dipoles. The planar topology of the SPA makes it better
fit in compactness-constrained mobile units as compared to the majority of the wire
parasitic antennas already proposed in the literature. The current SPA was proposed
earlier in (PCAK10), however in this work we complete the work by describing the
implementation and the measurements of the prototype.

4.3.1 Design Parameters and Optimal Loading

The first design steps consist of making some initial choices on the antenna materials and
the basic topology. We consider a 3-element SPA of flat dipoles as radiating elements
as shown in Fig. 4.2, designed on an h = 1.5 mm thick substrate of relative permittivity
ε = 2.17. The dipole lengths and spacing are 48.3 mm and 11 mm, respectively.

1The log2 det(·) is concave over positive semi-definite matrices (Hor96). Since Q is positive semi-

definite, the term I2 +
PiηT
σ2
n

Q is positive semi-definite too, as it is a one-to-one mapping of Q, thus

preserving the positive definiteness.
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Figure 4.2: Schematic diagram of the SPA initially proposed in (PCAK10).

The spacing is ∼ 0.1λ at the desired operational frequency of 2.6 GHz. The SPA
was simulated using HFSS R©, with ports at the locations of the variable loads. The
resulting 3-port S-parameters and the complex 3D active port patterns were exported to
MATLAB R©, where a computer routine scans the realizable range of the reactance space
searching for [X1 X2]opt. Fig. 4.3 shows an optimization contour plot of ℑav(X1, X2) at
an input signal to noise ratio Pi/σ

2
n of 10 dB. The figure shows that ℑav is maximized

at [X1 X2]opt = [−100 + 27] Ω. At such loading, the upperbound on ℑav is 5 b/s/Hz,
the power imbalance between the two basis functions is 0.56 dB, and the SPA efficiency
is 97%.

4.3.2 Reconfigurable Impedance Implementation

The design of the variable load, explained in more detail in the earlier partial work
of (PCAK10), consists of the following steps: First, an adequate layout for the re-
configurable load area is selected (‘Reconfigurable Load Area’ in Fig. 4.4a, and the
parasitic capacitance (CP,a, CP,b, and CP,c) between the different pads are extracted
from full-wave simulations. Here the inductive effect in the pads can be neglected in
the design. Subsequently, the surface-mounted elements to implement ZA,a and ZA,b

are deduced from the circuit of Fig. 4.4 so that the overall impedance in each state Z1

and Z2 (see Fig. 4.4b) match the target values deduced in the previous section, namely
Z1 = jX1 = j(+27) Ω and Z2 = jX2 = j(−100) Ω. Finally, a DC biasing network was
designed using large RF-block inductors LDC and a resistor RDC to precisely control
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Figure 4.3: An optimization contour map regarding the upperbound on ℑav with respect
to X1 and X2.

the diode biasing current. As can be seen in Fig. 4.7, the DC paths are then driven to
the other side of the substrate by vias, where they can conveniently be connected to
the DC voltage references in the antenna environment (see Section V). The PIN diode
(Aeroflex Metelics MPN7310A-0805) serves as a low capacitance fast switch, with a neg-
ligible transient switching time (orders of nanoseconds) . ZA,a and ZA,b are capacitors
of 0.5 pF and 0.8 pF, respectively. The biasing network elements are LDC = 22 nH and
RDC = 910 Ω.

In order to experimentally validate the reconfigurable load design prior to its in-
sertion in each of the SPA parasitic dipoles, it was fabricated and measured using a
thru-reflect-line (TRL) calibration kit, which allows placing the measurement reference
planes at the desired locations, as required here. It is then possible to extract the
desired impedances Z1 and Z2 from the measured S-parameters and microstrip line
impedance, as shown in Fig. 4.5 for each of the diode states. The imaginary parts of
the measured impedance Z1 and Z2 at the design frequency of 2.6 GHz are +38 Ω and
−108Ω in the ON and the OFF states, respectively. These values are close to the target
reactances of +27 Ω and −100 Ω, considering the tolerances of the SMD elements and
the impact of the biasing network. The real parts of Z1 and Z2 are not exactly zero
due the diode and SMD components finite resistances, which were neglected in the de-
sign procedure (are only +5 Ω and +3 Ω in the OFF and the ON states, respectively).
The target basis functions (at [X1 X2]opt = [−100 + 27] Ω) and the achieved ones
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Figure 4.4: Reconfigurable dipole load impedance: (a) Layout and elements view, includ-
ing biasing network, (b) target two-state variable impedance and (c) detailed implementa-
tion circuit, including layout parasitic capacitances.

([X1 X2]opt = [−108 + 38] Ω) are compared in Fig. 4.6.

4.4 Simulation and Measurement Results

The current section presents the measurements of the different SPA parameters and
compares them to the corresponding parameters obtained by computer simulations.

4.4.1 Antenna Demonstration

A photograph of the fully operational fabricated antenna is shown in Fig. 4.7. It was
observed that a good balanced excitation of the active dipole is simply obtained by con-
necting the central and the outer conductors of a coaxial connector to each of the dipole
arms. The variable load designed and characterized in Section IV.B was introduced in
each parasitic dipole of the SPA, including the DC biasing network. The DC ground
pad of each variable load on the backside of the substrate is connected by a printed line
to the coaxial connector outer conductor (which thus serves as a DC ground), whereas
each actuation pad (shown as ‘VDC ’ in Fig. 4.4) is connected by a thin wire to the bias
voltages for controlling the states of the diodes. In order to improve the antenna perfor-
mance and provide pure measured patterns, the DC wires are driven along the coaxial
feed, which is oriented toward the minimum radiation of the SPA (i.e. parallel to the
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dipoles, see Fig. 4.7). A standard 9V battery is used as a DC source in the radiation
pattern measurements. The battery is placed behind a piece of an absorber (located in
the direction of minimum radiated power density), as can be seen in Fig. 4.8. Therefore
the antenna states were simply selected by connecting each of the two DC wires to the
0V or 9V references. The impact of the biasing voltages on the antenna performance was
investigated, showing similar responses for −10V to 0V as the OFF (or ‘reverse-biased’)
state, while +3V to +10V are acceptable for the ON (or ‘forward-biased’) state.

4.4.2 Return Loss

Fig. 4.9 shows the simulated and measured return loss of the SPA around the design
frequency of 2.6 GHz. The graph only shows the response in the operational states
of the antenna, namely when it is loaded by the reactance load pairs [jX1 jX2] and
[jX2 jX1]. As explained earlier in Section IV, the return loss is the same for both
states due to the SPA symmetry, which is confirmed here by the similarity between the
two measured curves in Fig. 4.9. The SPA was found to have poor matching in the two
(unused) states [jX1 jX1] and [jX2 jX2]), which are not shown here.

The agreement between simulations and the measurements is moderate, since the
measured bandwidth is larger than the one obtained by simulation and is not exactly
centered around the design frequency of 2.6 GHz. Nevertheless the measurements show
good return loss at 2.6 GHz. The −10dB measured bandwidth is 5.6% and 7.1% for a
reference of −10 dB, for S := 1 and S := 2, respectively .

4.4.3 Radiation Patterns

Fig. 4.10 shows the H-plane co- and cross- polarized far fields of the beampattern
G1(ϑ, ϕ) in the H-plane i.e. G1(ϑ = π

2 , ϕ), in the first operational antenna state (S := 1).
Note that the maximum of the co-polarized beampattern, located at ϕ = +90◦, cor-
responds to the direction of the load in the OFF state. The co-polarized pattern re-
assembles the ideal cardioids decomposable into an orthogonal basis. The simulated
and measured co- and cross- polarized beampatterns are in good agreement, as shown
in Fig 4.10. Because of the SPA symmetrical structure and the reactance pair anti-
symmetry, the other antenna beampattern should simply be a mirror image of the first
beampattern around the ϕ = 0◦ − 180◦ axis, which is well verified by the measured
prototype as can be seen in Fig. 4.11. Notice that G1(ϑ = π

2 , ϕ) = G2(ϑ = π
2 ,−ϕ),

resulting in a MIPP.
Finally, the proposed antenna prototype has been successfully used for spatially

multiplexing two BPSK datastrams over the air with a total bit rate of 800kbps at
2.6 GHz. The experiments constitute to the best of the authors’ knowledge the first
MIMO transmission with a single RF source yet to be proposed. A simple zero-forcing
decoding was implemented by the receiver which was equipped with two distantly spaced
monopoles. The receiver first estimates the receive antennas’ responses to the two
beampatterns G1(ϕ, ϑ) and G2(ϕ, ϑ) using classical training. Then it calculates the
responses to the basis functions from (4.10b). Finally the 2×2 complex channel matrix
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is inverted and used for equalizing the received signal. The experiments’ setup are
explained in the next chapter, as the current chapter is intended to highlight the theory
and the SPA design behind such a new concept in wireless communications.

67



4. GENERALIZED BEAMSPACE MIMO MODEL AND ANTENNA

DESIGN

f (GHz)

ℑ
{
Z
}

(Ω
)

Z1(ON)

Z2(OFF)

f (GHz)

R
e{

Z
}

(Ω
)

Z1(ON)

Z2(OFF)

Figure 4.5: Measured load impedance in each diode state of the PIN diode, extracted
from the S-parameter measurements on a dedicated microstrip TRL calibration kit, from
(PCAK10). The OFF and ON diode states correspond to a reversed (VDC = 0V ) and
forward (I = 9mA) bias, respectively.
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Figure 4.6: The magnitude of the H-plane co- polarized basis functions at the target
loads of [+27 − 100] Ω and at the practically achieved loads of [+38 − 108] Ω. The two
basis functions resemble the omni and the angular sine functions, which are orthogonal to
each other.
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DC Cable

Figure 4.7: Photograph of the fully operational SPA, optimized for the proposed aerial
MIMO approach.

Figure 4.8: Set-up of the antenna for reconfigurable radiation pattern measurements,
with a 9V battery placed behind the absorber cone in a direction of the low field intensity.
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Figure 4.9: Return Loss (dB) of the SPA for both loading states i.e. S := 1 and S := 2.
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Figure 4.11: Measured co- and cross- polarization components at f = 2.6 GHz.
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5

Proof-of-Concept Experiments

This chapter validates a previously reported concept regarding the capability of trans-
mitting multiple signals using one RF chain and a compact switched parasitic array
(SPA). The experiments were conducted in an indoor environment using a 2.6 GHz
prototype made of a single active printed dipole coupled to two passive ones. To the
best of our knowledge, this is the first over-the-air experiment of spatial multiplexing
with a single RF frontend yet to be demonstrated.

5.1 Transmit and Receive Subsystems

The experiments were conducted using a 2.6 GHz SPA prototype shown in Fig. 5.1,
which has been fully modeled and optimized in (APCK10). The SPA consists of three
printed dipoles (central active surrounded by two parasites) where the planar topology
makes it better fit for handheld terminals. The dipoles’ spacing is 11mm and the dipoles’
lengths are 42mm. The SPA is optimized for BPSK signaling (PCAK10), regarding the
average rate of communication at a target frequency of 2.6 GHz. The antenna system
maintains a transmit efficiency above 95% while switching its loading state (the loads
are switched using the Aeroflex Metelics MPN7310A-0805 PIN diode). The choice of
the operating frequency was determined by the MMDS band (2.5− 2.7 GHz) at which
the available MIMO testbed operates. The testbed consists of a transmit subsystem
unit shown in Fig. 5.2 and a receive subsystem unit shown in Fig. 5.3, supporting up
to two and three RF modules, respectively (however in this experiment only one RF
module is used at the transmit side and two at the receive side). The synchronization
of the MIMO testbed is made through a GPS synchronization unit.

Fig. 5.4 shows a simplified schematic diagram of the signal flow at the transmit side.
A digital baseband signal generated by the SBC62 stand alone DSP card is converted
to analog using the DAC40 omnibus module (both the DSP and the DAC are from
Innovative Integration (INN)). The SBC62 DSP stand alone card is based around
the Texas Instrument TMS320C6201 processor whereas the DAC40 is a four channel
analog output module. Each channel is independent and capable of generating 40MHz
waveform via 14-bit converters. The four DAC channels are used to generate In-phase
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DC Cable

Figure 5.1: SPA of printed microstrip dipoles.

and Quadrature-phase baseband inputs to every RF module. The analog baseband is
up-converted to the desired frequency in the MMDS band and transmitted through the
antennas after passing through a bandpass RF filter. In the next section we describe
how a baseband control signal is used to mimic a second stream of data at the transmit
side.

On the other hand, the signals are captured by two omnidirectional antennas spaced
by 23cm or 2λ as shown in Fig. 5.5. The received signal passes through the RF filters
to the RF modules where it is down-converted to the analog baseband and digitized
using the A4D1 omnibus module. The omnibus module is a 10 MHz 14-bit ADC of four
channels from Innovative Integration.

5.2 Experiment Description

5.2.1 Signal Processing Before Transmission

Two binary trains of pulses was generated at a bit rate of 410kbps each. The first train
was modulated into a BPSK symbol stream (using a raised-cosine waveform with 0.3
roll-off factor) and up-converted to 2.6 GHz. The high frequency modulated signal is
used to drive the active antenna element (the central element of the SPA shown in Fig.
5.1). The second binary train was XORed with the first binary train in the baseband
domain and the output baseband control signal was amplified and used for switching the
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IP Engine
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Figure 5.2: Transmit subsystem unit.

SPA loads (jX1 ⇌ jX2). The amplification of the baseband control signal is necessary
as the switching diodes of the parasitic antenna elements need a minimum range of
±6V in order to operate, whereas the output of the DAC ranges between ±2V . Fig. 5.6
shows the comparator circuit that was used to magnify the voltage level of the control
signal, using the LM6171 high-speed low-power low-distortion feedback amplifier from
National Semiconductors (NAT). The sources V cc1 = +9.7V and V cc2 = +8.9V are
taken from an external DC power supply giving an output of ±9V with a negligible
transient delay compared to the symbol period. The amplifier offers a high slew rate
of 3600V/µs and a unity-gain bandwidth of 100 MHz and is capable of amplifying the
input signal with a switching frequency of 500 KHz and an amplitude ranging between
±2V . Fig. 5.7 shows input and output control signals i.e. the control signals before
and after amplifications, as well as the switching transients (it can be observed that the
transient delay is indeed negligible compared to the symbol period).

5.2.2 Signal Processing After Reception

As the data symbols are carried over two spatial functions over the air, the receiver
needs to estimate its antenna responses to the two basis functions using a predefined
training sequence (a training sequence of 8 BPSK symbols was used for every BPSK
substream). The SPA far-field G(ϕ) is at one of two states: either G1(ϕ) = B1(ϕ)+B2(ϕ)
or G2(ϕ) = B1(ϕ) − B2(ϕ) (APCK10). The receiver constructs the equivalent channel
matrix representing the receive antenna responses to the spatial basis functions. The
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Figure 5.3: Receive subsystem unit.

equivalent matrix is used for equalizing the received signal and decoupling the two
BPSK symbol streams. We have adopted the linear zero-forcing as a simple decoding
technique, thus the estimated transmitted signal becomes

x̂ = H−1y

= x + H−1n (5.1)

where H is a 2× 2 matrix given by

H =
1√
2

(
h11 + h12 h11 − h12
h21 + h22 h21 − h22

)
, (5.2)

such that Hij , {i, j} ∈ {1, 2} is the response of the jth receive antenna to Bi(ϕ), whereas
hij , {i, j} ∈ {1, 2} is the response of the jth receive antenna to Gi(ϕ), according to the
relations between Gi(ϕ) and Bi(ϕ), i ∈ 1, 2 (APCK10); the operator (.)−1 inverts the
matrix operand and finally n is a vector representing the additive white Gaussian noise
with zero mean and No variance. Every demodulated signal comprises of two noisy
clouds such that x̂1 = c1 ∪ c2 and x̂2 = c3 ∪ c4 as shown in Fig. 5.10. The signal-to-
noise ratio (SNR) of the ith cloud is calculated as

SNRi =
E
{
cHi ci

}
− Var {ci}

Var {ci}
(5.3)
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Figure 5.4: A simplified schematic diagram of the signal flow at the transmit side.

where E {.} returns the sample mean of the operand and Var {.} returns the sample
variance of the operand. The four clouds have almost the same SNR and the mean of
the four SNRs is finally considered. The bit SNR referred to as Eb/No, is calculated by
adding log10(0.5S) to the average SNR (in dB), where S is the number of samples per
one symbol whereas the 0.5 factor is due to using real signaling. In this experiment,
S was set to 5 samples per symbol such that each transmission has 410 symbols or
equivalently 2048 samples.

5.3 Experimental Results

Fig. 5.9 shows the received signal constellations before equalization and Fig. 5.9 shows
the received signal constellations after equalization (spatial separation), onto which the
transmitted signals (red dots) are also projected, for comparison reasons. The figure
shows that the two BPSK signals have been indeed decoupled at the receiver side thus
validating the theory of MIMO with a single RF source. On the other hand, Fig. 5.11
shows the bit probability of error (Pb) versus Eb/No obtained by measurements as well
as the performance of a 2×2 BPSK-MIMO with a Rayleigh channel of independent and
identically distributed coefficients, and zero-forcing decoding1. The figure shows that
the performance of the beamspace MIMO is comparable to the conventional one, thus
validating the importance of such a new approach for realizing single radio compact-
sized MIMO transceivers.

1Theoretically, Pb of a 2 × 2 BPSK-MIMO under Rayleigh fading and a zero-forcing receiver is

unsurprisingly identical to the performance of 1× 1 BPSK-SISO i.e Pb = 0.5
(

1−
√

Eb/No
Eb/No+1

)

.
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Figure 5.5: A setup showing the two receiving antennas (the two white hemispheres on
the left side of the figure).
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Figure 5.6: Schematic diagram of the amplifier circuit used for magnifying the baseband
control signal.
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Figure 5.7: Baseband control signal before and after amplification.
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Figure 5.8: Baseband received signal.
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Figure 5.9: Scatter plot of received signal constellation before equalization.
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Figure 5.10: Scatter plot of received signal constellation after equalization.
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6

Conclusion

This dissertation has investigated the possibility of emulating conventional MIMO trans-
mission with a single RF source, using a switched antenna system (SAS) or a reactance-
assisted antenna system. It was demonstrated by both simulations and measurements
that the proposed approach achieves performance comparable to classical MIMO sys-
tems at a reduced RF hardware complexity. The contribution of this work is summarized
as follows:

• Chapter 2 : In this chapter a spatial multiplexing scheme based on antenna switch-
ing was proposed. The outage performance of a compact switched-antenna sys-
tem with a single RF chain is evaluated and shown to be comparable to a sys-
tem equipped with two active antennas, yet the proposed scheme is limited to
BPSK signaling. Moreover, a technique that constitutes to our best knowledge the
most compact implementation yet to be proposed for Alamouti code with a single
RF source has been proposed using two closely-spaced antennas, decoupled and
matched using a decoupling and a matching network. Again, the complex-signaling
format that exploits the quadrature degree of freedom is not supported.

• Chapter 3 : This chapter started by extending the previous finding to beam switch-
ing rather than antenna switching. The approach has been successfully extended to
any PSK modulation scheme where spatial multiplexing rate of 2 PSK symbols/s
has been achieved using a 3-element ë/16 parasitic array. Different power allocation
schemes among the basis have been proposed with limited feedback. Transmit
diversity using Alamouti scheme was also implemented using a single front-end,
making it a viable option for the uplink via lower cost terminal devices.

• Chapter 4 : The chapter generalized the previously proposed approach to arbitrary

radiating elements. The idea was to obtain an orthogonal or orthonormal basis
out of MIPPs. The chapter also provided design steps for an example of a 3-
element SPA, capable of forming a MIPP that are mirror images of each other.
The SPA was optimized for BPSK signaling by deriving a criterion that maximizes
the SPA efficiency and minimizes the power imbalance between the basis functions,
simultaneously. A reconfigurable impedance was designed and a fully operational
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6. CONCLUSION

SPA for single radio MIMO transmission was demonstrated. The measured SPA
parameters are in good agreement with the target values, regarding the SPA return
loss and the radiation patterns in the different SPA states.

• Chapter 5 : The chapter demonstrated a successful MIMO transmission at a total
rate of 820kbps has been conducted over the air, using a single RF source. The
experiments took place in an indoor office environment using a fast-switching 2.6
GHz prototype. The experiments constitute to the best of the authorsŠ knowledge
the first successful MIMO transmission with a single RF source.
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Transmission Using a Single Active Element for

PSK Modulation Schemes
Osama N. Alrabadi, Student Member, IEEE, Constantinos B. Papadias, Senior Member, IEEE,

Antonis Kalis, Member, IEEE, and Ramjee Prasad, Fellow, IEEE

Abstract—A universal scheme for encoding multiple symbol
streams using a single driven element (and consequently a single
radio frequency (RF) frontend) surrounded by parasitic elements
(PE) loaded with variable reactive loads, is proposed in this
paper. The proposed scheme is based on creating a MIMO
system by expanding the far-field of a compact parasitic array
into an orthogonal set of angular functions (basis). Independent
information streams are encoded by means of angular variations
of the far-field in the wavevector domain, rather than spatial
variations as usually happens in conventional MIMO systems.
The array can spatially multiplex the input streams by creating
all the desired linear combinations (for a given modulation
scheme) of the basis functions. The desired combinations are
obtained by projecting the ratio of the symbols to be spatially
multiplexed on the ratio of the basis functions’ weights (complex
coefficients), which is a function of the currents induced on the
PE within the antenna domain, and controlled by the independent
reactive loadings.

Index Terms—Adaptive antennas, space-time coding, MIMO,
switched parasitic array, ESPAR.

I. INTRODUCTION

M IMO array processing has been established as an ef-
fective means to achieve remarkable spectral efficiency.

The capacity of such space-time wireless channels has been
shown to increase almost linearly with the number of transmit-
receive antennas [1] [2]. However, the current vision for
future applications of space-time signal processing is mostly
restricted to implementations of multiple-input, single-output
(MISO) or single-input, multiple-output (SIMO) systems, as
the base stations can afford the complexity of multiple an-
tennas and multiple frontends, whereas mobile (handheld)
platforms still use mostly single antennas (specially in the
transmission mode), due to size, power and cost constraints.
Unfortunately, the capacity of such systems is much lower
than the capacity achievable by MIMO systems. Namely, the
capacity of the simplest 2 × 2 MIMO system supersedes the
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capacity of theoretical open-loop ∞ × 1 MISO system [3],
let alone the capacity of practical MISO systems as currently
implemented in communication systems. Moreover, the high
costs and the complexity underlying the integration of MIMO
techniques in wireless communications systems prevent the
use of arrays larger than 4 × 4 even in the most recent
wireless protocols (e.g. IEEE 802.16, LTE). In [4] [5], the
authors use parasitic elements side to side with a number
of active elements for enhancing the capacity of the MIMO
channel. The idea of using more than one active element is still
unattractive for wireless devices due to the aforementioned
constraints, and the need for a complex decoupling network
[6] to compensate for the strong mutual coupling among the
co-polar active elements. In [7], a MIMO-like realization using
a single active element and a number of parasitic elements was
shown to provide comparable capacity to that of conventional
MIMO, where the array far-field is changed on every symbol
period. However, the authors in [7] did not propose any
transmission schemes using the suggested realization. In [8]
[9] [10], the authors show that a parasitic array with a single
active element has comparable performance to a 2× 2 MIMO
system, in a rich scattering environment. That was based
on exploiting the wavevector domain [11] for increasing the
capacity of a space-time wireless channel. For example, in
[8] a 2 × 2 MIMO system with a single active element was
implemented using switched parasitic arrays (SPA); however
the scheme was restricted to ON-OFF keying modulation
scheme which is not popular in mobile communications. In
[9] [10], the authors propose a beam-space MIMO (BS-
MIMO) transmission scheme using three or five elements of
an electronically steerable parasitic array radiator (ESPAR)
antenna1. According to the BS-MIMO approach, two different
symbols are simultaneously sent toward the channel virtual
angles [15]. This is achieved by creating an ESPAR pattern in
the far-field that is a linear combination of weakly correlated
beams (cardioids). However, the scheme proposed in [8] [9]
[10] can hardly be scaled to PSK modulation orders higher
than QPSK2. The main drawback of the BS-MIMO is the

1The ESPAR is a smart antenna system that was developed in 2000 at
ATR labs in Japan [12]. An (𝑁 + 1)-element ESPAR consists of a single
active element surrounded by 𝑁 parasitic elements (PE) loaded with variable
reactive loads. The ESPAR was successfully used for beam and null steering
[13], and for reactance diversity [14].

2We remind the reader that even QPSK according to the BS-MIMO
approach was obtained using a 5-element ESPAR array rather than a 3-element
one [9].
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difficulty of obtaining the desired linear combinations for the
chosen set of basis functions (i.e. the cardioids). It is the
objective of this paper to describe a universal transmission
scheme using parasitic arrays with a single active element for
all phase shift keying (PSK) modulation schemes. This work is
complementary to the novel approach in [16] [17], where two
and three SISO sub-channels were created by decomposing
the far-field of a compact ESPAR antenna. The approach in
[16] [17] confirms the conclusions in [18] about creating SISO
sub-channels by expanding the electromagnetic field into a set
of orthogonal functions. However, the approach in [16] [17]
was implemented using simple symmetrical load switching
and consequently, only BPSK modulation scheme could be
supported. In this paper, we scale up the scheme of expanding
the electromagnetic far-field into a set of basis functions to
all PSK modulation schemes. We show how different power
allocation schemes can be implemented. We also describe
the implementation of Alamouti transmit diversity within
the proposed scheme, where the two conventional transmit
antennas are replaced by two orthogonal functions. The rest
of this paper is divided as follows: In section II we show that
a conventional multi-element array (MEA) can be viewed as
a mapping device that maps the input symbols vector onto a
set of basis functions. In section III we show how to emulate
a conventional MEA using a compact-sized 3-element SPA,
for both spatial multiplexing and transmit diversity. Section
IV investigates different MIMO transmission schemes while
section V extends the analysis to arrays with planar topologies.
In section VI we develop a simple channel model and derive
some mutual information formulas. Section VII compares
the throughput potential of some system examples using the
proposed emulation schemes within an outdoor geometrical
based channel model, to our theoretical results. Finally the
paper concludes with our results.

II. A SIMPLE EXAMPLE OF A CONVENTIONAL MEA

We consider a conventional MEA where we focus our
analysis on the transmitter which is the user handheld device
(mobile, laptop, PDA, etc..). Assume that the transmitter is
a horizontal linear array consisting of two identical co-polar
antennas. The array far-field from [19] is written as

𝐺(𝜃) = 𝑔𝑖𝑠𝑜𝑙(𝜃)
[
1 𝑒−𝑗𝑘𝑑 cos(𝜃)

]
[Z𝐿 + Z]

−1︸ ︷︷ ︸
M𝑡

[
𝑉01
𝑉02

]
, (1)

where 𝑔𝑖𝑠𝑜𝑙(𝜃) is the pattern of each antenna element when
isolated, 𝑘 = 2𝜋/𝜆 is the wavenumber, 𝜆 is the carrier
wavelength, 𝑑 is the inter-element spacing, 𝜃 is the direction

of departure (DoD). Z𝐿 =

[
𝑍𝐿1 0
0 𝑍𝐿2

]
, where 𝑍𝐿𝑖 is

the terminal impedance of the 𝑖𝑡ℎ antenna element, Z is the
impedance matrix due to mutual coupling, M𝑡 is the transmit-
ter coupling matrix and 𝑉0𝑖 is the 𝑖𝑡ℎ source voltage driving
the 𝑖𝑡ℎ element. Assuming the two antennas are uncoupled
(M𝑡 = I2 where I𝑘 is a 𝑘 × 𝑘 identity matrix) and replacing
the two source voltages by the two symbols 𝑠0 and 𝑠1 to be
sent from the first and second antennas respectively, we can

rewrite the pattern in Eq. (1) as follows 3

𝐺(𝜃) = 𝑠0 + 𝑠1𝑒
−𝑗𝑘𝑑 cos (𝜃), (2)

which can be rewritten as

𝐺(𝜃) = 𝑠0

(
1 +

𝑠1
𝑠0
𝑒−𝑗𝑘𝑑 cos (𝜃)

)
︸ ︷︷ ︸

�̃�(𝜃)

= 𝑠0 (𝐵0(𝜃) + ℜ𝑠𝐵1(𝜃)) , (3)

where �̃�(𝜃) is termed the ‘effective pattern’ [19]. The effective
pattern can be seen as a linear combination of two basis4 func-
tions: 𝐵0(𝜃) = 1, and 𝐵1(𝜃) = 𝑒−𝑗𝑘𝑑 cos (𝜃), and their linear
combination is controlled by the ratio of the two symbols
ℜ𝑠 := 𝑠1

𝑠0
. For example, the possible QPSK linear combina-

tions of 𝐵0(𝜃) and 𝐵1(𝜃) are shown in TABLE I. The rest of
the linear combinations give the same ℜ𝑠 and consequently
the same effective pattern �̃�(𝜃), but with different phases due
to different 𝑠0. For example, the linear combinations of the
symbol pairs (𝑠0, 𝑠1) = {(1, 1), (−1,−1), (𝑗, 𝑗), (−𝑗,−𝑗)}
give the same ℜ𝑠 = {1, 1, 1, 1}, and consequently the same
�̃�(𝜃), but different 𝑠0. The ratio ℜ𝑠 belongs to a unit circle
for PSK modulation schemes as the two PSK signals have
the same magnitude (constant envelope) as do the two basis
functions𝐵0(𝜃) and 𝐵1(𝜃). The general notation of a complex
symbol 𝑠𝑚 is 𝐴𝑚𝑒𝑗(𝜔𝑡+𝜙𝑚) where 𝐴𝑚, 𝜔𝑚, 𝜙𝑚 are the signal
amplitude, angular frequency and phase respectively. The
notation of a baseband PSK symbol derived from a unity
average power signal constellation can be written as 𝑒𝑗𝜙𝑚

where 𝐴𝑚 = 1, 𝜙𝑚 = 2𝜋
𝑀𝑚,𝑚 ∈ {0, 1, . . . ,𝑀 − 1} where

𝑀 is the order of the PSK signal constellation, while the
angular component is dropped. Consequently, the ratio of two
baseband PSK symbols can be written as

ℜ𝑠 :=
𝑠1
𝑠0

= 𝑒𝑗
2𝜋
𝑀 𝑚 , 𝑚 = {0, 1, . . . ,𝑀 − 1}. (4)

TABLE I
TWO QPSK SIGNALS COMBINATIONS

[𝑠0 𝑠1]
𝑇

𝑠0 ℜ𝑠 �̃�(𝜃) = 𝐵0(𝜃) + ℜ𝑠𝐵1(𝜃)

[1 1]𝑇 1 1 𝐵0(𝜃) +𝐵1(𝜃)
[1 − 1]𝑇 1 −1 𝐵0(𝜃) −𝐵1(𝜃)
[1 𝑗]𝑇 1 𝑗 𝐵0(𝜃) + 𝑗𝐵1(𝜃)
[1 − 𝑗]𝑇 1 −𝑗 𝐵0(𝜃)− 𝑗𝐵1(𝜃)

The scatter plot of ℜ𝑠 has some important properties that are
directly derived from the definition of ℜ𝑠:

∙ Rotating ℜ𝑠 by ΔΦ is equivalent to rotating the signal
constellation of the second stream by ΔΦ with respect
to the signal constellation of the first stream (the receiver

3The isolated element pattern is omitted intentionally for simplicity while
we assume that each antenna element has an omnidirectionnal radiation
pattern in its H-plane.

4The term basis is used in this paper whenever the set of the angular
functions are orthogonal or approximately orthogonal.
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Fig. 1. Correlation factor 𝜌01 between 𝐵0(𝜃) = 1 and 𝐵1(𝜃) =

𝑒−𝑗2𝜋 𝑑
𝜆

cos (𝜃) at different 𝑑/𝜆.

has to reversely rotate the constellation of the second
stream before decoding). However, rotating the signal
constellation does not affect its properties.

∙ The average power of ℜ𝑠 (which is the square of the
circle radius) equals the relative average power of the
second stream to the first one.

The ratio ℜ𝑠 controls the magnitude of the effective pattern,
whereas the first symbol (𝑠0) controls the phase (when ℜ𝑠
is fixed). The pattern in Eq. (2) has two degrees of freedom
which are the two independent signals fed into the two un-
correlated antenna elements5. This representation is not useful
for parasitic arrays with a single driven element, since a single
stream of symbols is fed into the active element at a time. On
the other hand, a representation such as in Eq. (3) would be
quite useful for parasitic arrays where 𝑠0 is equivalent to the
signal fed into the active element (first degree of freedom),
whereas the second degree of freedom can be determined by
the independent loadings of the parasitic elements as we show
later. Fig.1 shows the correlation factor between the two basis
functions (neglecting the mutual coupling effect), reminding
that the correlation factor of two patterns (or two components
of a given pattern e.g. 𝐵0(𝜃) and 𝐵1(𝜃)) in the 𝜃−domain is
defined (see [20]) as

𝜌
01

=

∣∣∣∫ 2𝜋

0
𝐵0(𝜃)𝐵

∗
1 (𝜃) ⋅ 𝑑𝜃

∣∣∣√∫ 2𝜋

0 𝐵0(𝜃)𝐵∗
0 (𝜃) ⋅ 𝑑𝜃 .

∫ 2𝜋

0 𝐵1(𝜃)𝐵∗
1 (𝜃) ⋅ 𝑑𝜃

, (5)

where ()∗ is the complex conjugate operator. The figure clearly
shows that the two angular functions 𝐵0(𝜃) and 𝐵1(𝜃) are
not suitable for compact array design as they require some
sufficient spacing to be uncorrelated.

III. PARASITIC ARRAY WITH A SINGLE ACTIVE ELEMENT

AND TWO PASSIVE ONES

It was shown in [16] that parasitic arrays with symmetric
topologies (with respect to the central active element) can
emulate conventional MEA for the BPSK modulation scheme,
where a simple load-switching can create the desired linear
combinations of the two signals. In this section we show

5Assuming a non-reconfigurable array, consequently 𝑑 is fixed.

that the far-field (or equivalently the array factor - 𝐴𝐹 ) of
a compact-sized 3-element SPA (or ESPAR) can be approxi-
mated into a linear combination of two basis functions, where
the linear combination is controlled by the array reactive
loadings. We start first by analyzing the 3-element SPA,
composed of a central active element surrounded by two
parasitic elements (at relative angles of 0∘ and 180∘ with
respect to the central element). The far-field and the circuit
relations of the array are written according to [21] and [22]
as

𝐺(𝜃) = 𝑔𝑖𝑠𝑜𝑙 (𝜃)× 𝐴𝐹

= 𝑉0
𝜂𝑒𝜔𝑡−𝑘𝑟

2𝜋𝑟
×

[
1 𝑒−𝑗𝑘𝑑 cos(𝜃) 𝑒𝑗𝑘𝑑 cos(𝜃)

] M𝑡︷ ︸︸ ︷
[Z + X]−1

[
1
0
0

]

= 𝐼𝑖𝑛
𝜂𝑒𝜔𝑡−𝑘𝑟

2𝜋𝑟
×

[
1 𝑒−𝑗𝑘𝑑 cos(𝜃) 𝑒𝑗𝑘𝑑 cos(𝜃)

] [ 1
𝐼1/𝐼0
𝐼2/𝐼0

]
, (6)

where

Z =

⎡⎣ 𝑍00 𝑍01 𝑍02

𝑍10 𝑍11 𝑍12

𝑍20 𝑍21 𝑍22

⎤⎦ ,
X =

⎡⎣ 𝑍𝑠 0 0
0 𝑗𝑋𝐿1 0
0 0 𝑗𝑋𝐿2

⎤⎦ . (7)

where 𝑉0 is the terminal voltage whereas 𝐼0, 𝐼1 and 𝐼2 are the
currents induced on the active and the two parasitic elements
respectively by mutual coupling. 𝑍𝑖𝑖, 𝑖 ∈ {0, 1, 2} is the self-
impedance of the antenna elements, whereas 𝑍𝑖𝑗 is the mutual
impedance (due to mutual coupling) between element 𝑖 and
element 𝑗, such that 𝑍𝑖𝑗 = 𝑍𝑗𝑖. 𝑍𝑠 is the source impedance
assumed 50Ω, 𝑋𝐿𝑖, 𝑖 ∈ {1, 2} is the reactance of the 𝑖𝑡ℎ

parasitic element. 𝜂 = 120𝜋 is the free-space impedance, 𝐼𝑖𝑛 is
the input signal to be fed into the active element (equivalent to
the reference signal 𝑠0 in Eq. (3)), 𝑟 is the distance, 𝜔 = 2𝜋𝑓
where 𝑓 is the frequency in Hz. The 𝐴𝐹 can be decomposed
using Euler’s formula as follows:

𝐴𝐹 = 1 +

(
𝐼1
𝐼0

)
𝑒−𝑗𝑘𝑑 cos (𝜃) +

(
𝐼2
𝐼0

)
𝑒𝑗𝑘𝑑 cos (𝜃)

=1 +

(
𝐼2 + 𝐼1

𝐼0

)
cos (𝑘𝑑 cos (𝜃)) +

(
−𝑗

𝐼2 − 𝐼1
𝐼0

)
sin (𝑘𝑑 cos (𝜃))

=𝐵0(𝜃) +

(
𝐼2 + 𝐼1

𝐼0

)
𝐵1(𝜃) +

(
−𝑗

𝐼2 − 𝐼1
𝐼0

)
𝐵2(𝜃). (8)

The 𝐴𝐹 depends on the relative ratios of the currents induced
on the array elements (as well as the relative locations of
the elements), rather than the currents themselves. It is clear
that the 𝐴𝐹 is similar to the effective pattern �̃�(𝜃)(𝜃) in
a conventional MEA. All the parasitic arrays considered in
this paper are assumed to be loaded with purely reactive
loads so they are equivalent to either reactive SPA or ESPAR
antennas (see [23] for the comparison between SPA and
ESPAR antennas). This is mainly because the resistive part
(of arbitrary impedance) reduces the antenna efficiency. When
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Fig. 3. Channel responses of 𝐵2(𝜃), 𝐵1(𝜃) and 𝑐𝐵0(𝜃) versus the channel
responses of 𝐵0(𝜃).

the inter-element spacing is small enough (e.g. 𝜆/16 or less6),
the angular function 𝐵1(𝜃) becomes highly correlated with the
omni one 𝐵0(𝜃), regarding both magnitude and phase. For
example, the two angular functions have a correlation factor
𝜌

01
of 0.9996 at a spacing of 𝜆/16. The function 𝐵1(𝜃) can

be approximated as 𝑐𝐵0(𝜃), where 𝑐 is a correction factor for
the magnitude of 𝐵1(𝜃) with respect to 𝐵0(𝜃) and is given
for a spacing of 𝜆/16 (see [16]) as:

𝑐 =

√√√⎷∫ 2𝜋

0
𝐵1(𝜃)𝐵∗

1 (𝜃) ⋅ 𝑑𝜃∫ 2𝜋

0 𝐵0(𝜃)𝐵∗
0 (𝜃) ⋅ 𝑑𝜃

= (0.96213) . (9)

Fig.2 shows the magnitude of the angular functions
𝐵0(𝜃), 𝐵1(𝜃) and 𝐵2(𝜃) at a spacing of 𝜆/16, whereas Fig.3
shows the channel responses7 (over a thousand of channel
realizations) of 𝐵2(𝜃), 𝐵1(𝜃) and 𝑐𝐵0(𝜃) versus the channel
responses of 𝐵0(𝜃), where the channel is a 2-D geomet-
rically based circular single bounce channel model as that
in [25], with 20 scatterers surrounding the transmitter. The
figure clearly shows that the wireless channel responses when

6It is worth mentioning that a 3-element ESPAR antenna with an inter-
element spacing of 𝜆/20 was successfully implemented in [24] for mobile
reception of terrestrial digital TV.

7Each channel response is single complex value and equals the summation
of the multipath gains scaled by the complex far-field. Path loss and mobile
terminal orientation are all taken into account.

triggered with 𝐵1(𝜃) are almost identical to those of 𝑐𝐵0(𝜃).
Consequently, the angular function 𝐵1(𝜃) can be well approx-
imated as the angular function 𝑐𝐵0(𝜃) (i.e. 𝐵1(𝜃) ∼= 𝑐𝐵0(𝜃))
at such spacing. From Eq. (8) we can write8

𝐺(𝜃) ∼= 𝐼𝑖𝑛

(
𝐵0(𝜃) +

𝐼2 + 𝐼1
𝐼0

𝑐𝐵0(𝜃) + 𝑗
𝐼2 − 𝐼1
𝐼0

𝐵2(𝜃)

)
= 𝐼𝑖𝑛

(
𝐵0(𝜃) + 𝑗

𝐼2 − 𝐼1
𝐼0 + (𝐼2 + 𝐼1) 𝑐

𝐵2(𝜃)

)
= 𝑠0 (𝐵0(𝜃) + ℜ𝐼𝐵2(𝜃)) , (10)

such that

ℜ𝐼 = 𝑗
𝐼2 − 𝐼1

𝐼0 + (𝐼2 + 𝐼1) 𝑐

= 𝑗
𝛼20 − 𝛼10

1 + (𝛼20 + 𝛼10) 𝑐
, (11)

where 𝛼20 and 𝛼10 are calculated as in [21] to be

𝛼10 =

(
𝐼1
𝐼0

)
=

𝑍12𝑍02 − 𝑍01 (𝑍22 + 𝑗𝑋𝐿2)

(𝑍11 + 𝑗𝑋𝐿1) (𝑍22 + 𝑗𝑋𝐿2)− 𝑍2
12

𝛼20 =

(
𝐼2
𝐼0

)
=

𝑍12𝑍02 − 𝑍02 (𝑍11 + 𝑗𝑋𝐿1)

(𝑍11 + 𝑗𝑋𝐿1) (𝑍22 + 𝑗𝑋𝐿2)− 𝑍2
12

.(12)

From Eq. (8) and Eq. (10), the set of angular functions
𝐵0(𝜃), 𝐵1(𝜃), and 𝐵2(𝜃) can be approximately reduced into
the set of 𝐵0(𝜃) and 𝐵2(𝜃). The ratio ℜ𝐼 is symmetric around
the origin (in the complex plane) and consequently the ratio
of the two symbols to be spatially multiplexed (i.e. ℜ𝑠 which
is a circle for PSK signal constellations) is projected over
the scatter plot of ℜ𝐼 . On the other hand, the two basis
functions 𝐵0(𝜃) and 𝐵2(𝜃) are orthogonal regardless of the
strong mutual coupling, i.e. 𝜌

02
= 0. Consequently, two

symbol streams can be fully decorrelated (at the transmitter
side) by mapping them directly onto 𝐵0(𝜃) and 𝐵2(𝜃). It is
worth mentioning that the inter-element spacing has a lower
bound controlled by the ability of matching the driving point
impedance, which for a 3-element parasitic array is written
from [21] [26] as

𝑍𝑖𝑛 = 𝑍00 + 𝛼10𝑍01 + 𝛼20𝑍02, (13)

bearing in mind that matching a single active element does
not require any decoupling network [6]. On the other hand, the
upper bound of the inter-element spacing is determined by the
acceptable approximation in Eq. (10). The active element can
be perfectly matched by knowing the patterns (i.e. by knowing
the required PE loadings) before hand. The matching in our
case is done dynamically, for example whenever the control
circuit changes the PE loadings, it matches the single active
element according to Eq. (13), which is possible by knowing
the required loadings for a given ℜ𝑠 in advance (as both 𝛼01

and 𝛼02 are calculated by knowing [𝑗𝑋𝐿1 𝑗𝑋𝐿2] according
to Eq. (12)).

8The term 𝜂
2𝜋𝑟

𝑒𝜔𝑡−𝑘𝑟 is intentionally omitted for simplicity.
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IV. MIMO TRANSMISSION TECHNIQUES

A. Spatial Multiplexing

The ratio ℜ𝐼 should have a locus of a circle for PSK map-
ping. Assuming the channel state information (CSI) is only
available at the receiver, an optimal circle radius (𝑟𝑜𝑝𝑡𝑖𝑚𝑎𝑙 =∣∣ℜ𝑜𝑝𝑡𝐼

∣∣) is the one that balances the power between the two
basis functions (i.e. an orthonormal rather than orthogonal set
of angular functions can be obtained). The power imbalance
can be defined as

Δ𝑃 =

∫ 2𝜋

0
𝐵0(𝜃)𝐵

∗
0 (𝜃) ⋅ 𝑑𝜃∫ 2𝜋

0 (ℜ𝐼𝐵2(𝜃)) (ℜ𝐼𝐵2(𝜃))
∗ ⋅ 𝑑𝜃

=

∫ 2𝜋

0 𝐵0(𝜃)𝐵
∗
0 (𝜃) ⋅ 𝑑𝜃

𝑟2
∫ 2𝜋

0
𝐵2(𝜃)𝐵∗

2 (𝜃) ⋅ 𝑑𝜃
. (14)

The optimal radius 𝑟𝑜𝑝𝑡𝑖𝑚𝑎𝑙 is obtained when Δ𝑃 = 1. At
an inter-element spacing of 𝜆/16, 𝑟𝑜𝑝𝑡𝑖𝑚𝑎𝑙 is found from Eq.
(14) to be 3.67. Notice that the circle is no more a unit
circle since the two basis functions are naturally imbalanced
and consequently 𝑟𝑜𝑝𝑡𝑖𝑚𝑎𝑙 ∕= 1. Fig.4 shows the values
of ℜ𝐼 in the complex plane that lie on a circle with the
optimal radius (when the two reactive loadings change from
−𝑗500Ω to 𝑗500Ω, step 𝑗0.1Ω). ℜ𝐼 ∼= 𝑟𝑜𝑝𝑡𝑖𝑚𝑎𝑙ℜ𝑠𝑒𝑗ΔΦ𝑅

where 𝑟𝑜𝑝𝑡𝑖𝑚𝑎𝑙 = 3.67 and ΔΦ𝑅 = 0.1 rad. ℜ𝐼 is a scaled up
version of ℜ𝑠 (so the two basis are equipowered), and slightly
rotated so that each point of ℜ𝐼 has a corresponding loading.
TABLE II shows the values of the reactive loadings required
for obtaining the linear combinations of up to 16-PSK signal
constellations. The values are quite practical, and can be sim-
ply obtained using a variable reactor (varactor) as in ESPAR
antennas or a lumped reactance as in a SPA (if the varactor
does not support a switching rate comparable to the symbol
rate). In the same table, 𝐸1 is the absolute error in magnitude
between ∣ℜ𝐼 ∣ and 𝑟𝑜𝑝𝑡𝑖𝑚𝑎𝑙, i.e. 𝐸1 =

∣∣∣ ∣ℜ𝐼 ∣−𝑟𝑜𝑝𝑡𝑖𝑚𝑎𝑙

𝑟𝑜𝑝𝑡𝑖𝑚𝑎𝑙

∣∣∣, while

𝐸2 is the absolute error in phase i.e. 𝐸2 =
∣∣∣∠ℜ𝐼−∠ℜ𝑠

∠ℜ𝑠

∣∣∣. It is
clear that the maximum absolute error whether in phase or
magnitude does not exceed 0.5% of the desired value. PSK
transmission schemes with orders higher than sixteen cannot
be projected on the circle of the optimal radius due to having
two opposite gaps that can not be closed at any loading. These
gaps are a consequence of the non-linear mapping [27] from
the reactance space to equivalent wave-vector space. The result
is that a limited number of PSK signal constellations can
be optimally supported within the proposed scheme due to
such gaps. ℜ𝑠 of any PSK signal constellation can be (sub-
optimally) projected on a circle with a larger radius, e.g. 𝑟𝑚𝑖𝑛
in Fig.4 is the radius of the first full circle without gaps, where
the basis functions suffer from a power imbalance Δ𝑃 of 3.6
dB (although such projection is suboptimal, our simulations
later on show that we have a marginal mutual information loss
compared to the ideal scheme with uniform power allocation
policy-this result is not surprising as a similar marginal mutual
information loss occurs in conventional MIMO under the same
power imbalance conditions).

Optimal Power Allocation: The power allocation across
the basis functions can be optimized by maximizing the in-
stantaneous mutual information over each channel realization
(see section VI). Notice that this kind of power allocation
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Fig. 4. ℜ𝐼 values that lie on the optimal radius 𝑟𝑜𝑝𝑡𝑖𝑚𝑎𝑙, over which a
scaled up version of ℜ𝑠 of a 16-PSK signal constellation is projected, and
the values of ℜ𝐼 that lie on the smallest radius of the first full-circle beyond
the gaps 𝑟𝑚𝑖𝑛.

TABLE II
CORRESPONDING REACTIVE LOADINGS FOR DIFFERENT PSK

MODULATION ORDERS (𝑀 )

ℜ𝑠 𝑗𝑋𝐿1(Ω) 𝑗𝑋𝐿2(Ω) 𝑀 𝐸1 𝐸2

𝑒𝑗0
2𝜋
16 𝑗15.2 𝑗5.5 2, 4, 8, 16 0.42% 0.39%

𝑒𝑗1
2𝜋
16 𝑗13.1 𝑗0.8 16 0.05% 0.1%

𝑒𝑗2
2𝜋
16 𝑗10.9 −𝑗9.5 8, 16 0.16% 0.07%

𝑒𝑗3
2𝜋
16 𝑗7.7 −𝑗78 16 0.13% 0.12%

𝑒𝑗4
2𝜋
16 −𝑗10.5 𝑗53.7 4, 8, 16 0.01% 0%

𝑒𝑗5
2𝜋
16 𝑗30 𝑗34.4 16 0.01% 0.03%

𝑒𝑗6
2𝜋
16 𝑗11.9 𝑗21.6 8, 16 0.35% 0.09%

𝑒𝑗7
2𝜋
16 𝑗8.7 𝑗17.8 16 0.15% 0.17%

𝑒𝑗8
2𝜋
16 𝑗5.5 𝑗15.2 2, 4, 8, 16 0.42% 0.39%

𝑒𝑗9
2𝜋
16 𝑗11.7 𝑗13.1 16 0.05% 0.1%

𝑒𝑗10
2𝜋
16 𝑗0.8 𝑗10.9 8, 16 0.16% 0.07%

𝑒𝑗11
2𝜋
16 −𝑗78 𝑗7.7 16 0.13% 0.12%

𝑒𝑗12
2𝜋
16 𝑗53.7 −𝑗10.5 4, 8, 16 0.01% 0%

𝑒𝑗13
2𝜋
16 𝑗34.4 𝑗30 16 0.01% 0.03%

𝑒𝑗14
2𝜋
16 𝑗21.6 𝑗11.9 8, 16 0.35% 0.09%

𝑒𝑗15
2𝜋
16 𝑗17.8 𝑗8.7 16 0.15% 0.17%

is different from the optimal water-pouring [28] precoding
scheme, as the former only requires a single real number (e.g.
Δ𝑃 or Δ0 or Δ1) to be fed back to the transmitter while
the latter requires the whole channel matrix to be available at
the transmitter for optimally allocating the power across the
eigenvectors of the channel. Having calculated the optimal
power allocation variables Δ𝑜𝑝𝑡

0 and Δ𝑜𝑝𝑡
1 , an optimal ℜ𝐼

becomes

ℜ𝑜𝑝𝑡𝐼 =

√
Δ𝑜𝑝𝑡

1

Δ𝑜𝑝𝑡
0

𝑠1
𝑠0

=

√
Δ𝑜𝑝𝑡

1

Δ𝑜𝑝𝑡
0

ℜ𝑠. (15)

In this case, the transmitter will have to use a look-up
table rather than a scatter plot, consequently the transmitter
control circuit selects the corresponding reactive loadings
[𝑗𝑋𝐿1 𝑗𝑋𝐿2] from the look-up table as follows

[𝑗𝑋𝐿1 𝑗𝑋𝐿2] = argmin
ℜ𝐼

∣∣ℜ𝑜𝑝𝑡𝐼 −ℜ𝐼
∣∣ , (16)

which returns the corresponding loadings of the closest ℜ𝐼 to



5138 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 8, NO. 10, OCTOBER 2009

In−Phase

Q
ua

dr
et

ur
e

#1

#2

#3

#6

#15

#14

#13#12
#11

#10

#9

#8

#7

#4#5

#0

Fig. 5. Scatter plot of ℜ𝐼 within a radius
√

Δ1
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ranging from 0 up to 10

along the angles of ℜ𝑠 of a 16-PSK.

ℜ𝑜𝑝𝑡𝐼 . In Eq. (16) we used the minimum distance as a criterion
for picking up the optimal (closest to the optimal) loadings,
since some of ℜ𝑜𝑝𝑡𝐼 will not have a corresponding loading, due
to having the aforementioned opposite gaps as shown in Fig.5.
The figure clearly shows that BPSK (e.g. segments #0,#8),
QPSK (e.g. segments #0,#4,#8,#12) and 8-PSK (e.g. seg-
ments (e.g. segments #0,#2,#4,#6,#8,#10,#12,#14)
are supported within a closed loop transmission scheme, as

the ℜ𝐼 segments are continuous up to a ratio of
√

Δ1

Δ0
= 10,

which is equivalent to a power imbalance of 8.71 dB9 between
the two basis functions. On the other hand, 16-PSK and higher
order PSK modulation schemes will have some cases where
optimal power allocation policy does not have a corresponding
loading, and consequently the closest to the optimal loading
will be selected as in Eq. (16). As an example, let’s consider
a uniform power allocation transmission scheme similar to
that described in [10]. The scheme is done by feeding the
driven element with the first PSK symbol from the two PSK
symbols to be spatially multiplexed as shown in Fig.(6), after
being modulated and converted to the intermediate frequency
(IF) and the radio frequency (RF) bands; at the same time,
the control signal loads the PE with the two reactances
[𝑗𝑋𝐿1 𝑗𝑋𝐿2] (from TABLE II) according to the ratio of the
two symbols ℜ𝑠. Loading the PE can be done using lumped
reactances and PIN diodes as in SPA antennas, or simply by
reverse-biasing a variable reactor (varactor) using a suitable
voltage signal as in ESPAR antennas (a one-to-one mapping
exists between the reverse biasing voltage and the varactor
reactance [27]). The ratio ℜ𝐼 is a scaled up version of the ratio
of the two symbols to be spatially multiplexed ℜ𝑠 (with some
possible rotations), so that the two SISO sub-channels have
a specific power allocation policy. For example, transmitting
the QPSK symbol pair (𝑗,−1) using a 3-element 𝜆/16 SPA
array is done as follows:

∙ Feed the active element with the first QPSK symbol.
∙ Simultaneously, the control circuit should change

the loading of the PE according to the ratio

9Δ𝑃 (𝑑𝐵) = 10 log

(
Δ1
Δ0

∫ 2𝜋
0 𝐵2𝐵

∗
2 .𝑑𝜃∫

2𝜋
0 𝐵0𝐵

∗
0 .𝑑𝜃

)
.

Fig. 6. Simplified schematic diagram of 3-element SPA control circuit.

ℜ𝑠 = −1
𝑗 = 𝑗 ≡ ℜ𝐼 = 𝑟

𝑜𝑝𝑡𝑖𝑚𝑎𝑙
ℜ𝑠 = 𝑟

𝑜𝑝𝑡𝑖𝑚𝑎𝑙
∠𝜋

2
10

(forget the rotation of ℜ𝑠 in this example). From TABLE

II, [𝑗𝑋𝐿1 𝑗𝑋𝐿2] should be [−𝑗10.5 𝑗53.7]Ω.

The far-field according to this procedure may be writ-
ten as 𝐺 = 𝐼𝑖𝑛𝐴𝐹 = 𝑠0�̃�(𝜃), from which 𝐺 =
𝑗 {1 + 𝑗3.67 sin(𝑘𝑑 cos(𝜃))} = 𝑗︸︷︷︸

𝑠0

𝐵0 −1︸︷︷︸
𝑠1

�̇�2, where 𝐵0 =

1 and �̇�2 = 3.67𝐵2 = 3.67 sin(𝑘𝑑 cos(𝜃)) are equi-powered.

B. Transmit Diversity

Space-time coding schemes are used to increase the robust-
ness of the wireless channels rather than increasing the spatial
multiplexing rate. We consider one of the most successful
transmit diversity schemes that increases the link robustness
using an uninformed transmitter, being introduced by Alam-
outi in [30]. Unlike the conventional Alamouti scheme which
is implemented using two transmit antennas, we propose a
transmission scheme based on the Alamouti code that uses
only one active element. This is done by reconsidering the far-
field in Eq. (2). The far-fields according to the Alamouti code
within the first and the second symbol periods are 𝐺𝑇1(𝜃) =
𝑠0 + 𝑠1𝑒

−𝑗𝑘𝑑 cos (𝜃) and 𝐺𝑇2(𝜃) = −𝑠∗1 + 𝑠∗0𝑒−𝑗𝑘𝑑 cos (𝜃). Con-
sequently, a parasitic array can emulate Alamouti far-fields as
long as ℜ𝐼 has the corresponding values of ℜ𝑠 =

{
𝑠1
𝑠0
,
−𝑠∗0
𝑠∗1

}
.

The proposed scheme is done as follows: In the first symbol
period, the symbol 𝑠0 is fed into the active element while
the control circuit loads the PE with corresponding loading of
ℜ𝑠 = 𝑠1/𝑠0. In the second symbol period, the symbol −𝑠∗1
is fed into the active element while the control circuit loads
the PE with corresponding loading of −1/ℜ∗

𝑠 = −𝑠∗0/𝑠∗1. The
feasible characteristics of the proposed scheme are:

∙ −1/ℜ∗
𝑠 = −ℜ𝑠 for all PSK schemes (see Eq. (4)),

consequently no extra reactive loading values will be
required.

∙ The single receive antenna responses to the two basis
functions fade independently due to the uncorrelation
between the basis functions, consequently a diversity
order of two (full diversity) is extracted by the single
receive antenna.

10The phasor notation 𝐴∠𝜙 means a complex quantity with magnitude 𝐴
and phase 𝜙.
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V. PLANAR ARRAYS

A planar array that makes use of another dimension can be
used for increasing the number of the degrees of freedom.
For example, a compact planar parasitic array where the
central active element is surrounded by four parasitic elements
at relative angles of 0∘, 90∘, 180∘ and 270∘ was used in
[16] for expanding the far-field into three basis functions,
and consequently supporting three SISO sub-channels [18].
However the simple load switching in [16] was restricted to
the BPSK modulation scheme. The same approach followed
in this paper is applied to the planar array (SPA or ESPAR of
[16]). The far-field of the array can be written as

𝐺(𝜃) = 𝐼𝑖𝑛 × (𝐴𝐹 )

∼= 𝐼𝑖𝑛

(
𝐵0(𝜃) + ℜ1

𝐼𝐵2(𝜃) + ℜ2
𝐼

`𝐵2(𝜃)
)

∼= 𝑠0

(
𝐵0(𝜃) + ℜ1

𝐼𝐵2(𝜃) + ℜ2
𝐼

`𝐵2(𝜃)
)
, (17)

where

ℜ1
𝐼 = 𝑗

𝐼2 − 𝐼1
(𝐼4 + 𝐼3 + 𝐼2 + 𝐼1) 𝑐+ 𝐼0

,

ℜ2
𝐼 = 𝑗

𝐼4 − 𝐼3
(𝐼4 + 𝐼3 + 𝐼2 + 𝐼1) 𝑐+ 𝐼0

,

where 𝐵2(𝜃) = sin(𝑘𝑑 cos(𝜃)) and `𝐵2(𝜃) = sin(𝑘𝑑 sin(𝜃))

such that 𝐵1(𝜃)⊥𝐵2(𝜃)⊥ `𝐵2(𝜃). Both ℜ1
𝐼 and ℜ2

𝐼 are found to
be circles with either 𝑟𝑜𝑝𝑡𝑖𝑚𝑎𝑙 for BPSK, QPSK, 8-PSK and
16-PSK, or 𝑟𝑚𝑖𝑛 for any PSK scheme, as in the 3-element
SPA. However, the two ratios ℜ1

𝐼 and ℜ2
𝐼 should be non-

redundant, as the corresponding ℜ1
𝑠 and ℜ2

𝑠 are independent,
so that three independent streams can be simultaneously
encoded. Taking QPSK transmission scheme as an exam-
ple: ℜ1

𝐼 and ℜ2
𝐼 can independently have any of the values

{1,−1, 𝑗,−𝑗}; consequently sixteen different loadings (i.e.
X𝑘, 𝑘 ∈ {1, 2, . . . , 16}) are required for spatially multiplexing
three QPSK signals. An exhaustive search for creating the
scatter plots of both ℜ1

𝐼 and ℜ2
𝐼 by changing the reactive loads

of the four parasitic elements simultaneously from −𝑗100Ω
up to 𝑗100Ω with a step of 𝑗Ω was followed. Larger loading
ranges or fine tuning could not be implemented due to the
limited computational power. The main result is that the 5-
element 𝜆/16 SPA satisfies the stated condition.

VI. THROUGHPUT ANALYSIS

In this section we consider the throughput potential of a
flat-fading MIMO channel where the transmitter is equipped
with a compact 3-element parasitic array (the same analysis
applies to the 5-element planar parasitic array), whereas the
receiver is equipped with conventional ULA with uncorrelated
and uncoupled elements. We start first by rewriting down
the channel matrix under the mutual coupling effect and the
proposed far-field approximation. The far-field of the compact
3-element parasitic array can be written in the same form of
Eq.(6) as

𝐺(𝜃, 𝜙) =
𝜂𝐼𝑖𝑛
2𝜋𝑟

𝑒𝜔𝑡−𝑘𝑟 [1 sin (𝑘𝑑 cos(𝜃))]︸ ︷︷ ︸
ã𝑇 (𝜃)

[
1 ℜ𝐼

ℜ𝐼 1

]
︸ ︷︷ ︸

M𝑡

[
1
0

]
,

(18)

where the transmitter coupling matrix is always normalized so
that M𝑡 = I2 in the absence of coupling, ã𝑇 (𝜃) is the steering
vector after the proposed approximation. The coupling matrix
can be rewritten using the impedance notations as

M𝑡 =

[
1 𝑗 𝛼10−𝛼20

1+𝛼10+𝛼20

𝑗 𝛼10−𝛼20

1+𝛼10+𝛼20
1

]
. (19)

The channel matrix when taking the mutual coupling into
account can be written as [19]:

H̃ = M𝑟HM𝑡

= I𝑀𝑅HM𝑡, (20)

where H̃ is the channel matrix when taking the mutual cou-
pling into account, M𝑟 is the receiver coupling matrix assumed
identity (i.e. M𝑟 = I𝑀𝑅) according to our assumption about
the receiving ULA elements, H is the channel matrix under
no coupling. In order to evaluate the performance of MIMO
systems in the beamspace domain a parametric physical model
that considers the geometry of the scattering environment is
required. Such models have been extensively studied in the
literature [25]. In these models, each path 𝑖 connecting the
area of the transmitter with the area of the receiver has a
single angle-of-departure (AoD) 𝜃𝑇,𝑖 and a single angle-of-
arrival (AoA) 𝜃𝑅,𝑖, and a path gain 𝑏𝑖. If 𝐾 such paths exist,
then assuming a𝑅(𝜃𝑅,𝑖) the steering vector of the receiving
array, the uncoupled channel response can be written as

H =

𝐾∑
𝑖=1

𝑏𝑖a𝑅(𝜃𝑅,𝑖)ã
𝐻
𝑇 (𝜃𝑇,𝑖)

= A𝑅(Θ𝑅)H𝑏Ã
𝐻

𝑇 (Θ𝑇 ), (21)

where Θ𝑅, Θ𝑇 are the direction vectors of the AoA and AoD
respectively, A𝑅(Θ𝑅), Ã𝑇 (Θ𝑇 ) are the 𝑀𝑅,𝑇×𝐾 receive and
transmit steering matrices, and H𝑏 is a diagonal 𝐾×𝐾 matrix
whose entries represent the complex gain of each path. Given
the channel matrix H̃, the general channel capacity formula
for a Gaussian signaling is given from [28] as

𝐶 = max
𝑇𝑟(𝑅𝑠𝑠)=𝑀𝑇

log2 det

(
I𝑀𝑅 +

𝜌

𝑀𝑇
H̃R𝑠𝑠H̃

†
)
, (22)

where R𝑠𝑠 is the covariance of the input which amounts
to the power distribution among the basis functions 𝐵0(𝜃)
and 𝐵2(𝜃). The capacity in Eq. (22) is achieved when the
distribution of the input is Gaussian. Although the paper
is restricted to PSK signaling which does not achieve the
capacity of a Gaussian signaling, the closed-form equation
in (22) serves as an upper-bound for the spectral efficiency
potential of the proposed encoding scheme and simplifies the
analysis. In the simulation part of this paper we evaluate the
upper-bound capacity assuming Gaussian signaling and we
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also estimate the capacity of different 𝑀 -PSK transmission
schemes using Monte-Carlo simulation. According to the CSI
availability at the transmitter we have two different power
allocation policies:

A. Fixed Power Allocation

When the channel is not known to the transmitter but only
to the receiver, a natural power allocation policy is to divide
the power equally among the basis functions [2] (by mapping
on the circle of radius 𝑟𝑜𝑝𝑡𝑖𝑚𝑎𝑙). In this case R𝑠𝑠 = 𝑃𝑇

𝑀𝑇
I𝑀𝑇 .

From Eq.(20) and Eq.(22) the mutual information11 is written
as

ℑ(H̃) = log2 det

(
I𝑀𝑇 +

𝜌

𝑀𝑇
H̃

†
H̃
)

= log2 det

(
I𝑀𝑇 +

𝜌

𝑀𝑇
M†
𝑡H

†HM𝑡

)
=

𝑟∑
𝑖=1

log2

(
I𝑀𝑇 +

𝜌

𝑀𝑇
𝜆𝑖

(
M†
𝑡H

†HM𝑡

))

≤
𝑟∑
𝑖=1

log2

(
I𝑀𝑇 +

𝜌

𝑀𝑇
𝜆𝑖
(
H†H

))
, (23)

where 𝜆𝑖() is the 𝑖𝑡ℎ non-zero eigenvalue of the operand. The
last equation comes from the Poincare separation theorem
with equality occurring when the columns of M𝑡 are the
𝑀𝑅 dominant singular vectors of H. Therefore, the mutual
information upper bound of the MIMO channel under mutual
coupling corresponds to the standard open loop mutual infor-
mation expression of a MIMO channel under no coupling. The
“ergodic capacity”, which is the average of the instantaneous
mutual information in Eq.(23) over a large number of channel
realizations, can be practically achieved using an MMSE-
VBLAST successive interference cancellation (SIC) receiver
when feeding back all the SNR values of the substreams at
the receiver (or an MMSE D-BLAST and feeding back the
average SNR of the substreams at the receiver [28]), i.e.

𝐶MMSE-SIC =

min{𝑀𝑇 ,𝑀𝑅}∑
𝑞=1

log2 (1 + 𝜌𝑞) ,

= log2 det

(
I𝑀𝑅 +

𝜌

𝑀𝑇
H̃H̃

)
, (24)

where 𝜌𝑞 denotes the SNR of the substream 𝑞. Having received
different 𝜌𝑞’s via a low rate feedback channel, the transmitting
parasitic array can adapt its transmission rate accordingly. This
can be done through an adaptive modulation scheme where
a linear combination of different PSK signal constellations is
created. The order of the signal constellation is determined
by the value of the SNR of its substream (the higher 𝜌𝑞 , the
higher the modulation order 𝑀 that can be supported). The
ratio ℜ𝑠 of two different PSK signal constellations of orders
𝑀1 and 𝑀2 is the ratio ℜ𝑠 of the higher order PSK signal
constellation (this comes directly from the definition of ℜ𝑠).
Consequently there is no need to search the reactance space for
other loading values. On the other hand, mapping the signals

11Some times the term open-loop capacity is used with some abuse of
language.

on the full circle of 𝑟𝑚𝑖𝑛 so as to obtain the linear combination
of higher order PSK signal constellations (𝑀 > 16), creates
a power imbalance of 3.6 dB between the basis functions.
Consequently

R𝑠𝑠 =

[
Δ0 0
0 Δ1

]
s.t. Δ0 + Δ1 = 𝑀𝑇 (25)

where 𝑀𝑇 is the number of the basis functions. From Eq.
(25), we get Δ0 = 0.608 and Δ1 = 1.3921.

B. Optimal Power Allocation

The power allocation among the basis functions can be opti-
mized on every single channel realization. The optimal power
allocation policy can be easily implemented by the receiver
(which knows the channel), and which then feeds a single real
value back to the transmitter. The mutual information under
a variable power allocation scheme can be written from Eq.
(22) as

ℑ (Δ0,Δ1) = max
Δ0+Δ1=𝑀𝑇

log2 det

(
I𝑀𝑇 +

𝜌

𝑀𝑇
D
)
,

D =

[
Δ0 0
0 Δ1

]
H̃

†
H̃, (26)

where Eq. (26) is maximized over the variables Δ0 and Δ1.
The mutual information in Eq. (26) can be numerically found
using an exhaustive search. In the case of two basis functions,
a low complexity search is easily implemented by quantizing
Δ0 into 2𝑛 levels where 𝑛 is number of quantizing bits. The
mutual information from Eq. (26) is found on every level of
Δ𝑙

0, and the maximum value is found as

Δ𝑜𝑝𝑡
0 = argmax

{
log2 det

(
I𝑀𝑇 + D𝑙

)}
,

D𝑙 =
𝜌

𝑀𝑇

[
Δ𝑙

0 0
0 𝑀𝑇 −Δ𝑙

0

]
H̃

†
H̃. (27)

In the simulation part of this paper, it is shown that two bits
for quantizing Δ0 are enough to give a mutual information
gain marginally close to that with infinite resolution (analog
feedback) [29]. In addition, the mutual information gain using
such a scheme decreases as the signal-to-noise (SNR) ratio
increases and asymptotically coincides with the uniform power
allocation policy (see Fig.7, the results are discussed in Section
VII). This can be easily proved by approximating the mutual
information from Eq. (26) at high SNR as [28]

𝐶 ≈ log2 det

([
Δ0 0
0 Δ1

])
+ log2 det

(
𝜌

𝑀𝑇
H̃

†
H̃
)
,

(28)

which is maximized by maximizing log2 (Δ0Δ1) or equiva-
lently by maximizing Δ0Δ1 subject to Δ0 + Δ1 = 𝑀𝑇 = 2,
from which the product is maximized when Δ0 = Δ1 =
𝑀𝑇 /2.
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Fig. 7. 10% outage capacities for 2× 2 MIMO system examples (assuming
Gaussian signaling) using different power allocation policies among the basis
functions.

VII. RESULTS

We consider an outdoor propagation scenario, described
by a 2-D geometrically based circular single bounce channel
model as that described in [25]. We assume that all the signals
are transmitted and received from a single location corre-
sponding to the phase center of the transmitting and receiving
arrays. The inter-element spacing between the transmitter
elements equals 𝜆/16, while the inter-element spacing between
the receiving antenna elements equals 10𝜆. The transmitter
coupling matrix is already taken into consideration within the
calculation of the far-fields before normalizing, whereas the
receiver coupling matrix is assumed to be an identity matrix,
due to the largely assumed inter-element spacing. We start
first by evaluating the mutual information upper bound using
the log det formula (i.e. assuming Gaussian signaling). Fig.7
shows the 10% outage capacities of communication system
examples within a 2×2 MIMO setting, using a 3-element 𝜆/16
SPA. The mutual information is compared to the theoretical
one from Eq. (23) when the elements of the uncoupled matrix
H are assumed to be i.i.d. and to the optimal waterfilling
precoding scheme. The figure clearly shows that the simulation
results practically coincide with the theoretical ones. The two
fixed power allocation policies (i.e. when Δ𝑃 = 0 or 3.6 dB
as a result of mapping the symbols onto the circle of 𝑟𝑜𝑝𝑡𝑖𝑚𝑎𝑙
and 𝑟𝑚𝑖𝑛 respectively) are shown to be almost identical. The
figure also shows that the optimal power allocation using
two bits for quantizing and feeding back Δ0 gives almost
the same mutual information when analog feedback is used.
Last but not lest, the two optimal power allocation policies
(among the basis function) are shown to be inferior to the
optimal waterfilling (WF) capacity, as the latter optimally
allocates the power among the channel eigenvectors rather
than the basis functions (A 10% capacity gain is achieved
by the proposed power allocation scheme at SNR=0dB, while
a 20% capacity gain is achieved by the theoretical WF scheme
at the same SNR). Fig.8 shows the exact average mutual
information of different PSK transmission schemes using the
proposed encoding scheme within the geometrical channel.
The average mutual information was obtained using a Monte-
Carlo simulation (see [31]) where 10, 000 channel realizations
were used for estimating the conditional probability distri-
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Fig. 8. Average mutual information for 2×2 MIMO system examples using
different PSK signaling schemes.
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bution of the output given all the possible input alphabets
(the input is a 1000 uniformly distributed PSK symbols).
The figure shows that the average mutual information of
an 𝑀 -PSK transmission scheme saturates at high SNR at
2 log2𝑀 (within a 2 × 2 MIMO) setting. The figure also
shows that a QPSK transmission suffices at low SNR while
a 64-PSK has no appreciable gain over a 32-PSK (at least
at low and medium SNR regime). Fig.9 shows the CDF
of the instantaneous mutual information (using the log det
formula of Eq.(23)) of some system examples at SNR= 10
dB using a 3-element 𝜆/16 SPA within a 2 × 1 Alamouti
diversity scheme. The mutual information is compared to the
theoretical one (assuming the elements of H are i.i.d. and
uniform power distribution between the basis functions). The
figure shows that the mutual information of the two fixed-
power allocation schemes is quite comparable to the mutual
information of the balanced i.i.d. channel model. Finally, as
realistic radiation patterns will have some irregularities (e.g.
due to using dirty RF components [32] or coupling with
the neighboring objects), the angular functions will no more
form a pure basis. Fig.10 illustrates the mutual information
sensitivity to different correlation coefficients between the
angular functions. The figure clearly shows that a correlation
factor up to 𝜌 = 0.3 can be an acceptable upper-bound.
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VIII. CONCLUSION

A novel emulation of MIMO transmission using parasitic
arrays has been proposed and applied successfully to any PSK
modulation scheme using compact-sized parasitic arrays. A
spatial multiplexing rate of 2 and 3 PSK symbols/s has been
achieved using a 3-element and 5-element 𝜆/16 SPA antenna
respectively. Different power allocation schemes among the
basis have been proposed with limited feedback. Transmit
diversity using Alamouti scheme was also implemented using
a single front-end, making it a viable option for the uplink
via lower cost terminal devices. A wideband encoding scheme
where the optimal reactive loads are changed according to the
carrier frequency will be the subject of future work.
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Abstract—A novel scheme for spatially multiplexing two BPSK
signals using a 3-element ESPAR (electronically steerable para-
sitic array radiator) antenna was reported in [3]. In this paper we
first optimize the set of loads controlling the parasitic elements
within the transmission mode by maximizing the outage capacity.
We also propose different reception techniques for spatially
demultiplexing real and complex signals (using the same set of
loads). The proposed transmission and reception schemes are
evaluated in an indoor peer-to-peer mobile ad-hoc channel via
simulations, where each ad-hoc node is equipped with a 3-element
ESPAR terminal.

Index Terms—Ad-hoc, ESPAR, spatial (de)multiplexing.

I. INTRODUCTION

M IMO transmission schemes using parasitic arrays with
a single RF port have recently been proposed in [1-3].

In [1], a MIMO-like realization using a single active element
and a number of parasitic elements was shown to provide
comparable capacity to that of conventional MIMO where the
array far-field is changed on every symbol period. In [2], a
novel scheme for spatially multiplexing two BPSK signals
was introduced using a 3-element λ/16 ESPAR antenna.
The scheme in [2] was further improved in [3] regarding
the expansion of the ESPAR far-field into an orthonormal
basis without approximation. In addition, the proposed spatial
multiplexing scheme in [3] which is based on symmetrical
load switching does not change the driving point impedance
(Zin) seen by the single active port (i.e. the matching is
done only once at the design stage). The main idea in [2-
3] is to map the signals directly onto an orthonormal basis
within the wave-vector domain. Consequently a single analog
RF front-end is required besides a simple control circuit
(see Fig.1) for switching the reactances. In this paper, we
first review the theory of the 3-element ESPAR in section
II. Spatial multiplexing by expanding the ESPAR far-field is
reviewed in section III. In section IV we optimize the set of
loads for maximum outage capacity. In section V we propose
different receiver techniques for spatially demultiplexing the
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signals. The transmission and reception schemes are evaluated
in section VI in an indoor mobile ad-hoc channel.

II. THREE-ELEMENT ESPAR THEORY

The 3-element ESPAR antenna is implemented using a
single active antenna element and two parasitic elements (PE)
surrounding the active element at relative local angles of 0
and π as shown in Fig.1. The parasitic elements are short-
circuited and loaded with variable reactors (varactors) that
control the imaginary part of the parasitic elements’ input
impedances. By adjusting the varactors’ response, the radiation
pattern of the ESPAR antenna system is controlled. The
currents on the monopoles are induced by mutual coupling
with the current on the central element according to the
equation i = vs

2Zs
w [4] where vs represents the transmitted

voltage signal source with the amplitude and the phase from
the driving RF port at the central element, Zs is the source
impedance, w := [Z + X]−1 u0 is the “equivalent weight
vector” [4] and Z is the mutual impedance matrix given by

Z =

⎛

⎝

Z00 Z01 Z01

Z01 Z11 Z12

Z01 Z12 Z11

⎞

⎠

where we assumed Zij = Zji, {i, j} ∈ {0, 1, 2} due to
the structure symmetry. X is a diagonal matrix defined as
X := diag ([Z0 jXL1 jXL2]), where Z0 is the characteristic
impedance of 50Ω (equal to the source impedance Zs at
the central active port for matching purposes), while jXLi

is the loading of the ith parasitic element, and finally u0 is
a selection vector defined as u0 := [ 1 0 0 ]T [4]. The
far-field current signal in the azimuthal direction θ with its
amplitude and the phase is represented as G(θ) = iT a(θ). The
steering vector a(θ) is defined based on the array geometry
(see Fig.1) as a(θ) :=

[
1 e−jkd cos(θ−0) e−jkd cos(θ−π)

]T
,

where k = 2π
λ is the wavenumber and d is the the ESPAR

inter-element spacing.

III. SPATIAL MULTIPLEXING OF BPSK SIGNALS

The embedded element patterns of the 3-element ESPAR
antenna can be combined so that the array factor is expanded
into an orthogonal basis. We first write the array factor (AF )
of the three-element ESPAR antenna as [5]:

AF = Iin

(

1 + α10e
−jkd cos (θ−0) + α20e

−jkd cos (θ−π)
)

,

(1)

where Iin is the input signal to be fed into the active element
(driven monopole). The AF depends on the relative ratios of

1089-7798/09$25.00 c© 2009 IEEE
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Fig. 1. Simplified 3-element ESPAR control circuit.

the currents induced on the monopoles rather than the currents
themselves. The coefficients α10 and α20 are calculated as in
[5] to be

α10 =

(
I1

I0

)

=
Z12Z01 − Z01 (Z11 + jXL2)

(Z11 + jXL1) (Z11 + jXL2) − Z2
12

,

α20 =

(
I2

I0

)

=
Z12Z01 − Z01 (Z11 + jXL1)

(Z11 + jXL1) (Z11 + jXL2) − Z2
12

.

By expanding the AF in Eq.(1) using Euler’s formula we get

AF = Iin(1 + (α10 + α20) cos(kd cos(θ))
︸ ︷︷ ︸

B1(θ)

− j (α10 − α20) sin(kd cos(θ))
︸ ︷︷ ︸

B2(θ)

). (2)

Notice that in Eq.(2) B1(θ)⊥B2(θ) irrespective of α10 and
α20. This is because the sin(kd cos(θ)) pattern is orthogonal
to both the omni pattern (the term 1) and to the cos(kd cos(θ))
pattern. Mapping two BPSK signals s1 and s2 onto the basis
is done as follows:

AF = s1B1(θ) + s2B2(θ)

= s1

(

B1(θ) +
s2

s1
B2(θ)

)

= Iin

(
B1(θ) + ((−1)b1⊕b2B2(θ)

)
. (3)

Fig.1 shows a simple control circuit for spatially multiplexing
two BPSK signals using the 3-element ESPAR array. The first
BPSK sub-stream (s1 = Iin) is fed into the single active
port after being modulated and up-converted. The second sub-
stream (s2) is XOR-ed with the first in the binary domain
(b1 ⊕ b2) and the output control signal is used for binary
switching between the two reactances jXL1 and jXL2 (i.e.
selecting [jXL1 jXL2] when b1 ⊕ b2 = 0 and [jXL2 jXL1]
when b1 ⊕ b2 = 1). Notice that (α10 − α20) at [jXL1 jXL2]
becomes (α20 − α10) at [jXL2 jXL1].

IV. LOAD OPTIMIZATION

The reactive loads that control α10 and α20 can be jointly
optimized with respect to some parameters e.g. the maximum
radiated power or the maximum mutual information [6]. In this
paper we are interested in maximizing the outage capacity as
being a figure of merit in slow fading MIMO communications.
Notice that the open-loop capacity is maximized when the
power imbalance between the two angular basis B1(θ) and
B2(θ) is made close to 0dB and the matching efficiency is
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Fig. 2. The 10% outage capacity at SNR of 10dB versus the two reactive
loadings jXL1 and jXL2. The maximum outage capacity Cmax is shown
at [−j4 − j60]Ω and [−j60 − j4]Ω.

made close to unity. The correlation between the signals is
already nulled due to the orthogonality of the basis and does
not consequently affect the capacity. The effects of these
parameters can be considered all together by using the exact
ESPAR far-field pattern normalized with respect to a reference
isotropic source.1 The outage capacity is calculated using the
well-known log det formula [7] for open loop transmission
which is a Gaussian signaling capacity expression. In this
paper we assume that a strong long code, that makes the
distribution of the input BPSK signaling look Gaussian, is used
for attaining the theoretical upper-bound. We use the same ES-
PAR antenna as in [8] at the transmitter side, i.e. a 3-element
ESPAR with λ/10 inter-element spacing, and a single omni
receiver at the other side of the link. An exhaustive search
was conducted through which the reactive loads were scanned
from −j100Ω up to j100Ω with a step of jΩ. The 10% outage
capacity at SNR of 10dB was found at every loading within an
indoor environment described by a 2-D geometrically based
elliptical single bounce channel model as that described in
[10]. Fig.2 shows the 10% outage capacity versus the PE
loadings. A maximum 10% outage capacity of 1.9144 b/s/Hz
is obtained at a loading of [jXL1 jXL2] = [−j4 − j60]Ω.
At such loading, a matching efficiency of 95% and a power
imbalance between the angular basis of 0.4 dB are obtained.

V. RECEIVER TECHNIQUES

The 3-element ESPAR could also function as a MIMO
receiver for spatially demultiplexing the signals. A simple
reception scheme is to demultiplex two real signals via IQ-
separation i.e. the I-channel is separated from the Q-channel.
This gives at the receiver two independent equations to solve
for the two unknown signals s1 and s2. The complex vector
h = [h1 h2] is transformed after the IQ-separation into a

real matrix H =
[

�{h1} � {h2}
� {h1} � {h2}

]

, where the �{.}
operator returns the real part of the operand while the �{.}
operator returns the imaginary part of the operand and hi is

1Notice that the mutual coupling is taken into account within the far-field
pattern before normalizing, where the currents are calculated from the mutual
impedance matrix Z. The normalization is done with respect to a reference
SISO link with two isotropic sources at both ends of the communication link.
The isotropic sources are obtained by loading the ESPAR PE’s with 2kΩ each
[9].
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the response of the receiver omni pattern to the ith transmit
angular basis. Despite simplicity, the IQ-separation scheme
suffers from some drawbacks, e.g the scheme is restricted
to real signals; the transmit diversity order extracted by the
receiver is reduced; and the average signal to noise ratio
(SNR) at the receiver is split between the two channels. An
alternative demultiplexing scheme is to switch the receiver
radiation pattern between two beams during each symbol
period. Each beam samples different part of the space and
collects consequently independent spatial samples of the re-
ceived signal. Notice that the 3-element ESPAR can create at
most three independent complex patterns (equal to the number
of array elements) and consequently demultiplex up to three
complex signals, or six real signals via extra IQ-separation
[11]. However, switching the beam patterns every half of the
symbol period doubles the signal bandwidth (at the receiver
side), which in turn doubles the Gaussian noise power at the
receiver front-end. The signal model may be described as

y =
1√
2

[
hG1B1 hG1B2

hG2B1 hG2B2

] [
s1

s2

]

+
√

2
[

n1

n2

]

, (4)

where hGiBj is the response of the ith receiving beam Gi

to the jth basis function Bj , and ni is the Gaussian noise
collected within half of the symbol period. The factor 1√

2
is due to integrating each beam over half of the symbol
period while the factor

√
2 is due to the doubling of the

bandwidth. For design simplicity, the two optimal reactances
for the transmission mode are also used for the reception mode
i.e. G1(θ) = B1(θ) + B2(θ) and G2(θ) = B1(θ) − B2(θ),
where each beam has a gain of 4.3 dBi. Notice that the two
reactances are quite close to the optimal loads of [0 − j60]Ω
used in [8] for reception pattern diversity. This is verified in
the scatter plot of the equivalent weight vector wi, i ∈ {0, 1, 2}
as shown in Fig.3. The black dot on the w0 curve is the one
corresponding to the optimal transmit loading, which is close
to the optimal matching point 1 + j0 [8] while the black dots
on the w1 and w2 curves are well apart so that both G1 and
G2 are weakly correlated.

VI. RESULTS

The same channel model as in section IV is used for
evaluating the performance of the transmission and reception
schemes. Two nodes equipped with 3-element λ/10 ESPAR
antennas are communicating within a peer-to-peer link at an
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Fig. 4. Performance of IQ-demultiplexing technique versus beam-switching
demultiplexing technique using 3-element λ/10 ESPAR antennas at both ends
of the communication link for spatially (de)multiplexing 2 BPSK signals.

operating frequency of 2.4 GHz. The two nodes are located
at the foci of an ellipse with a 16m separation distance and
0.7 eccentricity and surrounded by twelve scatterers [10]. The
first node spatially multiplexes two BPSK signals and the
second demultiplexes the signals using the proposed reception
schemes with the optimal set of loads. Fig.4 shows that the
beam-switching reception technique outperforms its counter-
part (IQ-Separation) at medium and high SNR regimes as it
extracts a higher diversity gain. At low SNR, IQ-Separation
performs better as the performance is dominated by the noise
level. Indeed, the IQ-separation collects only half the noise
power collected by the beam-switching technique.
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Abstract—A simple scheme for spatially multiplexing two
BPSK signals using a switched antenna system with a single
RF chain, a shared RF-DC cable and a shared RF-DC feeding
circuit is proposed. The idea is to modulate the first BPSK
substream to one of the two array elements while exciting the
second element parasitically by the field of the first one. The
second substream is encoded in such a way to control which
of the two elements will be driven. Decorrelating the two BPSK
signals at the transmitter side is achieved by mapping the signals
onto a set of orthogonal functions while the matching impedance
of the two antenna elements is optimized for the maximum outage
rate by maximizing the matching efficiency and minimizing the
power imbalance between the basis functions, simultaneously.

Index Terms—Antenna switching, spatial multiplexing, shared
RF-DC.

I. INTRODUCTION

M IMO transmission and reception techniques using com-
pact parasitic arrays have recently been reported in [1-

3], where the array far-field is changed according to the input
set of signals. In [1-2] a simple spatial multiplexing scheme
using a compact 3-element symmetrical ESPAR antenna was
implemented by decomposing the ESPAR far-field into two
basis functions. The main idea is to feed the first substream
into the single active port while encoding the second substream
with respect to the first substream and using the output
control signal for swapping the reactive loads of the parasitic
elements, say between [jX1 jX2] and [jX2 jX1]. The scheme
in [1-2] is superior to that in [3] in the sense that the array
matching efficiency does not change when swapping the two
loads (hence the matching efficiency is optimized only once
at the design stage). Although the scheme in [1-2] could
address the main limitations regarding the integration of a
second active antenna in the user equipment (UE) (e.g. the
cost of multiple RF chains, the limited array area, the high
signal correlation and the degraded matching efficiency), the
scheme suffers from some caveats as three antenna elements
(one active and two passive) are required for transmitting two
BPSK signals and the need for a separate DC feeding circuit
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and a separate DC cable for swapping the loads. On the other
hand, a parasitic array of two elements (one active and one
passive) was shown to have two degrees of freedom (DoF) [4]
in terms of the number of the basis functions composing its
far-field [1]. However, the scheme in [1] was unable to access
the two DoF of the 2-element parasitic array as detuning the
single parasitic element (so as to create the desired linear
combination of the basis functions) distorts the basis onto
which the symbols are mapped! In this paper we propose a
novel scheme for mapping two BPSK signals onto a set of
two basis functions using the 2-element array. The idea is to
use the first BPSK substream for modulating one of the two
array elements and exciting the other element parasitically by
the field of the active one. The second substream is encoded
in such a way to control which of the two elements will be
driven. The aforementioned functionality is supported by a
novel shared RF-DC feeding network architecture and a shared
RF-DC cable as in the ShRiquen antenna [5], for driving and
switching the two antenna elements. Throughout the paper, a
small letter designates a scalar; a bold small letter designates
a vector; a bold big letter designates a matrix; an Euler-font
letter designates a complex 3D pattern and a bold Euler-
font letter designates a vector of 3D complex patterns. The
operators ()∗ , ()T

, ()H designate complex conjugate, trans-
pose and complex conjugate transpose (Hermitian) operators,
respectively. The rest of the paper is organized as follows:
in section II the theory of the 2-element array is introduced.
Section III proposes a simple spatial multiplexing scheme
using a single RF-frontend and a shared RF-DC feeding
circuit. An analysis regarding the mutual information of the
proposed scheme is addressed in section IV and finally a
practical numerical example using an accurate electromagnetic
simulator is given in section V. Finally the paper concludes
with our results.

II. THEORY OF A TWO-ELEMENT PARASITIC ARRAY

In this paper we consider an arbitrary array of two antenna
elements that can be dipoles, printed dipoles, fractal antennas,
slot antennas, etc. If we assume that each of the two antenna
elements is matched by the impedance ŻM (balanced uncou-
pled matching), then the array admittance matrix when taking
the matching loads into account is written as

YT =

⎛

⎜
⎜
⎜
⎝

[
ŻM 0

0 ŻM

]

︸ ︷︷ ︸

ŻM

+
[

Z11 Z12

Z12 Z11

]

︸ ︷︷ ︸

Z

⎞

⎟
⎟
⎟
⎠

−1

=
(

Y11 Y12

Y12 Y11

)

,

(1)
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where ŻM = ŻM I2 (I2 is the 2×2 identity matrix). Zij = Zji

and Yij = Yji, {i, j} ∈ {1, 2} are the elements of the
mutual impedance matrix Z and the elements of the admit-
tance matrix YT , respectively. The far-field can be written as
GT (θ, φ) = Giso (θ, φ) YT vs, where θ and φ are the observa-
tion angles in the elevation and azimuth planes, respectively.
Giso (θ, φ) = [Giso1 (θ, φ) Giso2 (θ, φ)] is the vector of the
isolated element patterns (i.e. the pattern of each element
when the others are open) and vs is the vector of the RF
voltage signals. YT in Eq.(1) is a Toeplitz symmetric matrix,
hence its eigenvectors are orthonormal. Let UT be a matrix
the columns of which are the eigenvectors of YT and ΛT be
a diagonal matrix the elements of which are the eigenvalues

of YT ; then for the given YT we get UT = 1√
2

[

1 1
−1 1

]

and ΛT = diag ([Y1 Y2]) such that Y1 = Y11 + Y12 and
Y2 = Y11 − Y12. The array far-field can be decomposed into
two basis functions as follows:

GT (θ, φ) = Giso (θ, φ) UTΛT UH
T vs,

= ET (θ, φ)ΛT UH
T vs,

= BT (θ, φ) UH
T vs,

= BT (θ, φ) vm, (2)

where

BT (θ, φ) = ET (θ, φ)ΛT = [B1(θ, φ) B2(θ, φ)] , (3a)

ET (θ, φ) = Giso (θ, φ) UT = [E1(θ, φ) E2(θ, φ)] , (3b)

vm = UH
T vs = [v1 v2]

T
, (3c)

where vm is the vector of the mode voltages vk, k ∈ {1, 2}.
E (θ, φ) is the vector of the eigenpatterns Ek(θ, φ), k ∈ {1, 2}
[6] such that

∮

Ω

E1(Ω)E∗
2
(Ω)f(Ω) · dΩ = 0, s.t. f(Ω) = 1/4π, (4)

where f(Ω) is the 3D angular power spectra (APS) of the
channel, whereas Ω is the solid angle. Eq.(4) states that the
two eigenpatterns are orthogonal either in the free-space or in
a fully-scattered channel. Finally BT (θ, φ) is the vector of
the basis functions Bk(θ, φ), k ∈ {1, 2} defined as a scaled
version of the kth eigenpattern (scaled by Yk) as per Eq.(3a)
as follows:

B1(θ, φ) = Y1E1(θ, φ) = Y1

Giso1(θ, φ) − Giso2(θ, φ)√
2

,

B2(θ, φ) = Y2E2(θ, φ) = Y2

Giso1(θ, φ) + Giso2(θ, φ)√
2

. (5)

III. SPATIAL MULTIPLEXING OF TWO BPSK SIGNALS

Till now we have shown that the far-field of the 2-element
array is a linear combination of the two basis functions
B1(θ, φ) and B2(θ, φ), (see Eq.(2) and Eq.(3a)), onto which
the two mode voltages vk, k ∈ {1, 2} are mapped. For a
fixed YT (fixed array topology and fixed ŻM ), the linear
combination of the basis is controlled only by the set of
the mode voltages vm. Let the 2-element array be driven
by a single feeding RF voltage signal. If we simply switch

Fig. 1. A switched antenna system with a single RF-frontend, a shared RF-
DC feeding circuit and a shared RF-DC cable. An array of two fractal dipoles
with a common reflector is proposed as an example of two closely-coupled
antennas (see section V).

the input voltage vector vs from [vs 0]T where the first
element is driven and the second is parasitically excited by
the field of the first to [0 vs]

T where the second element is
driven and the first is parasitically excited by the field of the
second element; the mode voltages switch consequently from
vm =

[
vs/

√
2 vs/

√
2
]T

to vm =
[
vs/

√
2 − vs/

√
2
]T

as per
Eq.(3c). According to the antenna elements’ state S ∈ {0, 1}
(S = 0 refers to the state when the first antenna element is
active and the second is passive; the inverse for S = 1), the
far-field becomes function of the antenna state as follows

GT (θ, φ) = v1B1(θ, φ) + v2B2(θ, φ),

=
1√
2
vs

(
B1(θ, φ) + (−1)SB2(θ, φ)

)
,

= s1B1(θ, φ) + s2B2(θ, φ), (6)

where two independent BPSK signals
(

s1 = vs√
2

)

and
(

s2 = vs√
2
(−1)S

)

are mapped onto the two basis functions.
The result is welcome in the sense that a switched antenna
system with a single RF-frontend can be used for mapping two
BPSK signals onto the proposed basis. Fig. 1 shows a switched
antenna system with two symmetrical antenna elements where
the state S is obtained by XOR-ing the bit streams (b1 and
b2) in the binary domain i.e. S := b1⊕ b2. The first bit stream
is modulated to s1 = vs√

2
and up-converted while the output

state S controls the polarity of the DC source. When the DC
source is positive (S = 0), the varactor diodes D1 and D4 are
forward-biased and the varactor diodes D2 and D3 are reverse-
biased. Consequently the first antenna element is driven by s1

and the second is parasitically excited by the field of the first
antenna element and the inverse scenario takes place when
S = 1 (notice that both of the antenna elements are matched
by ŻM = ZM + Zo irrespective of the diodes state S, where
Zo is the characteristic impedance of the RF-DC cable).

IV. MUTUAL INFORMATION ANALYSIS

A simple analytical model regarding the mutual information
of the proposed scheme is introduced in this section. We
consider a system where the transmitter is equipped with a
switched antenna system as shown in Fig. 1 whereas the
receiver is equipped with two (active) antenna elements. The
2 × 2 spatial channel matrix H when taking the mutual
coupling and the open-circuit correlation at both sides of
the communication link may be expanded [7] as H =
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Fig. 2. 10% outage rate assuming Gaussian signaling.

MR (ηRRR)1/2 Hw (ηT RT )1/2 MT , where MR, RR are the
receiver coupling and open-circuit correlation matrices re-
spectively and ηR is the receiver efficiency. MT , RT are the
transmitter coupling and open-circuit correlation matrices re-
spectively and ηT is the transmitter efficiency. The transmitter
coupling matrix is given by MT = 2ZoYT and finally Hw

is a matrix the elements of which are zero mean circularly
symmetric complex Gaussian variables (ZMCSCGV). The
received signal vector y can be written as

y = MR (ηRRR)1/2 Hw (ηT RT )1/2 MT vs + n,

= 2ZoMR (ηRRR)1/2 Hw (ηT RT )1/2 YT vs + n,

= 2ZoMR (ηRRR)1/2 Hw (ηT RT )1/2 UT ΛT UH
T vs + n,

= 2ZoMR (ηRRR)1/2 Hw (ηT RT )1/2 UT ΛT vm + n,

= HT vm + n, (7)

where n is the noise vector assumed ZMCSCGV, and HT :=
2ZoMR (ηRRR)1/2 Hw (ηT RT )1/2 UT ΛT . The mutual infor-
mation when no channel state information (CSI) is available
at the transmitter is upper bounded [8] as 1

I ≤ log2 det
(

I2 +
ρ

NT
HT QHH

T

)

, (8)

where NT is the number of the eigenmodes (the two basis
functions or the two eigenpattens); and ρ is the average
received signal to noise ratio (SNR) per antenna. Q is the
power distribution across the two modes, hence Q = I2 as per
Eq.(3c) i.e. the power is uniformly distributed across the two
basis functions.

V. PRACTICAL EXAMPLE

In this example we consider a uniform 3D-APS which is
a reasonable assumption when assuming many scatterers in
a full angular spread. The transmitter is equipped with a
switched antenna system composed of two fractal antenna
elements as shown in Fig. 1, where a common reflector is
intentionally inserted in the middle so that the two isolated
element patterns Giso1(θ, φ) and Giso2(θ, φ) are decorrelated.

1The upper bound is achieved when the distribution of the input is Gaussian
[8].

Notice from Eq.(5) that the basis function B1(θ, φ) will even-
tually vanish if both Giso1(θ, φ) and Giso2(θ, φ) become highly
correlated [6]. The transmit antenna system is characterized
by Z11 = 4.986 − j0.7155Ω and Z12 = 1.147 − j17.07Ω.
The maximum array length (as the inter-element spacing is
not uniform) is about 0.2λ, and the operating frequency is
4 GHz. The isolated element patterns are obtained using an
accurate electromagnetic simulator [9] and the transmit open-
circuit correlation matrix under the given channel conditions

is found to be RT =
[

1 0.4618 − j0.1874
0.4618 + j0.1874 1

]

.

The transmitter employs the proposed scheme for spatially
multiplexing two BPSK signals, whereas the access point is
assumed to have two largely spaced and optimally matched
antenna elements (hence MR = I2 and ηR = 100%) and
surrounded by many scatterers (hence RR = I2 too). The real
part of the matching impedance RM was changed from 0Ω
up to 50Ω with a step of 1Ω and the imaginary part XM from
−50Ω up to 50Ω with a step 5Ω. At every loading, 10,000
channel realizations were taken and the 10% outage rate was
found as shown in Fig. 2 at an SNR of 10 dB. The optimal
matching impedance Zopt

M is considered to be the one that
maximizes the 10% outage rate as being a figure of merit
when considering flat-fading or quasi-static MIMO channels
(as in [2]). For the given antenna system, Zopt

M is found to be
15 + j0Ω, at which the maximum outage rate is 3.95 b/s/Hz;
the transmitter efficiency is 78% and the power imbalance
between the basis is −0.48 dB

VI. CONCLUSION

A novel spatial multiplexing scheme based on antenna
switching was proposed. The outage performance of a compact
switched-antenna system with a single RF chain is evaluated
and shown to be comparable to a system equipped with two
active antennas, yet the proposed scheme is limited to BPSK
signaling.
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Spatial Multiplexing with a Single Radio: Proof-of-Concept Experiments
in an Indoor Environment with a 2.6-GHz Prototype

Osama N. Alrabadi, Chamath Divarathne, Philippos Tragas, Antonis Kalis, Nicola Marchetti,
Constantinos B. Papadias, and Ramjee Prasad

Abstract—This letter validates a previously reported concept
regarding the capability of transmitting multiple signals using
one RF chain and a compact switched parasitic array (SPA). The
experiments were conducted in an indoor environment using a
2.6 GHz prototype made of a single active printed dipole coupled
to two passive ones. To the best of our knowledge, this is the first
over-the-air experiment of spatial multiplexing with a single RF
frontend yet to be demonstrated.

Index Terms—Spatial multiplexing, , SPA, basis functions.

I. INTRODUCTION

ANALOGUE SPATIAL MULTIPLEXING techniques us-
ing compact parasitic antennas with a single RF chain

have recently been reported [1-5]. The main idea of using an
SPA for emulating a MIMO terminal is to smartly encode
the signals onto the beampattern variations by parasitically
controlling the driving antenna. This is done by mapping the
independent datastreams onto a predefined basis that composes
the SPA far-field.

Background: In [1], the authors proposed the idea of map-
ping the signals onto a set of predefined cardioids in the
SPA far-field. By defining the spatial basis functions as ℬ1(𝜑)
and ℬ2(𝜑), the desired beampattern in the far-field becomes
𝑥1ℬ1(𝜑) + 𝑥2ℬ2(𝜑), where 𝑥1 and 𝑥2 are the signals to be
spatially multiplexed. The reactive loads of the SPA were op-
timized for creating the (most accurate) linear combinations of
the basis functions, under BPSK signaling. The work has been
enhanced in [2] as an orthogonal spatial basis was obtained by
decomposing the Euler functions comprising the SPA far-field.
The approach in [2] maintains the SPA efficiency in case of
BPSK signaling and preserves the SPA loadings as a degree
of freedom to be optimized regarding a given criterion. The
criterion was chosen to be the outage rate in [3] and finally
the technique has been scaled to any PSK signaling dimension
in [4].

Current Contribution: The current letter validates the con-
cept of analogue MIMO transmission over the air in an
indoor office environment. The experiments took place in the
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Fig. 1. SPA of printed microstrip dipoles.
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Fig. 2. Transmit subsystem unit.

Broadband Wireless and Sensor Networks (B-WiSE) lab of
Athens Information Technology. The target is to transmit two
BPSK datastreams over the air via a single RF source at
the transmit side as detailed later. The rest of the paper is
organized as follows: Section II describes the transmit and
receive subsystems. Section III describes the experiment setup
whereas Section IV highlights the experiment results. Finally
the paper concludes with its results.

II. TRANSMIT AND RECEIVE SUBSYSTEMS

The experiments were conducted using a 2.6 GHz SPA
prototype shown in Fig. 1, which has been fully modeled
and optimized in [5]. The SPA consists of three printed
dipoles (central active surrounded by two parasites) where the
planar topology makes it better fit for handheld terminals. The
dipoles’ spacing is 11mm and the dipoles’ lengths are 42mm.
The SPA is optimized for BPSK signaling [6], regarding the
average rate of communication at a target frequency of 2.6
GHz. The antenna system maintains a transmit efficiency
above 95% while switching its loading state (the loads are
switched using the Aeroflex Metelics MPN7310A-0805 PIN

1089-7798/11$25.00 c⃝ 2011 IEEE
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Fig. 3. A simplified schematic diagram of the signal flow at the transmit
side.

Fig. 4. Schematic diagram of the amplifier circuit used for magnifying the
baseband control signal as well as a display of the baseband control signal
before and after amplification.

diode). The choice of the operating frequency was determined
by the MMDS band (2.5 − 2.7 GHz) at which the available
MIMO testbed operates. The testbed consists of a transmit
subsystem unit shown in Fig. 2 (the receive subsystem unit
is not shown for the lack of space) supporting up to two RF
modules (however in this experiment only one RF module is
used at the transmit side and two at the receive side). The
synchronization of the MIMO testbed is made through a GPS
synchronization unit.

Fig. 3 shows a simplified schematic diagram of the signal
flow at the transmit side. A digital baseband signal generated
by the SBC62 stand alone DSP card is converted to ana-
log using the DAC40 omnibus module (both the DSP and
the DAC are from Innovative Integration [7]). The SBC62
DSP stand alone card is based around the Texas Instrument
TMS320C6201 processor whereas the DAC40 is a four chan-
nel analog output module. Each channel is independent and
capable of generating 40MHz waveform via 14-bit converters.
The four DAC channels are used to generate In-phase and
Quadrature-phase baseband inputs to every RF module. The
analog baseband is up-converted to the desired frequency in
the MMDS band and transmitted through the antennas after
passing through a bandpass RF filter. In the next section we
describe how a baseband control signal is used to mimic a
second stream of data at the transmit side.

On the other hand, the signals are captured by two omnidi-
rectional antennas spaced by 23cm or 2𝜆. The received signal
passes through the RF filters to the RF modules where it is
down-converted to the analog baseband and digitized using
the A4D1 omnibus module. The omnibus module is a 10 MHz
14-bit ADC of four channels from Innovative Integration.

III. EXPERIMENT DESCRIPTION

A. Signal Processing Before Transmission

Two binary trains of pulses was generated at a bit rate of
410kbps each. The first train was modulated into a BPSK
symbol stream (using a raised-cosine waveform with 0.3 roll-
off factor) and up-converted to 2.6 GHz. The high frequency
modulated signal is used to drive the active antenna element
(the central element of the SPA shown in Fig. 1). The
second binary train was XORed with the first binary train
in the baseband domain and the output baseband control
signal was amplified and used for switching the SPA loads
(𝑗𝑋1 ⇋ 𝑗𝑋2). The amplification of the baseband control
signal is necessary as the switching diodes of the parasitic
antenna elements need a minimum range of ±6V in order to
operate, whereas the output of the DAC ranges between ±2𝑉 .
Fig. 4 shows the comparator circuit that was used to magnify
the voltage level of the control signal, using the LM6171
high-speed low-power low-distortion feedback amplifier from
National Semiconductors [8]. The sources 𝑉 𝑐𝑐1 = +9.7𝑉
and 𝑉 𝑐𝑐2 = +8.9𝑉 are taken from an external DC power
supply giving an output of ±9𝑉 with a negligible transient
delay compared to the symbol period. The amplifier offers a
high slew rate of 3600V/𝜇𝑠 and a unity-gain bandwidth of
100 MHz and is capable of amplifying the input signal with
a switching frequency of 500 KHz and an amplitude ranging
between ±2𝑉 . Fig. 4 shows also the input and output control
signals i.e. the control signals before and after amplification,
as well as the switching transients (it can be observed that the
transient delay is indeed negligible compared to the symbol
period).

B. Signal Processing After Reception

As the data symbols are carried over two spatial functions
over the air, the receiver needs to estimate its antenna re-
sponses to the two basis functions using a predefined training
sequence (a training sequence of 8 BPSK symbols was used
for every BPSK substream). The SPA far-field 𝒢(𝜑) is at one
of two states: either 𝒢1(𝜑) = ℬ1(𝜑) + ℬ2(𝜑) or 𝒢2(𝜑) =
ℬ1(𝜑) − ℬ2(𝜑) [5]. The receiver constructs the equivalent
channel matrix representing the receive antenna responses to
the spatial basis functions. The equivalent matrix is used for
equalizing the received signal and decoupling the two BPSK
symbol streams. We have adopted the linear zero-forcing as
a simple decoding technique, thus the estimated transmitted
signal becomes

x̂ = H−1y

= x + H−1n (1)

where H is a 2× 2 matrix given by

H =
1√
2

(
ℎ11 + ℎ12 ℎ11 − ℎ12

ℎ21 + ℎ22 ℎ21 − ℎ22

)
, (2)

such that H𝑖𝑗 , {𝑖, 𝑗} ∈ {1, 2} is the response of the 𝑗th receive
antenna to ℬ𝑖(𝜑), whereas ℎ𝑖𝑗 , {𝑖, 𝑗} ∈ {1, 2} is the response
of the 𝑗th receive antenna to 𝒢𝑖(𝜑), according to the relations
between 𝒢𝑖(𝜑) and ℬ𝑖(𝜑), 𝑖 ∈ 1, 2 [5]; the operator (.)

−1
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Fig. 5. Scatter plot of received signal constellation after equalization.
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Fig. 6. Probability of error versus the transmit signal to noise ratio (per bit).

inverts the matrix operand and finally n is a vector representing
the additive white Gaussian noise with zero mean and 𝑁𝑜

variance. Every demodulated signal comprises of two noisy
clouds such that x̂1 = c1 ∪ c2 and x̂2 = c3 ∪ c4 as shown
in Fig. 5. The signal-to-noise ratio (SNR) of the 𝑖th cloud is
calculated as

SNR𝑖 =
𝔼
{
c𝐻𝑖 c𝑖

}− Var {c𝑖}
Var {c𝑖} (3)

where 𝔼 {.} returns the sample mean of the operand and
Var {.} returns the sample variance of the operand. The four
clouds have almost the same SNR and the mean of the four
SNRs is finally considered. The bit SNR referred to as 𝐸𝑏/𝑁𝑜,
is calculated by adding log10(0.5𝒮) to the average SNR (in
dB), where 𝒮 is the number of samples per one symbol
whereas the 0.5 factor is due to using real signaling. In this
experiment, 𝒮 was set to 5 samples per symbol such that each
transmission has 410 symbols or equivalently 2048 samples.

IV. EXPERIMENTAL RESULTS

Fig. 5 shows the received signal constellations after equal-
ization (spatial separation), onto which the transmitted signals

(red dots) are also projected, for comparison reasons. The
figure shows that the two BPSK signals have been indeed
decoupled at the receiver side thus validating the theory of
MIMO with a single RF source. On the other hand, Fig. 6
shows the bit probability of error (𝑃𝑏) versus 𝐸𝑏/𝑁𝑜 obtained
by measurements as well as the performance of a 2×2 BPSK-
MIMO with a Rayleigh channel of independent and identically
distributed coefficients, and zero-forcing decoding1. The figure
shows that the performance of the beamspace MIMO is com-
parable to the conventional one, thus validating the importance
of such a new approach for realizing single radio compact-
sized MIMO transceivers.

V. CONCLUSION

A successful MIMO transmission at a total rate of 820kbps
has been conducted over the air, using a single RF source. The
experiments took place in an indoor office environment using a
fast-switching 2.6 GHz prototype. The experiments constitute
to the best of the authors knowledge the first successful MIMO
transmission with a single RF source.
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MIMO Transmission Using a Single RF Source:
Theory and Antenna Design
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Abstract— An approach for transmitting multiple signals using
a single switched parasitic antenna (SPA) has been recently
reported. The idea there is to map the signals to be transmitted
onto a set of basis functions that serve as ‘virtual antennas’
in the beamspace (i.e. wavevector) domain. In this work, we
generalize the derivation of the antenna pattern basis functions
regarding a 3-element SPA of arbitrary radiating elements, within
a symmetric array topology, for multiplexing signals in the
wavevector domain (using different beampatterns) rather than
in the hardware antenna domain with multiple feeding ports. A
fully operational antenna system example is modeled, optimized
regarding its return loss and the power imbalance between the
basis functions, and finally realized. The measurements of the
SPA show good agreement with the simulated target values,
revealing an accurate design approach to be adopted as a fast
SPA prototyping methodology. The SPA has been successfully
employed for multiplexing two BPSK datastreams over-the-air,
thus paving the way for practically compact and highly efficient
MIMO transceiver designs.

Index Terms— MIMO, Switched Parasitic Antenna, Basis func-
tions, Reconfigurable Antenna.

I. I NTRODUCTION

M ULTI-INPUT MULTI-OUTPUT (MIMO) communica-
tion has gained lots of attention over the last decade as

it enhances the spectral efficiency by exploiting the precious
spatial resource dimension [1] [2]. Since the emergence of
this technology, the classical approach has been assuming a
transmitter with a number of transmit RF chains in order
to independently map a set of signals onto a corresponding
set of antennas. The receiver on the other hand performs
some complex signal processing so as to decode the linear
mixture of the signals and extract the useful data. However,
having multiple RF chains at the user mobile terminal is rather
costly. For example, the LTE - Release 8 standard supports a
single antenna for the uplink transmission and two antennas
for the downlink reception [3] [4]. The asymmetry in the
number of antennas is mainly intended for avoiding the costly
power amplifiers in the transmit RF chains. Although antenna
selection is a terminal option, it requires instantaneous channel
state information from the receiver back to the transmitter,
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ing (APNet) group, Department of Electronic Systems, AalborgUniversity,
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which is a burden on the wireless communication system. Con-
sequently, classical MIMO transmission especially in uplink
scenarios may not be supported due to the practical limitations
of the portable RF units.

To overcome these challenges, the authors in [5] describe
how a half rate space-time (ST) code is transmitted with a
single radio. In fact, a simple time-switched ST code [6] will
outperform the approach in [5] regarding both performance
and complexity. In [7], the authors propose an antenna system
of two RF sources and four antenna elements. The proposed
antenna system is capable of changing its polarization state (at
the modulation rate), and thus transmitting the4×4 Jafarkhani
code. However, having two transmit RF chains may still be
costly for low-end terminals.

On the other hand, the authors in [8] proposed a MIMO-
like system using a switched parasitic antenna (SPA) with a
single RF source. The SPA was shown to have a throughput
potential comparable to that of conventional MIMO systems
by switching the SPA far-field at the modulation rate, however
no specific multiplexing techniques were proposed. In fact,
parasitic antenna systems have been proposed over the past as
a promising solution for addressing the problems associated
with the difficulty of integrating multiple RF chains in compact
portable units [9]. Such antenna systems comprise a single
RF branch and multiple antenna elements loaded by variable
reactive impedances. By controlling the reactance via a DC
control, basic antenna properties, like the beampattern, can
be reconfigured. Parasitic antennas have been widely used
for providing receive angular (or pattern) diversity (examples
are given in [10] [11]) and have recently been proposed for
analogue beam and null steering [12].

The use of a compact-sized SPA for emulating open-loop
MIMO transmission has been first proposed in the work of
Kalis et al in [13] followed by work of Alrabadiet al [14]. The
idea of using an SPA as a MIMO terminal is to drive the central
active antenna with a high frequency RF signal modulated
by the first datastream, while simultaneously driving a set of
parasitic elements (PE) strongly coupled to the active one with
a baseband (low frequency) control signal as shown in Fig. 1.
The baseband control signal has information about the other
datastreams to be transmitted over the air. By this way, it has
been shown that the input datastreams are mapped onto an
orthogonal set of basis functions in the wavevector domain
via a single radio and compact array dimensions.

In this paper we focus on BPSK signaling format (the
extension to all PSK is straightforward by following the
approach in [14]) where we firstgeneralizethe derivation
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of the bases from mirror image pattern pairs (MIPPs) i.e.
when one beampattern is a mirrored version of the other,
regardless of how the MIPPs are expressed. We therefore
extend previous findings by decoupling the wavevector domain
[15] from the antenna domain and thus enabling MIMO
functionality through any antenna system capable of creating
MIPPs. At the receiver side, we prove that the receive antenna
response to a beampattern that is a linear mixture of basis
functions, is nothing more than the linear combination of the
receive antenna responses to the different basis functions. By
this way, the receiver decodes the transmitted data symbols
by estimating the basis responses using classical training
techniques.

A practical antenna system example of printed dipoles is
proposed, modeled, optimized regarding the average rate of
transmission, finally designed and demonstrated. The mea-
sured return loss and radiation patterns are in good agreement
with the target parameters, revealing a fast and accurate
designing methodology.

Throughout the paper a bold small letter designates a vector
and a bold big letter designates a matrix. The operators
()

∗
, ()

T
, ()

H designate complex conjugate, transpose and
complex conjugate transpose (Hermitian) operators, respec-
tively. The notationIN indicates an identity matrix of size
N × N . The operator diag(v) returns a square matrix with
the elements of the vectorv laid across the main diagonal of
the matrix. Moreover, we consider a classical uniform three-
dimensional angular power spectrum seen by the transmitter
(the mobile terminal), which is approximately the case when
the mobile unit is surrounded by many scatterers.

The rest of the paper is organized as follows: in Section
II we describe a technique for transmitting two BPSK signals
simultaneously via a single RF frontend. Section III expresses
the basis functions of a 3-element SPA based on full-wave
electromagnetic modeling, and optimizes the SPA for BPSK
signaling regarding the average rate of transmission. Section
IV describes an SPA example of printed dipoles and explains
its design implementation. Section V shows both simulation
and measurement results and finally Section VI concludes the
paper.

II. MIMO T RANSMISSION WITH A SINGLE RF SOURCE

In this section we first prove the existence of an orthogonal
basis whenever a MIPP can be formed. Based on this, a
technique for transmitting two BPSK signals using arbitrary
single radio based antenna system capable of forming a MIPP
is described.

A. Orthogonal Bases Using a MIPP

The correlation between two arbitrary beampatterns
G1 (ϑ, ϕ) andG2 (ϑ, ϕ) is given by

̺12 =
1

√

P1P2

∫

ϕ

∫

ϑ

G1 (ϑ, ϕ)G
∗

2 (ϑ, ϕ) sin (ϑ) · dϑdϕ (1)

where

P1 =
1

4π

∫

ϕ

∫

ϑ

|G1 (ϑ, ϕ) |
2 sin (ϑ) · dϑdϕ,

P2 =
1

4π

∫

ϕ

∫

ϑ

|G2 (ϑ, ϕ) |
2 sin (ϑ) · dϑdϕ, (2)

are the spatial integration of the power beampatterns of
G1 (ϑ, ϕ) andG2 (ϑ, ϕ) over the space, respectively. Whenever
P1 = P2, the two beampatterns are called ‘balanced’.

Lemma.1: For a MIPPG1 (ϑ, ϕ) andG2 (ϑ, ϕ), the set of
the angular functions defined as

BΣ (ϑ, ϕ) :=
1√
2

(
G2 (ϑ, ϕ) + G1 (ϑ, ϕ)

)
,

B∆ (ϑ, ϕ) :=
1√
2

(
G2 (ϑ, ϕ)− G1 (ϑ, ϕ)

)
, (3)

form an orthogonal basis.
Proof: For two beampatterns that form a MIPP, we have

P1 = P2 since one beampattern is just a mirrored version of
the other. Moreover, the correlation between the two beams is
real (see the proof at Appendix), and thus̺12 = ̺∗

12
. Based

on these observations, the proof is straightforward and is given
in (4) on top of page 3.

Corollary.1: A balanced basis is obtained by designing the
two beampatternsG1 (ϑ, ϕ) andG2 (ϑ, ϕ) described inLemma
.1 to be orthogonal to each other i.e. ifG1 (ϑ, ϕ) andG2 (ϑ, ϕ)
are orthonormal,BΣ (ϑ, ϕ) and B∆ (ϑ, ϕ) are orthonormal
too1.

Proof: Let G1 (ϑ, ϕ)⊥G2 (ϑ, ϕ), the proof is straightfor-
ward as shown in (6) on top of page 3. In (6),PΣ andP∆ are
the spatial integration of the power beampatterns ofBΣ (ϑ, ϕ)
andB∆ (ϑ, ϕ), over the space, given respectively by

PΣ =
1

4π

∫

ϕ

∫

ϑ

|BΣ (ϑ, ϕ) |2 sin (ϑ) · dϑdϕ,

P∆ =
1

4π

∫

ϕ

∫

ϑ

|B∆ (ϑ, ϕ) |2 sin (ϑ) · dϑdϕ. (5)

B. Transmission Technique Description

In this part we show that an arbitrary antenna system having
a single RF input but has the capability of creating a MIPP
will be capable of transmitting two BPSK signalss1 and
s2, simultaneously. The two BPSK signals are mapped onto
an orthogonal set of basis functions, thus independent fading
between the two signals is almost always guaranteed regardless
of the transceiver compactness. Let the sole RF port be fed by
the signals1, the antenna beampattern in the far-field becomes
either

1The reason we acquire an orthonormal basisBΣ (ϑ, ϕ) and B∆ (ϑ, ϕ)
from a MIPP, is that the MIPP by itself represents a linear combination
(desired multiplexing relation) of the basis onto which the signals are mapped.
The diversity action of the system directly depends on the transmit covariance
of the basis (proportional to the identity matrix when the basis is orthonormal).



3

̺
Σ∆

=
1

4π
√
PΣP∆

∫

ϕ

∫

ϑ

BΣ (ϑ, ϕ)B∗
∆
(ϑ, ϕ) sin (ϑ) · dϑdϕ

=
1

8π
√
PΣP∆

∫

ϕ

∫

ϑ

(
G2 (ϑ, ϕ) + G1 (ϑ, ϕ)

) (
G∗
2
(ϑ, ϕ)− G∗

1
(ϑ, ϕ)

)
sin (ϑ) · dϑdϕ

=
1

2
√
PΣP∆

(
P2 −

√
P1P2̺

∗
12

+
√
P1P2̺12 − P1

)

=
1

2
√
PΣP∆

(P1 − P1̺12 + P1̺12 − P1)

= 0 (4)

0 =
1

4π
√
P1P2

∫

ϕ

∫

ϑ

G1 (ϑ, ϕ)G∗
2
(ϑ, ϕ) sin (ϑ) · dϑdϕ

0 =
1

8π
√
P1P2

∫

ϕ

∫

ϑ

(
BΣ (ϑ, ϕ)− B∆ (ϑ, ϕ)

) (
B∗
Σ
(ϑ, ϕ) + B∗

∆
(ϑ, ϕ)

)
sin (ϑ) · dϑdϕ

0 =
1

2
√
P1P2

(
PΣ + ̺

Σ∆

√
PΣP∆ − ̺∗

Σ∆

√
PΣP∆ − P∆

)

0 =
1

2
√
P1P2

(PΣ − P∆)

⇒ PΣ = P∆ (6)
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Fig. 1. Schematic diagram of the proposed technique where thefirst bitstream
is modulated, up converted and fed into the central active element whereas
the second bitstream is XORed with the first one. The output control signal
is used for swapping the loads of the PE.

State 1

GT (ϑ, ϕ) = G1 (ϑ, ϕ) s1

=
s1
√

2
[BΣ (ϑ, ϕ)− B∆ (ϑ, ϕ)]

or State 2

GT (ϑ, ϕ) = G2 (ϑ, ϕ) s1

=
s1
√

2
[BΣ (ϑ, ϕ) + B∆ (ϑ, ϕ)]

or generally as

GT (ϑ, ϕ) =
s1
√

2

[

BΣ (ϑ, ϕ) + (−1)SB∆ (ϑ, ϕ)
]

(7a)

=
1
√

2
[s1BΣ (ϑ, ϕ) + s2B∆ (ϑ, ϕ)] (7b)

whereS is the antenna system state such thatS := 1 is State 1
within which the antenna system transmits overG1 (ϑ, ϕ) and
S := 2 is State 2within which the antenna system transmits
over G2 (ϑ, ϕ). From (7b) it is obvious how the two BPSK
signals:s1 which is modulated in the baseband, up-converted
and fed into the input RF port ands2 = (−1)Ss1 which is
spatially modulated on the antenna far-field by controllingthe
antenna stateS, are mapped onto the space ofBΣ (ϑ, ϕ) and
B∆ (ϑ, ϕ), respectively. In general, for any PSK modulation of
orderN , s2 is a set ofN complex numbers evenly distributed
over the unit circle, as discussed in Section IV of [12]. Table
I shows the stateS required for transmittings2 according
to the value ofs1 where [b1 b2]

T is input vector of bits
modulated into[s1 s2]

T . Fig. 1 shows a schematic diagram
of the proposed technique, where the XORing of the two
bitstreams gives the requiredS i.e. S= b1 ⊕ b2 giving 0 and
1 which correspond toS := 1 andS := 2, respectively.

TABLE I

TWO BPSK SIGNALS COMBINATIONS

[b1 b2]
T

[s1 s2]
T

S

[ 1 1 ]T [ 1 1 ]T 2
[ 1 0 ]T [ 1 − 1 ]T 1
[ 0 1 ]T [−1 1 ]T 1
[ 0 0 ]T [−1 − 1 ]T 2

C. System Training

The two BPSK signals that are transmitted in the beam-
space domain and received using a classical uniform linear
array of nR antenna elements (nR-element ULA), can be
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decoded by first estimating the receive antenna responses to
the proposed basis.

Proposition.1: A beampattern comprising a linear mixture
of basis functions (at the transmitter side) triggers a linear
combination of the individual channel responses to the differ-
ent basis functions (at the receiver side).

Proof: This directly stems from the principle of su-
perposition in linear systems. To have a deeper insight, we
first define 2 × 1 column vectorsG1,T (ϑ, ϕ), G2,T (ϑ, ϕ),
BΣ,T (ϑ, ϕ) andB∆,T (ϑ, ϕ), where the first and the second
elements of every column vector represent theϑ̂ and ϕ̂ po-
larizations of the corresponding pattern, respectively. We also
defineGk,R (ϑ, ϕ) as the vector of the polarization components
of thekth receiver antenna patternGk,R (ϑ, ϕ). As in [16], we
assume that the propagation channel between the transmitter
and the receiver consists of a set ofL plane waves, with the
lth wave characterized by a complex voltage gainβl, angle of
departure(ϑl,T , ϕl,T ), and angle of arrival(ϑl,R, ϕl,R). We
also assume that each plane wave undergoes a polarization
transformation due to scattering that can be expressed as the
unitary matrix

Ol =

[
ol,ϑϑ ol,ϑϕ
ol,ϕϑ ol,ϕϕ

]
. (8)

The response of thekth receive antenna (1 ≤ k ≤ nR)
when illuminated by the beampatternG1 (ϑ, ϕ) is the complex
channel gain representing the ratio of the received voltage
signal to the transmitted voltage signal, and may be written
as shown in (9), whereCk,1 is a constant that depends on the
receiver and the transmitter active gains and impedances [17],
hk,Σ and hk,∆ are the responses of thekth receive antenna
to BΣ (ϑ, ϕ) and B∆ (ϑ, ϕ), respectively. By applying the
same analysis, the response of thekth receive antenna when
illuminated byG2 (ϑ, ϕ) becomeshk2 = 1√

2
(hk,Σ + hk,∆).

Based on this, the receiver can decode the two BPSK signals
by estimating the channel responses of the basis as

hk,Σ =
1√
2
(hk,1 + hk,2) , (10a)

hk,∆ =
1√
2
(hk,1 − hk,2) . (10b)

By constructing the matrix of the receive antennas’ re-
sponses, the receiver can zero-force the received signal by
inverting the channel matrix (or using any other reception
techniques) for decodings1 ands2.

III. A NTENNA MODEL AND OPTIMIZATION

In this paper we adopt the antenna topology proposed in
[14], i.e. a symmetrical 3-element SPA, where the central
element is the active one while the other two are passive.
The two parasitic elements are loaded with pure imaginary
loads [jX1 jX2] as the real part of a complex load de-
grades the efficiency of the antenna system. Obviously the
antenna system can create a MIPP around the E-plane (the
yz plane in Fig. 1) by simply permuting the reactive loads

of the PE as[jX1 jX2] ↔ [jX2 jX1], based on image
theory. In other words, having the first beampatternG1 (ϑ, ϕ)
at [jX1 jX2], the beampatternG2 (ϑ, ϕ) = G1 (ϑ,−ϕ) is
obtained at[jX2 jX1]. Consequently, by feeding the central
active element with the first BPSK datastream and permuting
the loads according to the second datastream, the two streams
are simultaneously transmitted out of a single radio and
mapped onto an orthogonal basis according toLemma.1,
irrespective ofX1 andX2. Having the two loadsX1 andX2

as a degree of freedom when considering BPSK signaling,
we can optimize the loads according to a specific criterion as
shown in Subsection III.C.

A. Generalized Derivation of Antenna Basis Functions

Although the beampattern of thin electrical dipoles (or
monopoles) can be practically approximated as an array factor
by the superposition of the retarded currents induced on the
wire antenna elements such as in Eq. (6) in [14], this is not
true when considering general2 radiating elements e.g. flat or
fractal dipoles, slot antennas etc. To overcome this problem,
we implement full wave electromagnetic modeling based on
the SPA scattering parameters (S-parameters) denoted by
Sij , {i, j} ∈ {0, 1, 2}, as well as the 3D complex active port
patterns3 of the antenna elements0, 1 and2 shown in Fig. 1,
denoted byE0 (ϑ, ϕ), E1 (ϑ, ϕ) and E2 (ϑ, ϕ), respectively.
An expression of the electric far-field beampattern of a 3-
element SPA based on the aforementioned quantities and
the variable antenna loading has been derived in [19] using
Mason’s rule. From [19] and after correcting the equations
to properly adhere to Masons Rule, the two basis functions
obtained when swapping the imaginary loads of the two
parasitic elements become

BΣ (ϑ, ϕ) =
√
2E0 (ϑ, ϕ)

+
1√
2

(
L1

1
+ L2

1

)
E1 (ϑ, ϕ) +

(
L1

2
+ L2

2

)
E2 (ϑ, ϕ)

B∆ (ϑ, ϕ) =
1√
2

(
L1

1
− L2

1

)
E1 (ϑ, ϕ) +

(
L1

2
− L2

2

)
E2 (ϑ, ϕ)

(11)

where

L
1
1 =

Γ1S10 (1− Γ2S22) + Γ1Γ2S12S20

1− Γ1S11 − Γ2S22 + Γ1Γ2S11S22 − Γ1Γ2S12S21

L
2
1 =

Γ2S10 (1− Γ1S22) + Γ1Γ2S12S20

1− Γ2S11 − Γ1S22 + Γ1Γ2S11S22 − Γ1Γ2S12S21

L
1
2 =

Γ1S20 (1− Γ2S11) + Γ1Γ2S21S10

1− Γ1S11 − Γ2S22 + Γ1Γ2S11S22 − Γ1Γ2S12S21

L
2
2 =

Γ2S20 (1− Γ1S11) + Γ1Γ2S21S10

1− Γ2S11 − Γ1S22 + Γ1Γ2S11S22 − Γ1Γ2S12S21
(12)

2Again we emphasize that the arbitrariness of the elements is limited to the
center element being a self mirror image, and the outer two beingrespective
mirror images of each other, both about a vertical plane that divides the left
and right sides of the SPA structure

3The active port pattern is defined as the beampattern obtainedwhen driving
the corresponding port (whether being active or passive) with a unit excitation
voltage signal while terminating the other ports with reference impedances
[18].



5

hk1 = Ck1

L∑

l=1

Gk,R (ϑl,R, ϕl,R)βlOlG1,T (ϑl,T , ϕl,T )

= Ck1

L∑

l=1

Gk,R (ϑl,R, ϕl,R)βlOl (BΣ,T (ϑl,T , ϕl,T )−B∆,T (ϑl,T , ϕl,T ))

= Ck1

L∑

l=1

Gk,R (ϑl,R, ϕl,R)βlOlBΣ,T (ϑl,T , ϕl,T )− Ck1

L∑

l=1

Gk,R (ϑl,R, ϕl,R)βlOlB∆,T (ϑl,T , ϕl,T )

=
1√
2
(hk,Σ − hk,∆) (9)

andSij ∈ S such that

S =




S00 S01 S02

S10 S11 S12

S20 S21 S22


 , (13)

Γk = (jXk + Z0)
−1

(jXk − Z0) , k ∈ {1, 2} , (14)

where we assumedΓ0 = 0 by having the source impedance at
the central driven port equal to the reference impedanceZ0 =
50Ω. The basis coefficients in (12) are derived with respect to
a general scattering matrix. Swapping the two reactive loads
as [Γ1 Γ2] ↔ [Γ2 Γ1], swaps the coefficients

(
L1

k
− L2

k

)
↔(

L2

k
− L1

k

)
, k ∈ {1, 2} in (11), thus phase-shiftingB∆ (ϑ, ϕ)

by 180◦ without affectingBΣ (ϑ, ϕ). By this way, the(−1)S

factor in (7a) is obtained. The two functionsB∆ (ϑ, ϕ) and
BΣ (ϑ, ϕ) are the basis functions that are used to transmit two
PSK signals of any modulation order [14].

B. Received Signal Model

Considering a narrowband, flat-fading, point-to-point com-
munication link where the two BPSK symbols are trans-
mitted in the beam-space domain over two basis functions
(equivalent to two uncorrelated virtual antennas) and received
using annR-element ULA of uncorrelated and uncoupled
antenna elements. Assuming independent fading statisticsat
the transmitter and the receiver, the Kronecker product [20]
can be assumed and thus the channel transfer function can be
written as4

Hch = HwR1/2

T
, (15)

where the elements of the matrixHw ∈ C
nR×2 are inde-

pendent and identically distributed (i.i.d.) complex Gaussian
random variables with zero mean and unit variance. The
correlation at the receiver side is ignored by the aforemen-
tioned assumptions regarding the receiving ULA. Defining
the row vectorB (ϑ, ϕ) = [BΣ (ϑ, ϕ) B∆ (ϑ, ϕ)], the transmit

4In [21], the correlation based channel model accounts for themutual
coupling by explicitly incorporating the coupling matrices. However in
(15), the mutual coupling is implicitly taken into consideration within the
calculation of the basis functions in (11).

covariance matrix5 RT is obtained as

RT =
1

4π

∫

ϕ

∫

ϑ

B
H (ϑ, ϕ)B (ϑ, ϕ) sin (ϑ) · dϑdϕ,

=

[
PΣ ̺

Σ∆

√
PΣP∆

̺∗
Σ∆

√
PΣP∆ P∆

]
,

= diag[PΣ P∆] , (16)

which is simply the power distribution across the basis func-
tions since̺

Σ∆
= 0 according toLemma.1. Notice that

PΣ + P∆ = P1 + P2 = 2P1 = Pt, which is easily obtained
from (2) and the basis definition in (3), wherePt is the
average transmit power. Defining the power imbalance ratio
between the basis functions asr = PΣ

P∆

, we can writeRT as
PtQ whereQ is the normalized power distribution across the
basis functions such that trace{Q} = 1. Q can be written as
diag([q1 q2]) such thatq1 = r/(1 + r) and q2 = 1/(1 + r).
From the above, the received signal model becomes

y =
√

PtHwQ1/2s+ n

=
√
Pi∆T

HwQ1/2

︸ ︷︷ ︸
H

s+ n (17)

wherePi is the power into the transmitter (input power) and
0 ≤ ∆

T
≤ 1 is the efficiency of the transmit antenna system

being equal to∆T = 1 − |Γ|2, whereΓ is the SPA return
loss derived in [19]. Finallys= [s1 s2]

T is the vector of the
modulated BPSK signals (see TABLE I), andn is a vector
representing the white Gaussian noise, with zero mean and
σ2

n variance.

C. Optimization Criterion

In this work, we define the optimal SPA loads as the ones
that maximize the average rate of transmission. However,
in MIMO communications, average rate computation often
demands tackling calculations of expectations with respect
to random matrices rather than random scalar variables. For
this reason, we derive an upperbound on the average rate
and deploy it as an optimization criterion. We assume open-
loop operation where the channel is known to the receiver but
unknown to the transmitter. The ergodic capacity of a MIMO

5Since the basis functions are imbalanced, the transmit covariance matrix
rather than the transmit correlation matrix is considered.
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Reconfigurable Load
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0
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2  0  1

s1

Fig. 2. Schematic diagram of the SPA initially proposed in [24].

random channel, denoted byℑav, is the ensemble average of
the information rate over the distribution of the elements of
the channel matrixH = HwQ1/2 ∈ C

nR×2. By using the
log

2
det(·) formula [22], the upper bound that comes from

the Jensen’s inequality and the concavity oflog
2
det(·)6, we

get

ℑav = EH

[
log

2
det

(
I2 +

Pi∆T

σ2
n

HHH
)]

≤ log
2
det

(
I2 +

Pi∆T

σ2
n

EH
[
HHH

])

= log
2
det

(
I2 +

Pi∆T

σ2
n

Q
)

= log
2

(
1 +

Pi∆T
r

σ2
n(1 + r)2

)
. (18)

In (18), the average transmitted power is not divided by the
number of the basis functions (the number of the virtual
antennas), since the trace ofQ is normalized to a unity rather
than to the number of the basis functions (both forms are
equivalent). The optimal loading is defined as the one that
maximizes the average throughput upperbound in (18) i.e.

[X1 X2]opt = arg max
[X1 X2]

{

log2

(

1 +
Pi∆T

r

σ2
n(1 + r)2

)}

. (19)

In (19), ∆
T

is made part of the optimization criterion by
constrainingPi rather thanPt as the SPA efficiency is a key
design parameter when considering portable RF units with
limited storage batteries.

IV. A NTENNA SYSTEM DESIGN

In this section we consider the 3-element SPA shown in
Fig. 2, where the radiating elements are thin printed dipoles.
The planar topology of the SPA makes it better fit in
compactness-constrained mobile units as compared to the
majority of the wire parasitic antennas already proposed in
the literature. The current SPA was proposed earlier in [24],
however in this paper we complete the work by describing the
implementation and the measurements of the prototype.

6Thelog2 det(·) is concave over positive semi-definite matrices [23]. Since

Q is positive semi-definite, the termI2+
Pi∆T

σ2
n

Q is positive semi-definite too,
as it is a one-to-one mapping ofQ, thus preserving the positive definiteness.

X1 (Ω)

X
2

(Ω
)
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Fig. 3. An optimization contour map regarding the upperbound on ℑav with
respect toX1 andX2.

A. Design Parameters and Optimal Loading

The first design steps consist of making some initial choices
on the antenna materials and the basic topology. We considera
3-element SPA of flat dipoles as radiating elements as shown in
Fig. 2, designed on anh = 1.5 mm thick substrate of relative
permittivity ε = 2.17. The dipole lengths and spacing are
48.3 mm and11 mm, respectively. The spacing is∼ 0.1λ at
the desired operational frequency of2.6 GHz. The SPA was
simulated using HFSSR©, with ports at the locations of the
variable loads. The resulting scattering matrix is given by

S =





−0.43 + 0.09 0.51− 0.09 0.51− 0.09
0.51− 0.09 −0.26 + 0.14 0.22− 0.23
0.51− 0.09 0.22− 0.23 −0.26 + 0.14



 ,

(20)

where the matrix is symmetric by the reciprocity theorem
i.e. by the usual assumption of employing antennas with
electrically reciprocal materials, thusSij = Sji. Moreover,
the symmetric topology of the SPA shown in Fig. 1 ensures
that S02 = S01 andS22 = S11. The antenna system is lossy
asSH

S 6= I3 when compared to the lossless 4-port network
(expressed bySEQ) in [19] asSH

EQSEQ = I4 by the energy
conservation principle when including the radiated beams in
the network structure. Further, the diagonal elements ofS

are non-vanishing as we aim at diminishing the return loss
of the central active element rather thanSii. The resulting 3-
port S-parameters and the complex 3D active port patterns
were exported to MATLABR©, where a computer routine
scans the realizable range of the reactance space searching
for [X1 X2]opt given by (19). Fig. 3 shows an optimization
contour plot ofℑav(X1, X2) at a transmit signal to noise
ratio7 (SNR) Pi/σ

2

n = 10 dB. The figure shows thatℑav is
maximized at[X1 X2]opt = [−100 + 27] Ω. At such loading,
the upperbound onℑav is 5 b/s/Hz, the power imbalance
between the two basis functions is0.56 dB, and the SPA

7In fact, the transmit SNRPt/σ2
n is commonly used in the literature when

evaluating the system performance. However, as the SPA loading will affect
the transmit SNR through the matching efficiency, it seems more reasonable
to usePi/σ

2
n which is simply the transmit SNR before the mismatch effect

represented by∆T . On the other hand, the way of calculating the receive
SNR is different and is shown later in Eq. (20).
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ZA,a ZA,b

Reconfigurable Load Area

Dipole

LDC

RDC

ZD1 ↔ ZD2

Bias

GND
VDC

Bias

(b)

(c)

ZA,a

ZA,b

Biasing Area
(a)

LDC

Z1 ↔ Z2 CP,a CP,b

ZD1 ↔ ZD2

CP,c

Fig. 4. Reconfigurable dipole load impedance: (a) Layout and elements
view, including biasing network, (b) target two-state variable impedance and
(c) detailed implementation circuit, including layout parasitic capacitances.

efficiency is97%.

B. Reconfigurable Impedance Implementation

The design of the variable load, explained in more detail in
the earlier partial work of [24], consists of the following steps:
First, an adequate layout for the reconfigurable load area, to
be controlled using a PIN diode, is selected (‘Reconfigurable
Load Area’ in Fig. 4a). The parasitic capacitance (CP,a, CP,b,
andCP,c) between the different pads are extracted from full-
wave simulations. Here the inductive effect in the pads can
be neglected in the design. Subsequently, the surface-mounted
elements to implementZA,a andZA,b are deduced from the
circuit of Fig. 4 so that the overall impedance in each state
Z1 andZ2 (see Fig. 4b) match the target values deduced in
the previous section, namelyZ1 = jX1 = j(+27) Ω and
Z2 = jX2 = j(−100) Ω. Finally, a DC biasing network
was designed using large RF-block inductorsLDC and a
resistorRDC to precisely control the diode biasing current.
As can be seen in Fig. 6, the DC paths are then driven
to the other side of the substrate by vias, where they can
conveniently be connected to the DC voltage references in the
antenna environment (see Section V). The PIN diode (Aeroflex
Metelics MPN7310A-0805) serves as a low capacitance fast
switch, with a negligible transient switching time (ordersof
nanoseconds) .ZA,a and ZA,b are capacitors of0.5 pF and
0.8 pF, respectively. The biasing network elements areLDC

= 22 nH andRDC = 910 Ω.
In order to experimentally validate the reconfigurable load

design prior to its insertion in each of the SPA parasitic
dipoles, it was fabricated and measured using a thru-reflect-
line (TRL) calibration kit, which allows placing the measure-
ment reference planes at the desired locations, as required
here. It is then possible to extract the desired impedances
Z1 and Z2 from the measured S-parameters and microstrip
line impedance, as shown in Fig. 5 for each of the diode
states. The imaginary parts of the measured impedanceZ1

f (GHz)

ℑ
{
Z
}

(Ω
)

Z1(ON)

Z2(OFF)

f (GHz)

R
e{

Z
}

(Ω
)

Z1(ON)

Z2(OFF)

Fig. 5. Measured load impedance in each diode state of the PIN diode,
extracted from the S-parameter measurements on a dedicated microstrip TRL
calibration kit, from [24]. The OFF and ON diode states correspond to a
reversed (VDC = 0V ) and forward (I = 9mA) bias, respectively.

and Z2 at the design frequency of2.6 GHz are+38 Ω and
−108 Ω in the ON and the OFF states, respectively. These
values are close to the target reactances of+27Ω and−100Ω,
considering the tolerances of the SMD elements and the impact
of the biasing network. The real parts ofZ1 and Z2 are
not exactly zero due the diode and SMD components finite
resistances, which were neglected in the design procedure
(their measured average values are only+5 Ω and +3 Ω in
the OFF and the ON states, respectively). The target basis
functions (at[X1 X2]opt = [−100 + 27] Ω) and the achieved
ones ([X1 X2]opt = [−108 + 38] Ω) are compared in Fig. 7,
showing very good agreement.

V. SIMULATION AND MEASUREMENTRESULTS

The current section presents the measurements of the differ-
ent SPA parameters and compares them to the corresponding
parameters obtained by computer simulations.

A. Antenna Demonstration

A photograph of the fully operational fabricated antenna
is shown in Fig. 6. It was observed that a good balanced
excitation of the active dipole is simply obtained by connecting
the central and the outer conductors of a coaxial connector
to each of the dipole arms. The variable load designed and
characterized in Section IV.B was introduced in each parasitic
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DC Cable

Fig. 6. Photograph of the fully operational SPA, optimized for the proposed
aerial MIMO approach.
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Fig. 7. The magnitude of the H-plane co- polarized basis functions at
the target loads of[+27 − 100] Ω and at the practically achieved loads of
[+38 − 108] Ω. The two basis functions resemble the omni and the angular
sine functions, which are orthogonal to each other.

dipole of the SPA, including the DC biasing network. The
DC ground pad of each variable load on the backside of the
substrate is connected by a printed line to the coaxial connector
outer conductor (which thus serves as a DC ground), whereas
each actuation pad (shown as ‘VDC ’ in Fig. 4) is connected
by a thin wire to the bias voltages for controlling the states
of the diodes. In order to improve the antenna performance
and provide pure measured patterns, the DC wires are driven
along the coaxial feed, which is oriented toward the minimum
radiation of the SPA (i.e. parallel to the dipoles, see Fig. 6).
A standard9V battery is used as a DC source in the radiation
pattern measurements. The battery is placed behind a piece
of an absorber (located in the direction of minimum radiated
power density), as can be seen in Fig. 8. Therefore the antenna
states were simply selected by connecting each of the two
DC wires to the0V or 9V references. The impact of the
biasing voltages on the antenna performance was investigated,
showing similar responses for−10V to 0V as the OFF (or
‘reverse-biased’) state, while+3V to +10V are acceptable
for the ON (or ‘forward-biased’) state.

B. Return Loss

Fig. 9 shows the simulated and measured return loss of the
SPA around the design frequency of2.6 GHz. The graph

Fig. 8. Set-up of the antenna for reconfigurable radiation pattern measure-
ments, with a9V battery places behind the absorber cone in a direction of
the low field intensity.
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Fig. 9. Return Loss (dB) of the SPA for both loading states i.e. S := 1 and
S := 2.

only shows the response in the operational states of the
antenna, namely when it is loaded by the reactance load pairs
[jX1 jX2] and [jX2 jX1]. As explained earlier in Section
IV, the return loss is the same for both states due to the
SPA symmetry, which is confirmed here by the similarity
between the two measured curves in Fig. 9. The SPA was
found to have poor matching in the two (unused) states
[jX1 jX1] and [jX2 jX2]), which are not shown here.

The agreement between simulations and the measurements
is moderate, since the measured bandwidth is larger than
the one obtained by simulation and is not exactly centered
around the design frequency of2.6 GHz. Nevertheless the
measurements show good return loss at2.6 GHz. The−10dB
measured bandwidth is5.6% and7.1% for a reference of−10
dB, for S := 1 andS := 2, respectively .

C. Radiation Patterns

Fig. 10 shows the H-plane co- and cross- polarized far
fields in the first operational antenna state (S := 1). Note
that the maximum of the co-polarized beampattern, located
at ϕ = +90◦, corresponds to the direction of the load in
the OFF state. The simulated and measured co- and cross-
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polarized beampatterns are in good agreement, as shown in
Fig 10. Because of the SPA symmetrical structure and the
reactance pair antisymmetry, the other antenna beampattern
should simply be a mirror image of the first beampattern
around theϕ = 0◦ − 180◦ axis, which is well verified by
the measured prototype as can be seen in Fig. 11.

D. Experimental Results

The proposed antenna prototype has been successfully used
for spatially multiplexing two BPSK datastreamsover the air
at 2.6 GHz. The experiments constitute to the best of the
authors’ knowledge the first MIMO transmission with a single
RF source yet to be proposed. The first train was modulated
into a BPSK symbol stream (using a raised-cosine waveform
with 0.3 roll-off factor) and up-converted to 2.6 GHz. The
high frequency signal was modulated to the central element
within a modulation bandwidth of533 kHz. The second
binary train was XORed with the first binary train in the
baseband domain and the output baseband control signal was
amplified and used for switching the SPA loads. A simple zero-
forcing decoding was implemented by the receiver which was
equipped with two distant omnidirectional monopole antennas
separated from each other by23cm or 2λ, and both are
located several wavelengths from the SPA (the receiver is
located in the broadside direction of the SPA, but completely
blocked from the transmitter in the sense that no line-of-sight
between the transmitter and the receiver exists). The receiver
first estimates the receive antennas’ responses to the two
beampatternsG1(ϕ, ϑ) and G2(ϕ, ϑ) using classical training,
then the response to the basis is obtained from (10a,10b).
Finally the 2 × 2 complex channel matrix is inverted and
used for equalizing the received signal. A total bit rate of820
kbps was obtained with arbitrarily low error, thus a spectral
efficiency of1.54 b/s/Hz can be claimed. Although this seems
far from the target upperbound of5 b/s/Hz, it is well justified
by the fact of using real signaling with uniform distribution
rather than complex signaling with Gaussian distribution.The
details of the experiments’ setup are detailed in [25].

Fig. 12 shows the received signal constellations after equal-
ization (spatial separation), onto which the transmitted signals
(red dots) are also projected, for comparison reasons. Every
demodulated signal comprises of two noisy clouds such that
x̂1 = c1 ∪ c2 and x̂2 = c3 ∪ c4. The receive SNR of theith
cloud is calculated as

SNRi =
E
{

cH
i

ci
}
− Var{ci}

Var{ci}
(21)

where E {.} returns the sample mean of the operand and
Var{.} returns the sample variance of the operand. The four
clouds have almost the same SNR and the mean of the four
SNRs is finally considered. The bit SNR referred to asEb/No,
is calculated by adding10 log

10
(0.5K) to the average SNR

(in dB), whereK is the number of samples per one symbol
whereas the0.5 factor is due to using real signaling. In this
experiment,K was set to5 samples per symbol such that each
transmission has410 symbols or equivalently2048 samples.
On the other hand, Fig. 13 shows the bit probability of error

-10 0 dB

60o

30o

0o

−30o

−60o

−90o

−120o

−150o

180o

150o

120o

 

 
Sim. − Copol.
Sim. Crosspol.
Meas. − Copol.
Meas. − Crosspol.

z

x

ϕ

Fig. 10. Simulated and measured co- and cross- polarization components
of the beampatternG1(ϑ, ϕ) in the H-plane i.e.G1(ϑ = π

2
, ϕ), at f = 2.6

GHz.
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Fig. 11. Measured co- and cross- polarization components of the beam-
patternsG1(ϑ = π

2
, ϕ) and G2(ϑ = π

2
, ϕ) at f = 2.6 GHz. Notice that

G1(ϑ = π
2
, ϕ) ≈ G2(ϑ = π

2
,−ϕ), resulting in a MIPP.

(Pb) versusEb/No obtained by measurements as well as the
performance of a2×2 BPSK-MIMO with a Rayleigh channel
of independent and identically distributed coefficients, and
zero-forcing decoding8. The figure shows that the performance
of the beamspace MIMO is comparable to the conventional
one, thus validating the importance of such a new approach
for realizing single radio compact-sized MIMO transceivers.

VI. CONCLUSION

The paper generalized a previously reported approach for
transmitting multiple signals using a single RF source. The
idea is to obtain an orthogonal or orthonormal basis out of
MIPPs. The paper also provided design steps for an example
of a 3-element SPA, capable of forming a MIPP that are
mirror images of each other. The SPA was optimized for
BPSK signaling by deriving a criterion that maximizes the SPA

8Theoretically,Pb of a 2 × 2 BPSK-MIMO under Rayleigh fading and a
zero-forcing receiver is unsurprisingly identical to the performance of1× 1

BPSK-SISO i.ePb = 0.5
(

1−
√

Eb/No
Eb/No+1

)

[26].
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Fig. 13. Probability of error versus the transmit SNR (per bit).

efficiency and minimizes the power imbalance between the
basis functions, simultaneously. A reconfigurable impedance
was designed and a fully operational SPA for single radio
MIMO transmission was demonstrated for the first time. The
measured SPA parameters are in good agreement with the
target values, regarding the SPA return loss and the radiation
patterns in the different SPA states. Finally, the SPA has been
successfully used for multiplexing two BPSK datastreams with
a total bit rate of820 kbps.
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APPENDIX

In this part we prove that the cross-correlation of a MIPP
in a uniform field isreal.
Proof: : Assuming a MIPP over theϕ angular domain, where
ϕ is the azimuth polar system of coordinates with a reference

axis taken from the MIPP axis of symmetry (theϑ can be
dropped for simplicity). The MIPP can generally be written
as G1(ϕ) and G2(ϕ) = G1(−ϕ). The G1(ϕ) can be further
written asGR(ϕ) + jGI(ϕ), whereGR(ϕ) andGI(ϕ) are the
real and imaginary parts ofG1(ϕ). The cross-correlation of
the MIPP becomes

̺12 =
1

2πP

∫

ϕ

G1 (ϕ)G∗
2
(ϕ) · dϕ

=
1

2πP

∫

ϕ

G1 (ϕ)G∗
1
(−ϕ) · dϕ

=
1

2πP

∫

ϕ

(GR (ϕ) + jGI (ϕ)) (GR (−ϕ)− jGI (−ϕ)) · dϕ

=
1

2πP

∫

ϕ

(
GR (ϕ)GR (−ϕ) + GI (ϕ)GI (−ϕ)

)
· dϕ

+ j
1

2πP

∫

ϕ

(
GR (−ϕ)GI (ϕ)− GI (−ϕ)GR (ϕ)

)
· dϕ

=
1

2πP

∫

ϕ

(
GR (ϕ)GR (−ϕ) + GI (ϕ)GI (−ϕ)

)
· dϕ

︸ ︷︷ ︸
real
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