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Abstract 

Sequence-specific protein–DNA interactions are crucial in processes such as DNA organization, gene regulation and DNA replication. Obtaining 
detailed insights into the recognition mechanisms of protein–DNA comple x es through experiments is hampered by a lack of resolution in both 
space and time. Here, we present a molecular simulation approach to quantify the sequence specificity of protein–DNA comple x es, that yields 
results fast, and is generally applicable to any protein–DNA complex. The approach is based on molecular dynamics simulations in combination 
with a sophisticated steering potential and results in an estimate of the free energy difference of dissociation. We provide predictions of the 
nucleotide specific binding affinity of the minor groo v e binding Histone-like Nucleoid Str uct uring ( H-NS ) protein, that are in agreement with 
experiment al dat a. Furthermore, our approac h offers mec hanistic insight into the process of dissociation. Applying our approach to the major 
groo v e binding ETS domain in complex with three different nucleotide sequences identified the high affinity consensus sequence, quantitatively 
in agreement with experiments. Our protocol facilitates quantitative prediction of protein–DNA complex st abilit y, while also providing high 
resolution insights into recognition mechanisms. As such, our simulation approach has the potential to yield detailed and quantitative insights 
into biological processes in v olving sequence-specific protein–DNA interactions. 
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Introduction 

Sequence specificity in protein–DNA interactions plays a fun-
damental role in accessing genetic information ( 1 ) . Processes
such as gene regulation, DNA replication and DNA dam-
age repair involve proteins binding to specific nucleotide
sequences. The selectivity in complex formation is deter-
mined by the formation of specific intermolecular contacts.
These interactions consist of electrostatics, hydrogen-bonds
and steric considerations. Positively charged amino-acid side
chains are strongly attracted to the negatively charged back-
bone of DNA. Hydrogen-bonds are formed between nucle-
obases, sugar groups and proteins. Examples of steric consid-
Received: February 27, 2023. Revised: October 13, 2023. Editorial Decision: Oct
© The Author ( s ) 2023. Published by Oxford University Press on behalf of Nuclei
This is an Open Access article distributed under the terms of the Creative Comm
which permits unrestricted reuse, distribution, and reproduction in any medium, 
erations are the widths of the major and minor grooves in ds- 
DNA, but also deformations of ideal B-DNA and curvature.
Understanding the mechanisms of selectivity in protein–DNA 

complexes would provide new insights into gene regulation,
DNA organization and any other process involving interac- 
tion between proteins and nucleic acids ( 2 ) . 

Up to now, experiments cannot provide sufficient reso- 
lution in both space and time to obtain highly detailed 

atomistic insights into recognition mechanisms of protein–
DNA complexation. Protein crystallography or NMR provide 
atomic resolution structures, albeit averaged over long time 
scales. Spectroscopic methods can offer high time resolution,
ober 16, 2023. Accepted: October 19, 2023 
c Acids Research. 
ons Attribution License ( http: // creativecommons.org / licenses / by / 4.0 / ) , 
provided the original work is properly cited. 
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owever, with limited spatial information. All-atom molecular
ynamics ( MD ) simulations can supplement these experimen-
al methods by providing both atomic-level spatial and tem-
oral resolution by tracking a molecular system in time. Still,
uantitative predictions require the observation of many tran-
itions from one ( meta ) stable state to another. The large sys-
em size of protein–DNA complexes, in combination with the
low interaction dynamics requires MD simulations in the or-
er of milliseconds to seconds for statistically relevant quanti-
ative predictions. These long timescales prohibit sampling of
NA binding and unbinding with current computational re-

ources, allowing only for qualitative predictions. Even on the
astest supercomputers, which can simulate 100 μs per day ( 3 ) ,
imulating a single transition event could take several days up
o > 27 years of wallclock time. 

By adding an additional potential to drive the system along
 reaction coordinate allows for enhanced sampling, i.e. ex-
loring both more conformations and more transitions. This
o-called biasing potential can be implemented in various
ays in order to predict the free energy difference between the
ound and unbound state of protein–DNA complexes, such
s adaptive biasing force ( 4 ) , metadynamics ( 5 ,6 ) , alchemical
ampling ( 7 ,8 ) , umbrella sampling ( 9 ,10 ) and steered molecu-
ar dynamics ( 11 ) . For such approaches to be successful the bi-
sing potential has to resemble the reaction coordinate closely.
f the biasing potential is sufficiently close to the underlying
ree energy surface, these approaches can provide a reliable es-
imate of the free energy, and can predict transition pathways
 12 ) . As a consequence, each protein–DNA complex requires
 specific biasing potential, which may complicate the com-
arison of different systems. Moreover, studies that have not
ompared multiple DNA sequences cannot guarantee that the
iasing method can adequately distinguish sequence-specific

nteractions and the associated recognition mechanisms. Here
e present an efficient and generalisable simulation proto-

ol to quantify the sequence specificity of protein–DNA com-
lexes. We successfully apply the protocol to the Histone-like
ucleoid Structuring ( H-NS ) protein in complex with a high

ffinity AT-rich DNA sequence, and its GC-analogue, provid-
ng an explanation of the nucleotide specific binding affinity
f H-NS. 
H-NS is a bacterial DNA-binding protein, involved in DNA

rganization. Bacteria contain their genomic DNA in a dis-
inct structure called the nucleoid. Organization of the nu-
leoid is mediated by several factors, including so-called archi-
ectural proteins. H-NS is such an architectural protein, and
lays a key role in the genome organization of Gram-negative
nterobacteria. Depending on external conditions H-NS struc-
ures DNA by forming filaments along DNA duplexes, either
y binding to two separate DNA duplexes or to adjacent sites
n the same duplex ( 13–18 ) . Furthermore, H-NS prefers to
ind to conserved nucleotide sequences that are AT-rich and
end to be curved ( 19–25 ) . More specifically, experimental
tudies using either protein binding microarrays or chromatin
mmunoprecipitation uncovered that H-NS has a high affinity
or AT-rich sequences with short A-tracts interrupted by TA
teps ( 15 , 21 , 24 , 26 ) . In addition, changing the relative location
f high affinity H-NS binding sites on plasmids in relation
o one another results in different plasmid and H-NS com-
lex topologies ( 27 ) . H-NS can adopt a roadblock function by
inding near or at promoter regions and restructuring the ac-
essibility of DNA, regulating transcription globally ( 28–30 ) .
n addition, H-NS functions as a xenogeneic silencer due to
its preference to bind foreign genetic material, and is also as-
sociated with bacterial stress resistance and virulence through
the activation of foreign H-NS repressed genes in response to
lethal environmental conditions ( 26 ,31–33 ) . 

The protein structure of H-NS comprises of 137 amino
acid residues consisting of two domains: the oligomerization
domain and the DNA binding domain ( DBD ) . The first 83
residues constitute the oligomerization domain, containing
two sites: a homodimerization site and a multimerization site
to form higher order structures ( 34 ) . At low concentrations,
H-NS primarily exists as a dimer ( 13 ) . The DBD is made up
by residues 89-137, which consists of an anti-parallel β-sheet,
an α helix and a 3 10 helix ( 35 ,36 ) . According to NMR ex-
periments on the full H-NS protein, the oligomerization do-
main and DBD function independently of one another ( 37 ) .
This data further suggests that a flexible linker connects the
two domains. The loop of DBD ( residues 112-114 ) contains a
conserved three amino acid sequence: QGR ( 16 ,37 ) , see Fig-
ure 1 ( top ) . This motif interacts with the minor groove of DNA
in a comparable manner to other H-NS related proteins, such
as Ler and Lsr2, according to NMR investigations ( 36 , 38 , 39 ) .

Thus far, there is no quantitative information about how
H-NS binds to the high affinity sites, and the recognition pro-
cess is far from understood. Yet, such insights are essential
to obtain an accurate estimate for the affinity of H-NS for
different nucleotide sequences. In the first part of this paper,
we use microsecond all-atom molecular dynamics simulations
to characterize the difference in binding mode of the DNA-
binding domain of H-NS upon changing from a high affinity
sequence to a GC-analogue ( i.e. change adenine to guanine
and thymine to cytosine ) see Figure 1 ( bottom ) , and the ef-
fect of the minor groove shape on the stability of binding.
In the second part of the paper, we provide mechanistic in-
sights and a prediction of the dissociation potential of mean
force of H-NS in complex with either a high affinity DNA
or its GC-analogue sequence by means of steered MD simu-
lations: a non-equilibrium molecular dynamics protocol that
allows estimation of the free energy estimation by applica-
tion of Jarzinsky’s equality ( 40 ,41 ) . We find that H-NS binds
stronger to AT-rich DNA, in agreement with experimental ob-
servations. Furthermore, we assess the limitations of this pro-
tocol with regard to the hyper-parameters used to determine
the sequence-specificity of protein–DNA complexes. Finally,
to confirm that our approach can indeed predict differences
in binding strength for protein–DNA complexes, we applied
our simulation protocol to the ETS domain of the PU.1 tran-
scription factor in complex with three different nucleotide se-
quences. This protein contains a winged helix-turn-helix mo-
tif that binds to the major groove ( 42 ) . We show that our
protocol correctly predicts that the ETS domain–DNA com-
plex with the strongest interaction indeed contains the se-
quence experimentally identified as the consensus sequence
( 43–45 ) . 

In conclusion, we present a fast molecular simulation
approach to quantify interactions between proteins and
DNA, facilitating comparison between different nucleotide se-
quences. We demonstrate our approach for the minor groove
binding protein H-NS and the major groove binding ETS do-
main in complex with different nucleotide sequences, result-
ing in predictions of the dissociation free energy that are in
agreement with experimental data. This approach can easily
be extended to variations in the protein. Experimental valida-
tion could consist of protein–DNA binding assays based on
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Figure 1. Snapshots of the components studied in this work. At the top is 
the DNA-binding domain of H-NS ( brown ) with the QGR motif ( residues 
1 12–1 14 ) and R93 shown as sticks. B elo w are the two dsDNA sequences 
with on the left the high affinity sequence ( blue ) and on the right its 
GC-analogue ( orange ) . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1. Summary of MD simulations 

System Time Runs Total time 
( ns ) ( # ) ( μs ) 

DNA high affinity 1000 3 3.0 
DNA GC-analogue 1000 3 3.0 
H-NS & DNA high 
affinity in FI state 

50 10 –

” 250 4 –
” 1000 2 3.5 
H-NS & DNA 

GC-analogue in FI state 
50 10 –

” 250 4 –
” 1000 2 3.5 

Summary of the MD simulations in this work. Total time is the cumulative 
simulation time for each system. 
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fluorescence, i.e. by incorporating a fluorescent nucle-
obase ( 46 ) or in a Förster Resonance Energy Transfer ( 47 )
or nanofluidics set up ( 48 ) . In a broader scope, simulations as
presented in this work will yield detailed insights that can be
compared to experiments directly, thus providing a valuable
tool in the study of protein–DNA complexes. 

Materials and methods 

Molecular dynamics 

We used two systems in this study, the DBD of H-NS ( later
referred to as H-NS ) in complex with a high affinity ds-
DNA sequence and its GC-analogue. We performed Molec-
ular Dynamics ( MD ) simulations of the following systems in
explicit water: H-NS; dsDNA with nucleotide sequences 5’-
GCAA T A T A TTGC-3’ and 5’-GCGGCGCGCCGC-3’, and H-
NS with the respective dsDNA nucleotide sequences. H-NS’s
initial structure was taken from the solution NMR structure
of the DNA-binding region of Salmonella typhimurium of H-
NS-like protein Bv3F ( residues 91–139, PDB code 2L93 ) ( 36 ) .
An acetyl cap was placed on the N-terminus to neutralize
its charge, since this domain is connected to a linker in the
full length protein. For dsDNA structure we chose as a high
affinity sequence AA T A T A TT based on known H-NS binding
sites ( 15 , 21 , 24 , 26 ) , containing two AT steps. This sequence is
capped with GC base pairs at both ends to lower the proba-
bility of base opening at the DNA ends. Coordinates of H-NS
bound to the minor groove of the high affinity 12-bp strand of
dsDNA were obtained from earlier work ( 49 ) , where several 
MD simulations were performed of this system, with the pro- 
tein and DNA at at least 1 nm separation. These simulations 
enabled the charaterization of various binding modes, includ- 
ing one where the QGR motif was fully inserted into the mi- 
nor groove. To obtain an initial conformation of H-NS bound 

to the GC-analogue sequence, the high affinity sequence with 

H-NS bound has been rebuild with Web 3DNA 2.0 by chang- 
ing all adenines to guanines and thymines to cytosines while 
preserving the dsDNA backbone geometry ( 50 ) . 

Preparation of the system for molecular dynamics simu- 
lations consisted of placing the structures in a periodic do- 
decahedron box, with the box boundaries at least 1.0 nm 

from the system, followed by the addition of water molecules.
The box size is at least 7 nm. To mimic experimental condi- 
tions ( 36 ) and neutralize the system, we added 50 mM NaCl 
by replacing water molecules with ions. Interactions between 

atoms are described by the AMBER14sb-parmbsc1 force field 

( 51 ,52 ) in combination with the TIP3P water model ( 53 ) . We 
selected this particular force field as it covers topologies for 
both amino acids and nucleotides, and provides good repre- 
sentations of the static and dynamic properties of DNA under 
a diverse range of conditions ( 52 ) . For non-bonded interac- 
tions, both van der Waals and electrostatic, we used a cut-off 
at 1.1 nm. Long range electrostatic interactions were handled 

by the Particle Mesh Ewald method ( 54 ,55 ) with a grid spac- 
ing of 0.12 nm. To remove unfavorable interactions we per- 
formed energy minimization using steepest descent. By apply- 
ing position restraints on the heavy atoms of the protein and 

DNA with a force constant in each direction of 1000 kJ / mol 
nm 

2 and performing 0.1 ns of MD at a temperature of 298 K 

and a pressure of 1 bar, we relaxed the water and ions around 

the initial structures. 
After preparation, we performed multiple MD runs for 

the H-NS-DNA systems, varying initial conditions by assign- 
ing new random starting velocities drawn from the Maxwell- 
Boltzmann distribution at 298 K. See Table 1 for a summary 
of simulation times and systems. All simulations were per- 
formed with GROMACS, version 2020.4 ( 56 ,57 ) at a locally 
maintained cluster, with the leap-frog integration scheme and 

a time step of 2 fs, using LINCS ( 58 ) to constrain bonds in the 
protein and SETTLE ( 59 ) to constrain water bonds. All sim- 
ulations were performed in the isothermal-isobaric ensemble 
at a pressure of 1 bar, using the v-rescale thermostat ( 60 ) and 

the isotropic Parrinello-Rahman barostat ( 61 ,62 ) . 
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teered molecular dynamics 

e performed steered MD ( SMD ) calculations on both the
-NS bound to the high affinity and the GC-analogue se-

uence. The SMD simulations in this work were carried out
sing the open-source PLUMED library ( 63 ) , version 2.6.3
 64 ) in combination with GROMACS, version 2020.4 ( 56 ,57 ) .
reparation of the systems consisted of the exact same proce-
ure as the MD simulations, except the box boundaries were
et slightly larger, 1.2 nm instead of 1 nm distance between
rotein–DNA complex and the box boundary to counteract
purious periodic image problems during the pulling simula-
ion. In addition, the pulling coordinate was computed with-
ut taking into account periodic boundary conditions. The
ulling coordinate is based on distances between atom pairs
n the protein and DNA. As the protein and DNA are pulled
part during the steered MD, the distance of an atom pair may
e shorter when considering one atom in a neighboring peri-
dic box, and therefore be considered instead of the distance
etween the atoms in the same box. 
The minor groove of dsDNA contains mainly hydrogen

ond acceptors ( except for guanine ) , and the DNA binding
otif in H-NS contains mainly hydrogen bonds donors. Pre-

ious work has identified a promising quantitative descriptor
o follow the interaction between DNA and H-NS by count-
ng the number of contacts between hydrogen bond acceptors
n the minor groove of DNA, labeled i and hydrogen bond
onors in the QGR motif of H-NS, labeled j ( 49 ) . For each
air ij we define a contact c ij with the expression: 

c i j = 

⎧ ⎨ 

⎩ 

1 if (r i j − d 0 ) < 0 

1 −( 
r i j−d 0 

r 0 
) nn 

1 −( 
r i j−d 0 

r 0 
) mm 

if (r i j − d 0 ) ≥ 0 

, ( 1 )

here r ij is the distance between atom i and atom j , located in
he DNA and H-NS, respectively. The parameters r 0 = 0.4 nm,
 0 = 0.25 nm, nn = 2, mm = 4 have been chosen such to count
ontacts at hydrogen bond distance ( < 0.35 nm ) as 1 and con-
acts at 0.7 nm as 0.5. This provides a smooth and descriptive
unction that can discriminate between the different binding
odes. Summing all contacts for all pairs results in the contact
ap parameter C QGR −minor : 

C QGR −minor = 

N H−NS ∑ 

j=1 

N DNA ∑ 

i =1 

c i j , ( 2 )

here N DNA 

and N H −NS are the number of interaction sites in
he DNA and in H-NS. In this contact map, hydrogen bond
onors in Q112, G113 and R114 have been included. In addi-
ion, we calculated the number of contacts between hydrogen
ond donors in R93 ( atoms N, NZ, NH1 and NH2 ) and hy-
rogen bond acceptors in the minor groove of the AT bases
 R 93 −minor . To discriminate between different binding modes,
 contact map parameter c j is also computed for each hydro-
en bond donor j in the QGR motif, separately, with respect
o the hydrogen bond acceptors in the minor groove of the
NA: 

C j = 

N DNA ∑ 

i =1 

c i j , ( 3 )

ith j indicating the atoms Q112-N, Q112-NE2, G113-N,
114-N, R114-NZ, R114-NH1, R114-NH2 in the QGR mo-

if. Note that any type of contact can be included. We decided
to limit the number of contact points per nucleobase to one,
to enable comparison between different sequences. 

To steer the system along this contact map from the fully
inserted ( FI ) state to a dissociated state the parameters in the
switching function were adjusted to r 0 = 3.0 nm, d 0 = 0.3 nm,
nn = 1, mm = 12. Now the contact map follows a linear trend
instead of a rational decay, see Supplementary Figure S1. This
modification ensures a constant displacement of each contact
throughout the pulling simulation. The high contact count
represents the FI state of H-NS bound to the DNA and the
lower bound to a state of where H-NS is dissociated from the
backbone of the DNA ( BB ) . To distinguish between the two
types of contact maps, we refer to the initial parameters result-
ing in smooth decay of the contact map as C QGR −minor , and
the adjusted linear contact map used during the pulling of the
steered MD simulations as λ. The final pulling coordinate, λ,
is defined along the normalized linear contact map range with
1.0 referring to the FI state and 0.0 to the DNA dissociated
BB state of the protein DNA pair. In the linear contact map
space, λ, we steer the system from 108 to 65 contacts, which
is equal to a contact count of 39 and 10 with the parameters
used in a previous study ( 49 ) respectively. 

For each system we performed 20 SMD simulations of
100 ns ( unless noted otherwise ) , and obtained the correspond-
ing work- λ curves. From these simulations, we can obtain an
estimate of the free energy difference �G by computing the
potential of mean force ( PMF, indicated by the symbol �)
from the exponential average work required for dissociation
in each system by applying the Jarzynski equality ( 40 ) as: 

� ≈ − 1 

β
ln 〈 e −βw 0 → τ 〉 , ( 4 )

where β = 1 / k B T , with T the temperature and k B Boltzmann’s
constant, and the total work, w , is the sum of the work done
in each interval along the initial state, 0, to the final state, τ. 

As an error measure we also computed the standard devi-
ation over all work- λ curves, which can be expressed as the
square root of the variance and, when weighted with β as: 

σ = 

β

2 

√ 

〈 w 

2 〉 − 〈 w 〉 2 . ( 5 )

Finally we define: 

�W ≡ W max − W min , ( 6 )

over the PMF as an estimate of the free energy difference be-
tween the H-NS–DNA complex W min and free H-NS W max . 

Analysis 

During the MD simulations, the frames were stored every
20 ps. The calculation of various geometric parameters based
on the C QGR −minor contact map described above and PMFs
were computed with in-house Python scripts ( 65 ) . In addi-
tion, we calculated the root mean square deviation ( RMSD )
of the DNA, with respect to equilibrated starting structures,
including all atoms in the calculation with MDtraj python
libary ( 66 ) . We computed the minor groove width of the
DNA according to the Curves+ definition ( 67 ) . To visual-
ize the dissociation mechanism, two-dimensional PMFs were
generated by fitting a two-dimensional polynomial with the
NumPy’s linalg.lstsq method ( 68 ) . The fitted surface is con-
structed by projecting two coordinates, here the C Q 112 −minor

and C R 114 −minor , on the x and y axis. Next, we defined a grid
on this surface by binning each coordinate. Here we used
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Figure 2. ( A ) Analysis of fully inserted ( FI ) state based on the cumulative MD simulations of 10 × 50 ns, 4 × 250 ns and 2 × 1 μs. Violin plot of the 
C QGR −minor distribution starting from the FI states of the high affinity ( left wing and in blue ) and GC-analogue ( right wing and in orange ) . C QGR −minor 

decomposed into the contribution of the individual residues, Q112, G113 and R114 respectively with the addition of minor groove contacts of R93. ( B ) 
The bottom left and right panel show the average minor groove width with H-NS bound ( solid line ) and without H-NS bound ( dotted line ) to the high 
affinity and GC-analogue sequence respectively. 
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100 bins for each axis. For each binned grid-point we col-
lected all work values of the individual SMD runs and com-
puted the Boltzmann weighted average work for each bin, giv-
ing the respective z -value of the surface. If no work values are
found in the grid-point the bin is assigned a z -value above the
maximum work observed in the SMD runs. Further analysis
consisted of visual inspection and generation of snapshots in
VMD ( 69 ) . 

Results and discussion 

Stability of the H-NS DNA complexes 

H-NS prefers to bind to AT-rich DNA ( 22–24 ,27 ) with a
highly conserved motif in the DNA-binding domain consist-
ing of three amino acids: QGR ( 16 ,37 ) . In previous simulation
work ( 49 ) we were able to identify three main H-NS binding
modes based on interactions of the QGR motif with the mi-
nor groove of the DNA: bound to the DNA backbone ( BB ) ,
with one side chain of the QGR motif inside the minor groove,
referred to as partially inserted ( PI ) and with the entire QGR
motif inside the minor groove, referred to as fully inserted ( FI ) .
In addition, the process of H-NS binding to AT-rich DNA re-
sulting in the FI state was found to be rate-limiting compared
to the non-specific association of H-NS to the DNA back-
bone. In this study we will be starting from the FI state to
investigate the sequence specificity of the H-NS DNA Binding
Domain ( DBD ) . We compared a high affinity 12-bp dsDNA
based on known H-NS binding sites ( 15 , 21 , 26 , 27 ) with a GC-
analogue both capped with four GC repeats, resulting in the
respective nucleotide sequences 5’-GCAA T A T A TTGC-3’ and
5’-GCGGCGCGCCGC-3’. GC caps are added to prevent base 
opening at the DNA ends. The starting conformation of the 
H-NS DBD bound to the high affinity 12-bp strand was taken 

from earlier work ( 49 ) . To obtain a FI starting structure for 
the GC-analogue, the H-NS bound high affinity sequence has 
been rebuilt with Web 3DNA 2.0 by changing all adenines to 

guanines and thymines to cytosines while preserving the ds- 
DNA backbone geometry ( 50 ) . 

Subsequently, we performed MD simulations of varying 
length to address the stability of the FI state for both systems.
Figure 2 shows the comparative analysis of the two H-NS 
bound DNA sequences consisting of a contact analysis of the 
interacting H-NS residues and minor groove width measure- 
ments of the DNA with and without H-NS present. The first 
panel of Figure 2 A shows a violin plot containing the prob- 
ability histogram of C QGR −minor of the FI states from the cu- 
mulative MD simulations with the FI state as the initial con- 
figuration. Here, the high affinity sequence in shown in blue 
on the left hand side and the GC-analogue in orange on the 
right hand side of the violin plot, and the white dot indicates 
the contact number of the starting structure of the high affin- 
ity sequence. Visual inspection of all trajectories as well as no 

C QGR −minor values lower than 20, indicate no spontaneous dis- 
sociation of H-NS from neither DNA sequence has occurred.
Furthermore, the shape of the C QGR −minor distributions of the 
two sequences is different: a broader distribution with peaks 
between 30 and 40 is observed for the GC-analogue, while the 
high affinity sequence contains less variance with a high den- 
sity peak at 39. The increased variance in the GC-analogue 
suggest the FI state is less stable than in the high affinity 
sequence. 
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Figure 3. ( A ) PMF along C QGR −minor showing the Boltzmann-weighted 
a v erage w ork plot ( solid lines ) f or each sy stem ( blue high affinity and 
orange GC-analogue ) with the standard deviation of all work-curves as 
the shaded area abo v e the B oltzmann-w eighted a v erage w ork. T he tw o 
right panels show the minimum distance between the minor groove 
h y drogen bond acceptors and the h y drogen bond donors of the QGR 

binding motif for the respective systems. ( B ) Shows snapshots along the 
progression of the pulling coordinate at λ= 1.0, 0.5 and 0.0 for the 
lo w est w ork SMD run of the high affinit y sequence st arting in the FI 
state ( with the dsDNA in blue and H-NS in brown ) . 
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By decomposing the C QGR −minor count we investigated the
ontribution of individual residues in the binding motif, see
112, G113 and R114 in Figure 2 A. R114 populates multi-
le states ranging from 12 to 26 contact counts for the GC-
nalogue. Compared to the high affinity sequence in which
114 populates a state with a high contact count centered
round 23, the arginine in the GC-analogue has more free-
om to move and may be less tightly bound to the minor
roove. In both sequences Q112 shows two modes, a sharp
eak at 11 and a smaller and broader mode between 8 and
 C Q 112 −minor contacts, indicating that the residue has some
reedom to move. Upon visual inspection the lower Q112 con-
acts correspond to interactions with the DNA backbone and
igh contact with the formation of H-bonds with the nucle-
bases. No significant difference is observed in the G113 con-
act count distributions. In both sequences R93 mainly forms
ontacts with the backbone and transient intramolecular con-
acts with Q112. The R93 contacts are higher in the GC-
nalogue, however these contacts are transient, lower ( ≤ 20
ontacts ) , and do not occur in the high affinity system. Over-
ll, the observations from the MD simulations indicate a less
table binding mode of the QGR motif upon mutation from a
igh affinity sequence to a GC-analogue, which is reflected by
he lowered median, and broadening of the C QGR −minor and
 R114 −minor distributions. 
In addition, we investigated if the DNA deforms or alters

hape upon binding of H-NS by measuring the averaged minor
roove width, the major groove width and base pair and base
tep parameters according to the curves+ definition ( 67 ) . The
ajor groove widths and the base pair and step parameters are

hown in Supplementary Figures S2 and S3 respectively. These
arameters show little change when comparing the bare DNA
o the DNA in complex with H-NS. The bottom left and right
anel of Figure 2 B show respectively the minor groove width
f the high affinity and GC-analogue nucleotide sequence with
-NS in the FI state in solid lines and without the presence of
-NS indicated by the dotted lines. The minor groove width

f the unbound AT-rich sequence is completely symmetric and
mooth. In contrast, changing the high affinity sequence to
C-analogue results in a more rugged profile and increases the
inor groove width. In the FI state the QGR motif is bound to

he most central base pairs with the glutamine oriented to the
eft ( 5 

′ end ) and the arginine more to the right ( 3 

′ end ) of the
orizontal plot. The binding of the QGR motif causes widen-
ng of the minor groove where the Q112 is situated. This effect
s observed for both sequences, although to a lesser extent in
he GC-analogue. Arginine residues often bind to narrow mi-
or grooves, since a narrow minor groove strongly enhances
he negative electrostatic potential of the DNA ( 70 ) . Our sim-
lation shows that the R114 residue prefers to bind at the
oint where the width of the minor groove is smallest. This is
ue to the fact that A-tracts and AT-rich sequences tend to nar-
ow the minor groove, while GC base pairs have a tendency to
iden it. A wider minor groove could create more room for

he protein to move. In the simulation of the GC-rich DNA
e do indeed observe more fluctuations of the R114 contact

ount compared to AT-rich DNA. 

issociation of the complex 

ince the C QGR −minor contact maps in the FI state sample a
omparable range of contact counts and for neither sequence
-NS has dissociated from the DNA, we selected 20 random
configurations where the C Q112 −minor and C R114 −minor con-
tact count was 10.25 ± 0.125 and 23 ± 0.25 respectively
as input for the steered molecular dynamics ( SMD ) simula-
tions. We measured the cumulative work required to disso-
ciate H-NS along the linear contact map, λ, as the pulling
coordinate described in the methods section. Using Jarzyn-
ski’s equality ( 40 , 41 , 71 ) we could turn the non-equilibrium
work-dissociation curves into equilibrium free energy. In addi-
tion, we computed the standard deviation of all the individual
work-dissociation curves as an error measure. 

A comparison between the potential of mean force ( PMF )
of the dissociation of H-NS from the high affinity sequence
and GC-analogue is shown in Figure 3 A, which provides more
insight into the nature of sequence specific protein–DNA dis-
sociation. Compared to the GC-analogue the high affinity se-
quence has a steeper slope during the transition from the fully
inserted state ( λ = 1.0 ) to a partially inserted state ( λ = 0.5 ) .
To reach a completely dissociated state in which H-NS makes
only non-specific contacts with the backbone ( λ = 0.0 ) , the
PMF shows a similar slope for both nucleotide sequences. Dis-
sociation of H-NS from the high affinity sequence requires al-
most twice as much work ( 23.27 kcal / mol ) compared to the
GC-analogue ( 15.05 kcal / mol ) , resulting in a sequence spe-
cific difference ��W of 8.22 kcal / mol. The two right panels
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Figur e 4. P anels A and B sho w the boltzmann-w eighted 2D PMF along 
the Q112 and R114 contact count for the systems, panel A show the 
projection for the high affinity sequence ( blue ) and panel B for the 
GC-analogue ( orange ) . In addition, the paths of the two lowest work runs 
are projected on the surface of the respective systems with the runs 
shown in yellow in panel A and green in panel B. 
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of Figure 3 A show the minimum distance of the QGR mo-
tif’s donor atoms with respect to the minor groove acceptor
atoms ( D min ) for each individual SMD simulation run along
the pulling coordinate. Up to 0.5 of the pulling coordinate the
minimum distance remains constant at 0.3 nm ( roughly coin-
ciding with an hydrogen-bond distance ) indicating the QGR
motif has not left the minor groove crevice. From this point
onward the slope at which the work curve increases also starts
to decline, marking that the first major free energy barrier has
been crossed when all residues in the binding motif no longer
form H-bonds and solely interact with the DNA backbone. At
the end of the pulling simulation the D min has reached a value
of at least 1.0 nm, which is enough space for water molecules
to come in between the DNA and protein. Panel B of Figure
3 shows for the high affinity sequence snapshots of the lowest
work SMD trajectory along the pulling coordinate at the FI
state ( λ = 1.0 ) to a state disconnected from the DNA ) . At λ =
0.5 the R114 is still partially inserted into the minor groove,
but at λ = 0.0 no direct contacts are visible between H-NS
and the minor groove of the DNA. Our SMD simulations are
thus able to differentiate the high affinity and GC-analogue
binding of the H-NS, supporting the AT-rich DNA preference
of H-NS. 

The exponential average of work and the standard devia-
tion in Figure 3 A coincide almost perfectly for both sequences
in the range of 1.00 to 0.55 of the pulling coordinate, con-
firming the reliability of the PMF. The variance in the work
curve starts to increase in the last regime of the pulling coordi-
nate ( ≥0.55 a.u. ) . For the high affinity sequence, the variance
is higher. Visual inspection of the pulling trajectories indicate
variation in the order of dissociation of the QGR motif ( see
Figure 2 ) and may explain the origin of the higher variance.
To explore this variation the Boltzmann averaged work is pro-
jected on the Q112 and R114 contacts, see Figure 4 , panels A
an B for the high affinity and GC-analogue sequence respec-
tively. In addition, we show the two lowest work paths in each
2D-PMF. This projection allows us to investigate the dissoci-
ation mechanism of the binding motif. In panel A of Figure 4 ,
we observe that dissociation can follow two directions, either
Q112 starts to separate from the minor groove followed by
R114 ( denoted Q-G-R ) , or vice versa ( denoted R-G-Q ) . 

For the GC-analogue the dissociation mechanism starts ex-
clusively with the detachment of R112 from the groove, af-
ter which Q112 completes the dissociation of the DBD from
DNA, as seen in panel B of Figure 4 . The observation that the
dissociation pathway of the GC-analogue only follows the R-
Q-G route, could be related to the higher variance observed
of the C R −minor in the FI MD simulations ( Figure 2 B ) . The in-
creased flexibility of the R114 and the R-G-Q dissociation
route can explain the comparatively flat slope of the initial
part of the PMF of the GC-analogue as seen in Figure 3 A.
The hypothesis that the widening of the minor groove width
weakens the electrostatic interactions of the R114 with the
nucleobases, and enhances with the narrowing of the minor
groove plays an effect in the binding strength, has now been
further supported by the PMFs obtained via the SMD simu-
lations. In addition, we show that it is much more likely that
for both sequences the mechanism follows a sequential disso-
ciation of the QGR binding motif . 

Since we have established two dissociation pathways for
the high affinity sequence, we can further investigate the ori-
gin of the high variance by categorizing the individual work
curves based on whether Q112 or R114 starts dissociating
first. We consider a path as R-G-Q when the C Q −minor ≤ 5 and 

Q-G-R if C Q −minor ≥ 5 when measured at C QGR −minor equals 
30 contacts, the individual work curves are shown in Sup- 
plementary Figure S4A. The variance in the R-G-Q route is 
much lower and frequent compared to the Q-G-R path ( 14 

versus 6 runs ) . When comparing the PMFs of both routes,
the initial phase is consistent, however, when the slope of the 
PMF curve decreases starting from 0.4 a.u. the variation in 

the work-curves begins to increase significantly in the Q-G-R 

route. The work curves seem to correlate with fluctuations in 

the shape of the DNA strand. Indeed, when we compute the 
root-mean-squared deviation of the DNA with respect to equi- 
librated ideal B-DNA ( RMSD DNA 

) for each individual SMD 

run based on the initial frame of the run, the high work curves 
also have an increased RMSD DNA 

( ≥ 0.4 nm ) , especially when 

the dissociation pathway follows the Q-G-R route. Visual in- 
spection of high work runs shows that starting from λ = 0.4,
the R114 residue does not dissociate. Instead, R114 pulls the 
central portion of the DNA strand along, causing the ends of 
the DNA to bend away from H-NS. Upon final detachment 
of R114, hydrogen bonds in multiple base pairs break, result- 
ing in extremely high work and RMSD values for the DNA.
This process is illustrated in Supplementary Figure S4B. Note 
that the high work runs have a negligible contribution to the 
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Figure 5. ( A ) Benchmark of force constant at 100 ns. ( B ) Benchmark of 
pulling speed at 500 kJ / mol. ( C ) Scatterplots of maximum RMSD DNA 

with respect of the maximum work value of each individual SMD run. 
Note that all estimates were obtained based on 20 SMD runs, except 
with a pulling rate of 200 ns where we carried out only 10 runs for each 
sy stem. T he Pearson product-moment correlation coefficient in the high 
affinity force constant scatterplot is 0.77, and 0.51 in the pulling speed 
scatterplot. For the GC-analogue force constant scatterplot correlation 
coefficient between the maximum work and the maximum RMSD DNA is 
0.32, and 0.05 in the pulling speed scatterplot. 
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oltzmann-weighted PMF and are not representative for the
issociation mechanism. To summarize, SMD runs with high
ork result from deformation of the DNA, caused by residues

ticking to DNA during the dissociation process. 
To further assess the quality of the results obtained above,

e carried out the same protocol for both sequences with dif-
erent force constants and pulling velocities during the pulling
imulations. Figure 5 A shows the �W values of the PMFs for
oth systems ( in blue the high affinity sequence and orange the
C-analogue ) as well as the ��W ( dark brown and dotted

ines ) . The ��W is the difference between PMF of dissocia-
ion of the two sequences defined as ��W ≡ | �W A 

−�W B |,
ith A and B being the respective systems. The top panel

hows the values for different force constants of 10, 50, 250,
00 and 1000 kJ / mol respectively, and a pulling time of
100 ns. When doubling the force constant from 500 to 1000
kJ / mol, the �W values decrease only slightly for both sys-
tems, but show the same sequence specific difference and the
change of the ��W is still within the same margin of error.
By lowering the force constant of 500 kJ / mol by a factor of
0.5 also does not change the trend and ��W value. However,
lowering the force constant one and two orders of magnitude
further, the prediction starts to deviate from the previous val-
ues. With a force constant of 50 kJ / mol the difference between
the systems becomes smaller and with a force constant of 10
kJ / mol the difference between the two systems becomes larger.
A force constant that is too low will result in overestimation of
the work. In the range of 250 to 1000 kJ / mol the estimation
of the work remains the same. The bottom panel shows the
values for different pulling times of 5, 10, 50, 100 and 200 ns
respectively, with the force constant fixed at 500 kJ / mol. Gen-
erally, pulling faster results in an overestimation of the PMF
values, however, already starting from 10 ns the ��W values
seem to have converged. Pulling slower does seem to reduce
the error in the PMFs of the systems. Other aspects could also
affect the quality of the prediction, such as the choice of force
field. However, this would result in a systematic error that and
not an increase in statistical errors. 

Previously we indicated a correlation between high work
SMD runs and increased RMSD values of DNA. To further
examine this relationship, we plotted the maximum work and
maximum observed RMSD values of DNA for each SMD run
in panel B of Figure 5 The results show that this correlation
holds for the high affinity sequence, regardless of the force
constant and pulling time, with correlation coefficients of 0.77
and 0.51, respectively. However, the maximum work values
are nearly half as low in the GC-analogue and the RMSD val-
ues are almost a factor of 2.5 lower. These low values result
in correlation coefficients that are close to zero ( 0.05 for the
pulling speed benchmark ) or indicate only a weak correlation
( 0.32 for the force constant benchmark ) in the GC-analogue
plots. Increased GC content is known to result in more sta-
ble DNA due to more favourable stacking interactions ( 72 ) .
This could explain the lower level of DNA deformation ob-
served in the SMD simulations of the GC-analogue compared
to the high affinity sequence. Overall, the benchmark shows
that our protocol to address the sequence-specificity of pro-
tein DNA complexes displays robustness with respect to the
hyper-parameters used during the SMD simulations. 

Choosing an appropriate pulling coordinate for the steered
MD is essential for proper sampling of the transition from
bound H-NS to unbound H-NS closer to the underlying free
energy surface. Here we require the pulling coordinate to
be sufficiently general for multiple nucleotide sequences and
therefore applicable to any protein–DNA complex. Coordi-
nates based on centers of mass do not have enough resolution,
hence we opted for the contacts between hydrogen bond ac-
ceptors in the minor ( or major ) groove of DNA and hydrogen
bond donors in the protein. Such a contact map is thus already
a quantitative indicator of binding strength, while centers of
mass only provide relative distance between the groups. Sup-
plementary Figure S5 compares for the high affinity sequence
and GC-analogue the C QGR −minor with different center of mass
distance based metrics; H-NS and DNA ( COM DBD −DNA 

) , 4
central bases pairs and the QGR motif ( COM cDNA −QGR 

) , and
the hydrogen bond acceptors in the minor groove and hydro-
gen bond donors in the QGR motif ( COM A −D 

) . Especially
for the GC-analogue, a single COM mode aligns with multi-
ple C QGR −minor modes. Fixed centers of mass are insensitive to
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displacement along base pairs and different QGR conforma-
tions, and thus, cannot properly reflect the bound states prop-
erly. On the contrary, the contact map does provide a smooth
and continuous descriptive function capable of discriminating
different binding modes. In this example, we decided to begin
the pulling process for both systems at the same contact count,
thus using conformations with a high contact count of 39. For
the GC-analogue, multiple conformations can be found at dif-
ferent C QGR −minor values, i.e., not only in a high contact count
state ( as shown in Figure 2 A ) . Starting from high contact val-
ues for both systems will result in the greatest amount of work
and serves as a lower bound for the difference in free energy
between sequences. If conformations with lower contact val-
ues are more prevalent, the difference in free energy between
sequences will increase. For instance, if the pulling simulations
for the GC-analogue were to start at 25 contacts, the differ-
ence in free energy between the two sequences would become
even greater. Furthermore, the contact map can be easily ex-
tended to include transient contacts or additional contacts.
The pulling coordinate in our protocol allows for compari-
son between systems, while retaining sufficient resolution and
allows for the exploration of different mechanisms. Experi-
mental validation could consist of protein–DNA binding as-
says based on fluorescence, i.e. by incorporating a fluorescent
nucleobase ( 46 ) or in a Förster Resonance Energy Transfer
( 47 ) or nanofluidics set up ( 48 ) . 

To substantiate the claim that our simulation protocol can
be applied to characterize the interaction between a protein
and DNA, and quantify the affinity of a protein for differ-
ent nucleotide sequences, we applied our approach to a ma-
jor groove binding protein. The ETS domain of the PU.1
transcription factor binds the major groove of DNA with a
winged helix-loop-helix motif ( 73 ) and recognizes purine-rich
sequences containing a 5’- ( A / T ) GGA ( A / T ) -3’ consensus, see
Supplementary Figure S6. Equilibrium titration experiments
( 43 ) as well as alchemical calculations ( 7 ) quantified the bind-
ing of the ETS domain to its consensus sequence as well as var-
ious other nucleotide sequences including an anti-consensus
sequence. We performed 1 μs long MD simulations on the
ETS domain in complex with three nucleotide sequences, and
computed the free energy difference of the dissociation of the
complex. A detailed description of this study is provided in
the Supplementary Information, with Supplementary Table S1
listing the atoms included in the contact map, Supplementary
Figure S7 showing the results from the MD simulations and
Supplementary Figure S8 showing the results from the SMD
simulations. Our results are in the same order of magnitude of
the experimental values, as listed in Supplementary Table S2
in the SI. This means, we were able to confirm that the ETS do-
main binds stronger to the consensus sequence in comparison
to a ( A to G, and T to C ) inverted sequence and the experi-
mentally determined anti-consensus sequence. Performing this
analysis in our current set up required about a week of sim-
ulation time on a mixed GPU ( RTX 3090 ) / CPU ( AMD ) ar-
chitecture. The main adjustment to the protocol outlined for
H-NS in this work involve three aspects: adjust the contact
map to the system under investigation, identify from which
range in the contact map to select starting configurations for
the SMD simulations, and over which range of the contact
map the pulling simulations should run. The first aspect war-
rants some discussion, as a larger contact map slows down
the calculation. Adding one extra atom to the contact map in-
creases the number of pairwise computations increases with
a factor equal to the number of atoms, thus slowing down
the steered MD simulations. This is currently also a technical 
hardware limitation, if the bias force calculation is vectorized,
this part of the calculation can be also done on the GPU and 

removes the extra overhead caused by the CPU-GPU commu- 
nication latency. Note that with a too small the contact map,
comparison of different sequences is no longer possible. 

We expect that our simulation protocol is generally able 
to quantify the binding strengths and characterize the disso- 
ciation mechanism of protein–DNA complexes with the cur- 
rent settings. The MD simulations will provide the contacts 
required for the contact map based steered MD simulations,
which can run with the settings for the length of the simula- 
tions and the force constant we report here. We expect that 
the simulation length and the force constant have to be ad- 
justed when applying our protocol to systems that are much 

larger, such as the Lac repressor, or to systems that make many 
more contacts, such as proteins enveloping the DNA, such as 
enzymes involved in DNA replication or repair. 

Conclusion 

We present a fast simulation protocol to determine the poten- 
tial of mean force of the dissociation of protein–DNA com- 
plexes. Our approach is able to differentiate between differ- 
ent nucleotide sequences. We demonstrate the quality of our 
protocol by quantifying the sequence specific binding of H- 
NS to DNA. The difference of the potential mean force of 
dissociation between a high affinity sequence and its GC- 
analogue is predicted to be 8.22 kcal / mol. Our SMD simu- 
lations are thus able to differentiate sequence-specific protein 

binding. These results support experimental evidence that H- 
NS prefers to bind to AT-rich DNA. In addition, our proto- 
col provides mechanistic insight into the dissociation process,
finding that both sequences follow a sequential dissociation 

of the QGR binding motif. In particular the high affinity se- 
quence showed strong binding of both Q112 and R114, re- 
sulting in multiple dissociation pathways. In contrast, the GC- 
analogue only showed one main dissociation route via R114 

followed by Q112, confirming weaker binding of R114 to 

the GC-rich sequence. Furthermore, molecular dynamics sim- 
ulations revealed sequence specific minor groove narrowing 
that resulted in more stable binding of the high affinity se- 
quence. The simulation protocol displays robustness with re- 
spect to the hyper-parameters used in the SMD simulations.
The presented approach facilitates quantitative prediction of 
the stability of protein–DNA complexes, thus opening up high 

resolution insights into DNA organization, gene regulation,
DNA replication and other biological processes involving se- 
quence specific protein–DNA interactions. We validated the 
claim that our protocol can successfully predict sequence de- 
pendent stability of protein–DNA complexes by applying our 
approach to the major groove binding ETS domain of the eu- 
karyotic transcription factor PU.1. Simulations as presented 

in this work will yield detailed insights that can be compared 

to experiments directly, thus providing a valuable tool in the 
study of protein–DNA complexes. 

Input files and simulation data are available on figshare: 
10.6084 / m9.figshare.c.6446950. 

Data availability 

The data underlying this article are available in Figshare at 
https:// doi.org/ 10.6084/ m9.figshare.c.6446950 . 

https://doi.org/10.6084/m9.figshare.c.6446950
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upplementary data 

upplementary Data are available at NAR Online. 
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