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Environmental risk assessment is generally based on atmospheric conditions for the modelling of chemical fate after
entering the environment. However, during hydraulic fracturing, chemicals may be released deep underground.
This study therefore focuses on the effects of high pressure and high temperature conditions on chemicals in flowback
water to determine whether current environmental fate models need to be adapted in the context of downhole activ-
ities. Crushed shale and flowback water were mixed and exposed to different temperature (25–100 °C) and pressure
(1–450 bar) conditions to investigate the effects they have on chemical fate. Samples were analysed using LC-HRMS
based non-target screening. The results show that both high temperature and pressure conditions can impact the chem-
ical fate of hydraulic fracturing related chemicals by increasing or decreasing concentrations via processes of transfor-
mation, sorption, degradation and/or dissolution. Furthermore, the degree and direction of change is chemical
specific. The change is lower or equal to a factor of five, but for a few individual compounds the degree of change
can exceed this factor of five. This suggests that environmental fate models based on surface conditions may be
used for an approximation of chemical fate under downhole conditions by applying an additional factor of five to ac-
count for these uncertainties. More accurate insight into chemical fate under downhole conditions may be gained by
studying a fluid of known chemical composition and an increased variability in temperature and pressure conditions
including concentration, salinity and pH as variables.
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1. Introduction

Hydraulic fracturing is a well stimulation technique used to extract oil
and/or gas from impermeable rock formations, such as sandstone or
shale. For one hydraulic fracture, approximately 10million litres of fractur-
ing fluid made up of 90 % water, 9 % proppants and 1–2 % chemical addi-
tivesmay be injected into the formation at high pressure (Vidic et al., 2013;
Sun et al., 2019). As soon as the pressure is released, wastewater known as
flowback water and produced water makes its way up together with oil
and/or gas through the well. Flowback water flows up to the surface in
the first few days after fracturing has taken place, followed by produced
water. Flowbackwater mainly contains the initially injected hydraulic frac-
turing fluid whereas produced water is mainly made up of oil and/or gas
and the mobilised geogenic chemicals (Blewett et al., 2017; Wang et al.,
2019; Zhou et al., 2022). The wastewater is separated from the oil and
gas and is then generally disposed of via deep-well injection or recycled
for re-use, with an emphasis on wastewater reuse due to the high demand
of freshwater and the related sustainability concerns (Seth et al., 2013;
Boschee, 2014; Ellafi et al., 2020; Hernández-Pérez et al., 2022).

Flowback water contains the initially injected chemical additives,
chemicals that were present in the formation and mobilised during the hy-
draulic fracturing process, and transformation products of those chemicals
(Sun et al., 2019). Chemical additives used in fracturing fluid typically in-
clude biocides, scale and corrosion inhibitors, cleaners, gelling agents, sur-
factants, cross-linkers and breakers (Faber et al., 2017; Reynolds, 2020;
Othman et al., 2021). The exact composition of a given fracturing fluid de-
pends on the water quality used for injection and the local geological con-
ditions. The chemicals originating from the subsurface strongly depend
on the formation being fractured and may include heavy metals, radionu-
clides, salts and hydrocarbons.

During hydraulic fracturing, contamination of freshwater or groundwa-
ter may occur due to accidental aboveground spills or belowground leaks,
resulting from structural integrity failure of the well and the underground
formations (Gordalla et al., 2013; Schimmel et al., 2019; Schout et al.,
2019; Yazdan et al., 2020; Jin et al., 2022). Failure probabilities are rather
low, i.e. 0.0002–1.6 %/well/year, depending on the contamination path-
way and the fluid involved (Faber et al., 2017), nevertheless these still
arise. Contaminations of groundwater and drinking water have been re-
corded as a result of hydraulic fracturing-related activities (Osborn et al.,
2011; Fontenot et al., 2013; Gross et al., 2013; Preston and Chesley-
Preston, 2015; Faber et al., 2017; Brantley et al., 2018; Missimer and
Maliva, 2020; Rodriguez et al., 2020; Turley and Caretta, 2020; Wollin
et al., 2020; Yadav et al., 2020; Bonetti et al., 2021; Casey et al., 2022).
Therefore, environmental risk assessment of hydraulic fracturing activities
is needed to ensure the safety of human and environmental health.

In chemical risk assessment, exposure concentrations in the different
compartments (water, soil and air) are calculated based on environmental
fate properties using conceptual box models, such as Simplebox
(Hollander et al., 2016; Thunnissen et al., 2020); Wang et al., 2020a; Qu
et al., 2022) or QWASI (Mackay et al., 1983; Wang et al., 2020b; Wang
et al., 2023). These models are generally based on aboveground emission
routes as well as atmospheric conditions (Suciu et al., 2013; Mansouri
et al., 2018; Di Guardo et al., 2018; Tong et al., 2022). However, during hy-
draulic fracturing, chemicals may be released deep underground. At a
depth of 4 km, temperatures rise to around 100 °C and pressure to around
450 bar. Thus, in order to adequately predict where additives and other
constituents of the flowback water are most likely to end up in the environ-
ment, whether transformation occurs and what concentrations result from
the chemical processes that take place underground, more information on
chemical behaviour under downhole conditions is needed. If downhole
conditions have a negligible effect on chemical fate, currently used box
models may be used to assess exposure. However, if downhole conditions
significantly affect chemical fate compared to aboveground atmospheric
conditions the models would need to be revised (Faber et al., 2017). At cur-
rent limited information is available on this subject. Kahrilas et al. (2015,
2016) published a literature review focusing on biocides, and a research
2

paper on downhole transformation of glutaraldehyde. The experimental
conditions included temperatures of 65 to 140 °C, pressures of 6.9 to
110 bar, pH of 6 to 8 and salinity of 0 to 2.8 M [NaCl], and found that
downhole conditions did alter chemical behaviour and that temperature,
pH and salinity had the greatest effect, while the effects of pressure were
negligible.. Tasker et al. (2016) studied the effects of high pressure
(83 bar) and temperature (80 °C) conditions on organic compounds and
found that temperature and pressure greatly affected the organic composi-
tion of a synthetic fracturing fluid. It should however be noted that temper-
ature and pressure were studied as one variable. Xiong et al. (2018)
examined the effects of downhole conditions (80 °C, 83 bar and 3 M
[NaCl]) on polyacrylamide degradation and noted that degradation of poly-
acrylamidewas impacted by high temperatureswhereas pressure and salin-
ity did not play a role. Schenk et al. (2019) investigated the leaching of
formaldehyde and other leachates from proppants under high temperature
conditions (93 °C) and found that temperature influences leaching of form-
aldehyde and other leachates from proppants. This study, however, did not
consider the effects of pressure. Song et al. (2022) researched the solubility
of methane in oil-basedmud under high temperature (40–140 °C) and pres-
sure (20–560 bar) conditions and found that pressure had a greater effect
on methane solubility in oil-based muds than temperature did. All these
studies limited their focus on the behaviour of a single specific chemical
or a group of chemicals (i.e. metals).

In this study we therefore investigate the effects of high pressure and
temperature conditions on the fate of a broad selection of chemicals present
in flowback water. We used liquid chromatography coupled to high resolu-
tion mass spectrometry (LC-HRMS) based non-target screening (Hollander
et al., 2016; Hajeb et al., 2022; Tisler and Christensen, 2022) with a focus
on the polar organic chemicals, which are of most concern to water quality
due to their low removal efficiencies during wastewater treatment
(Westerhoff et al., 2005; Reemtsma et al., 2016; Hale et al., 2020). Salinity,
pH and organic content were not taken into account. Based on our findings,
we analyse the applicability of commonly used environmental fate models
to evaluate risks of chemicals in shale gas exploration and exploitation.

2. Methods and materials

2.1. Scientific approach

Crushed shale (< 2 mm) and flowback water were mixed and tested
under different temperature and pressure conditions to determine the ef-
fects on chemical fate. In this study chemical fate relates towhere the chem-
ical ends up, whether transformation occurred andwhat concentrations are
found. The experimental conditions include a high pressure and high tem-
perature (HPT) condition (100 °C, 450 bar), a high temperature (HT) con-
dition (100 °C, 1 bar), a high pressure (HP) condition (25 °C, 450 bar)
and an atmospheric (ATM) condition (25 °C, 1 bar). TheHPT condition sim-
ulates conditions around a depth of 4 km. Chemical analyses using LC-
HRMS screening provide information on the chemicals present both in
the liquid phase (i.e. flowback fluid) and the solid phase (i.e. the crushed
shale) under the different conditions.

2.2. Materials

The shale was obtained from a Dutch Posidonia shale formation (Van
Bergen et al., 2013; Amberg et al., 2022) taken at a 900 m depth and was
supplied by the TNO core storage centre in Zeist, the Netherlands. The
shale (S) was crushed using a centrifuge mill and subsequently sieved
over a 2 mm round sieve. The flowback water (FBW) originated from a Bal-
tic shale gas basin in Poland andwas supplied under a non-disclosure agree-
ment concerning the location and the composition of the fracturing fluid
used at the site Butkovskyi et al., 2018. The flowback water was collected
in 20 L plastic containers and transported to KWRWater Research Institute
in the Netherlands, where it was stored at 4 °C until the start of the experi-
ments. The flowback water had a relatively high salinity (103 g/L total dis-
solved solids), dissolved organic carbon (649 mg/L), and chemical oxygen
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demand (1800 mg/L), and a relatively low pH (4.9) (Butkovskyi et al.,
2018). For the experiments, 8 mL Teflon tubes with screw caps were
used. The lining of the Teflon tube walls were thinned over a length of
1 cm, so that the effects of the pressure may be exerted on the contents of
the tube (Fig. A.1). Acetonitrile (ACN, HPLC grade) was purchased from
Avantor Performance Materials B.V. (Deventer, The Netherlands), formic
acid (FA) from Fluka Analytical (Sigma-Aldrich, Steinheim, Germany),
and the internal standards atrazine-d5 and bentazone-d6 were ordered
from CDN isotopes (Pointe-Claire, Canada) and from LGC (Almere, The
Netherlands), respectively. An Elga Purelab Chorus ultrapure water system
(High Wycombe, UK) was used to produce ultrapure water (UPW).

2.3. Sample preparation and experimental conditions

For each of the four conditions, one test sample and three separate con-
trol samples were prepared. All samples were prepared in triplicate in the
modified Teflon tubes placed in a glovebox to stimulate anoxic downhole
conditions. The test samples (FBW + S) contained 500 mg of crushed
shale and 7.5 mL of four times diluted flowback water, control 1 (UPW)
contained 8 mL of ultrapure water, control 2 (FBW) contained 8 mL of
four times diluted flowback water, and control 3 (UPW + S) contained
500 mg of crushed shale and 7.5 mL of ultrapure water. Table 1 provides
an overview of the test samples and controls. The flowback water was di-
luted to avoid expansion and bursting of the tube when exposed to the
high temperatures. The expansion and bursting of the tube seems probable
because the flowback water contains volatile compounds that evaporate at
higher than atmospheric temperatures, which exerts pressure on the tube
and can cause it to burst. The diluted flowback water contains fewer vola-
tile compounds, which results in a lower pressure build up.

The 500mg crushed shalewasweighed individually for each sample be-
fore placing them in the glovebox. Helium was then slowly blown through
the samples to facilitate reaching anoxic conditions in the glovebox. All ma-
terials and tools were put in the glovebox at least 4 h prior to preparing the
samples until anoxic conditions were reached. The diluted flowback or ul-
trapure water mixture was added to the tubes and mixed using a glass
rod. The tubes were then tapped to remove all air bubbles. The tubes
were then sealed by slightly pressing on opposite sides of the tube to
avoid air being trapped inside. The experimental conditions for the HPT
and HP samples were carried out in a pressure vessel at the HPT Laborato-
ries at Utrecht University, The Netherlands. This vessel then builds up pres-
sure by pumping silicon oil into the system, while heat can also be applied
to increase temperature (Liteanu and Spiers, 2011). For the HT samples an
oven placed in a fume hood was used, while ATM samples were placed in a
fume hood.

1,2-benzisothiazolin-3-one is a white powder used as a corrosion inhib-
itor in hydraulic fracturing fluid (Faber et al., 2017). It is also used in indus-
trial and consumer products for its antimicrobial properties (Haz-Map,
Table 1
Overview of test and control samples.

Sample abbreviation Sample type Condition

ATM_FBW + S Test Atmosphe
ATM_UPW Control 1 Atmosphe
ATM_FBW Control 2 Atmosphe
ATM_UPW + S Control 3 Atmosphe
HPT_FBW + S Test High pres
HPT_UPW Control 1 High pres
HPT_FBW Control 2 High pres
HPT_UPW + S Control 3 High pres
HP_FBW + S Test High pres
HP_UPW Control 1 High pres
HP_FBW Control 2 High pres
HP_UPW + S Control 3 High pres
HT_FBW + S Test High tem
HT_UPW Control 1 High tem
HT_FBW Control 2 High tem
HT_UPW + S Control 3 High tem

3

2021). 1,2-benzisothiazolin-3-one (2634-33-5) was added to each sample
and control at a concentration of 2 mg/L. The purpose of the added chem-
ical is not to be used as an internal standard but rather to semi-
quantitatively evaluate the fate of a known chemical under the different
pressure and temperature conditions.

2.4. Preparing the liquid and solid phases for HRMS analyses

After three days under the experimental HTP, HT, HP and ATM condi-
tions, the samples were taken out. The HT and HPT samples were left to
cool down for a short period of time to avoid injuries such as burning of
hands during manipulation. The liquid phase was then separated from the
solid phase using a syringe, filtered using a 0.2 μm syringe filter and stored
in 10 mL glass vials in the freezer until analysis. The solid phase was vac-
uum filtered using a 55 mm microfiber glass filter (Whatman, Grade GF/
A) and low vacuum. The shale containing filters were then left to dry before
extraction using an accelerated solvent extractor (ASE 200 extractor,
Dionex, USA). The fibreglass filters were weighed before adding the shale
and after the shale had dried for three days to verify comparability
among the samples.Methanol/Acetonitrile (1:1) was used as extraction sol-
vent in the ASE with a pressure of 100 bar and a temperature of 100 °C. The
ASE was run in two cycles per sample. Each cycle was programmed for
2 min of pre-heating, 5 min of heating, 10 min of static, followed by 60 %
flush and 60 s purging. The extracts, containing 40 mL of fluid, were then
evaporated under a steady flow of nitrogen in a fume hood until 1 mL of
volume remained. 1 mL of ultrapure water was then added and the sample
further evaporated until reaching 1 mL. This allowed for the transfer of
chemicals from a methanol/acetonitrile matrix into a water matrix, which
is more suitable for HRMS analyses. The vials containing the samples
were weighed empty, before and after evaporation to determine accurate
volumes during this process.

2.5. LC-HRMS analyses

The samples were analysed using LC-HRMS based non-target screening.
The liquid phase samples and solid phase extracts were diluted 1000 and
10,000 times, respectively, using ultrapure water. All samples were then
spiked with the internal standards atrazine-d5 and bentazone-d6 to a con-
centration of 100 μg/L to ensure quality control. A blank sample was also
prepared containing ultrapure water and only the internal standard to fol-
low and monitor the LC-HRMS analyses, in addition to the full procedural
blank control. The samples were then analysed using an Orbitrap Fusion
Tribrid mass spectrometer (Thermo Fisher Scientific, San Jose, USA)
using a heated electrospray ionisation source coupled to a Vanquish HPLC
system (Thermo Fisher Scientific). An XBridge BEH C18 XP column
(150 mm × 2.1 mm I.D., 2.5 μm particle size, Waters, Etten-Leur, The
Netherlands) in combination with a 2.0 mm × 2.1 mm I.D. Phenomenex
Content

ric 7.5 mL flowback water and 500 mg shale
ric 8 mL ultrapure water
ric 8 mL flowback water
ric 7.5 mL ultrapure water and 500 mg shale
sure and temperature 7.5 mL flowback water and 500 mg shale
sure and temperature 8 mL ultrapure water
sure and temperature 8 mL flowback water
sure and temperature 7.5 mL ultrapure water and 500 mg shale
sure 7.5 mL flowback water and 500 mg shale
sure 8 mL ultrapure water
sure 8 mL flowback water
sure 7.5 mL ultrapure water and 500 mg shale
perature 7.5 mL flowback water and 500 mg shale
perature 8 mL ultrapure water
perature 8 mL flowback water
perature 7.5 mL ultrapure water and 500 mg shale
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Security Guard Ultra column (Phenomenex, Torrance, USA) was used at a
temperature of 25 °C. The LC-HRMS method described by Brunner et al.
(2020) was applied for non-target screening data acquisition.

2.6. Data analysis

The LC-HRMS raw data files were processed using Compound Discov-
erer 3.0 (Thermo Scientific, San Jose, USA) for peak picking, feature build-
ing and suspect screening. Features refer to pairs of retention time and
accurate mass with a signal intensity. A feature intensity threshold
>50,000 and a minimum of five times the blank was used for data process-
ing. For suspect screening, a 5 ppm mass tolerance was applied in the
searches of potential candidates against mzCloud (2019; HighChem LLC,
Slovakia) and Chemspider (2019; Pence and Williams, 2010; Ayers, 2012;
Habauzit et al., 2022; Mao et al., 2022) databases. The resulting feature
list including a table with accurate masses, retention times and intensities
reported as peak areas was exported to R Studio in the form of a .csv file
for further data analysis and visualization (Table A.1ab, R Core Team,
2017). Feature intensities of the liquid and solid phase results were
corrected for the intensities measured in the blanks and by applying the
concentration or dilution factors resulting from sample preparation. Fea-
ture intensities were expressed as internal standard equivalent concentra-
tions by using the known added concentrations of atrazine-d5 and
bentazone-d6 for the positive and negative ionisation results, respectively.
The number of detected features per sample was presented in the form of
bar graphs. Ratio distributions of the HP, HT and HPT test samples compared
to the ATM test samples were determined and plotted in the form of a bar
graph against the percentage of detected features. The ratios were calculated
based on IS-eq. concentrations of the features. Significant differences in fea-
ture intensities and number of detected features between the HPT, HP and
HT conditions and the ATM conditions were determined based on a t-test
(Tables A.3ab and A.4a-j). Violin plots were produced for insight into the re-
tention time and molecular mass distribution, as well as feature intensity
(Hintze and Nelson, 1998; Blumenschein et al., 2020; Hu, 2020). Principal
component analysis (PCA) and hierarchical clusteringwere applied to charac-
terise samples and features to reduce data complexity and reveal both similar-
ities and differences between samples (Masiá et al., 2014; Köhn and Hubert,
2014; Jafarzadegan et al., 2019; Santos et al., 2019; Beattie and Esmonde-
White, 2021; Li et al., 2022a). Cos2 was incorporated into the PCA analysis
to show the importance of a principal component for a certain observation
(Abdi and Williams, 2010; Li et al., 2022b). Significance testing and fold
change filtering results were illustrated in Volcano plots displaying log2
fold change (log2FC) and the negative log 10-transformed p-values of fea-
tures (Laplaza et al., 2022).

The top five features responsible for the main differences between the
ATM samples and the HPT, HP and/or HT conditions were tentatively iden-
tified, using MS1 full scan andMS2 fragmentation data. MS1 data was used
to elucidate the molecular formula of a feature and MS2 data to further
identify a certain feature through comparing the experimental spectrum
with an in silico generated spectrum using MetFrag (2020; Ruttkies et al.,
2019; Schymanski et al., 2021). A scale defined by 5 levels of confidence
(Schymanski et al., 2014), was used to report the certainty of identification,
where level 1 is of high confidence and level 5 of low confidence.More spe-
cifically, a confidence level of 5 implies that themolecularmasses of the de-
tected feature and the potential candidate match, and a confidence level of
1 means that the spectrum of the detected feature matches that of the stan-
dard of a potential candidate. An overview of general uses was provided,
where available, for features identified to at least a level 3 confidence
(Haz-Map, 2021).

3. Results

3.1. Detected features, molecular weight and retention time ranges

The results, presented in Fig. 1, indicate that more positively ionisable
features are present in the samples than negatively ionisable ones. The
4

positively ionisable features are present at lower IS-eq. summed concentra-
tions compared to the negatively ionisable ones. The differences between
the positive and negative ionisation results are less pronounced for the
solid phase samples than for the liquid phase ones. A higher number of pos-
itively ionisable features and a higher feature intensity is observed for the
liquid phase as compared to the solid phase. However, the negatively
ionisable features, the number of detected features for the negatively
ionisable features is comparable for both phases.

The liquid FBW+S sample results show that the temperature and pres-
sure conditions have a significant effect on the IS-eq. summed concentra-
tions, but not on the detected number of features. The IS-eq. summed
concentrations for the liquid phase in positive ionisation for all three test
conditions significantly differ from those of the ATM_FBW+ S condition.
Both the HP (90 % of ATM) and the HPT_FBW + S (94 % of ATM) condi-
tions have lower summed IS-eq. concentrations than the ATM condition,
whereas the HT (109% of ATM) condition has a higher summed IS-eq. con-
centration. As to the negative ionisation summed IS-eq. concentration for
the liquid phase, the HPT (147% of ATM) and the HT (118% of ATM) con-
ditions show a significant difference to the ATM condition, while the HP
condition does not significantly differ from ATM.

The IS-eq. summed concentrations of the positive ionisation test results
for the solid phase showno significant difference. A significant difference to
theATM_FBW+S sample is, however, shownby the negative ionisation re-
sults for the HPT_FBW + S (175 % of ATM) and HT_FBW + S (127 % of
ATM) samples but not for HP_FBW+ S.

Contrary to the liquid phase samples, the solid test samples do show a
significant difference in the number of features for all three conditions in
positive ionisation mode and for HT (83 % of ATM) in negative ionisation
mode. The HP_FBW + S (141 % of ATM) and HT_FBW + S (66 % of
ATM) samples deviate themost from the ATM_FBW+S samples in positive
and negative ionisation mode, respectively.

The control samples show a different pattern from the test samples for
both ionisation modes and both liquid and solid phases regarding signifi-
cance and concentration changes of the HP, HT andHPT samples compared
to the ATM samples. This is expected since the control samples do not in-
clude sorption and/or dissolution processes, due to the absence of shale
in the FBW samples, and the absence of flowback water in the UPW + S
samples. When looking at the positive ionisation results for the IS-eq.
summed concentrations in the liquid phase, the FBW samples have the
highest and the UPW+S samples the lowest summed IS-eq. concentrations
throughout the four test conditions. One would indeed expect the lowest
concentrations to occur in the UPW+ S samples, since these samples con-
tain ultrapure water and shale. The summed concentrations are, however,
only slightly lower than those of the test samples. Thus suggesting that dis-
solution from shale to ultrapure water may have been the dominant chem-
ical fate process in the UPW + S samples, whereas adsorption may have
been dominating in the test samples.

Using negative ionisation, the test samples show the highest IS-eq.
summed concentrations, followed by the FBW samples then the UPW + S
samples. There are no significant differences between the FBW + S and
control samples for the solid phase. The liquid FBW samples present the
highest total number of detected features for the positive ionisation results.
For the negative ionisation results, the total number of detected features are
similar between the FBW + S and FBW samples.

In summary, the differences in IS-eq. summed concentrations of the
three high pressure and temperature test samples compared to the
ATM_FBW+ S sample for the liquid phase, range between 90 and 109 %
and 118–147 % for the positive and negative ionisation results, respec-
tively. The differences for the solid phase test results are not significant
for the positive ionisation results and range between 127 and 175 % for
the negatively ionisation results. The differences in the number of features,
detected in the liquid phase are not significant for neither ionisation results.
These differences range between 66-141% and 83 % for the solid phase re-
sults in positive and negative ionisation mode, respectively.

The distribution of retention times (RT) and molecular weights (MW)
was assessed for the solid and liquid phase in positive (Fig. 2) and negative
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Fig. 1. Summed feature internal standard equivalent concentrations and total number of features for the positive (a, c) and negative (b, d) ionisation results in the liquid and
solid phases. Concentrations are expressed as internal standard equivalent. Error bars show the standard deviations of the triplicate samples. A blue and grey asterisk
represents a significant difference to the atmospheric condition for the test and control samples, respectively. A red asterisk indicates the largest significant difference to
the atmospheric condition.
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ionisation (Fig. A.2). For the liquid phase, both the positive and negative
ionisation test results show that RT ranges for the HP and HPT conditions
clearly differ from the ATM condition. The HT_FBW + S samples contain
less low RT compounds than the ATM_FBW+ S ones. HP and HPT condi-
tions mainly influenced features with high retention times, and HT mainly
influenced low RT features. This may indicate that HP and HPT conditions
predominantly impacted sorption processes whereas HT conditions pre-
dominantly influenced degradation processes.

Regarding the RT distributions of the solid phase in positive ionisation,
results show very similar ranges among the four test conditions (ATM, HP,
HT and HPT), with the majority of features showing high retention times.
The RT distributions of the solid phase in negative ionisation (Fig. A.2a)
show very little data making it difficult to draw conclusions.

TheMW distributions of the positive and negative ionisation results ap-
pear to be similar in the four conditions in the liquid phase samples. The
majority of features have MWs of around 200 Da. Regarding the solid
phase results for positive ionisation, the MW distributions of the four test
conditions show a much higher variety than the liquid phase results.
Again, the four test conditions are relatively similar, with the HP and HPT
conditions differing only slightly from the ATM and HT conditions. The
MW distributions of the solid phase in negative ionisation show very little
data making it difficult to draw conclusions (Fig. A.2b).

In both negative and positive ionisationmodes, the solid phase test con-
ditions generally show features with higher retention times than the liquid
phase test conditions. This is expected since compoundswith high retention
times on C18 columns are more hydrophobic and tend to have higher sorp-
tion coefficients (Krokhin et al., 2004). The positive ionisation results pres-
ent similar retention times and higher molecular weights compared to the
negative ionisation results. Overall, the results indicate that the compounds
in the flowback water and shale are relatively small with a wide range of
polarity.

3.2. Similarities and differences among the different test conditions

The principal component analysis (PCA) plots show the similarities and
differences among the different test conditions for the liquid and solid
phases in positive (Fig. A.3a) and negative ionisation (Fig. A.3b) modes.
5

The dimensions 1–3 were chosen based on the scree plots (Fig. A.4a and
Fig. A.4b). These three dimensions together explain 47 % and 55.4 % of
the variances in positive and negative ionisation mode, respectively. Al-
though, the solid phase results do not indicate clear differences among
the different samples, the HPT_FBW + S results show slight differences
with the other test conditions. For the liquid phase, differences are more
pronounced. In the liquid phase the blanks, FBW and UPW + S samples
cluster well together, indicating that the control samples do not show a
lot of variance among the different temperature and pressure conditions.
The HT_FBW + S samples in the liquid phase show the highest variance
to the other test conditions. The negative ionisation results show the
same trend as those of the positive ionisation results. These observations
are confirmed by the hierarchical clustering results for positive and nega-
tive ionisation (Fig. A.5a and Fig. A.5b).

The volcano plots present differences between the different test
conditions in positive (Fig. 3ab) and negative (Fig. A.6) ionisation. A com-
bination of the statistical significance (y-axis) and the magnitude of change
(x-axis) is plotted for each feature. The retention time is plotted as a third
dimension using a color gradient from green (low) to red (high). The
exact accurate mass and retention times are given for the five least intense
(blue) and the five most intense (red) features.

The five least influenced features are those that remained most similar
across the different conditions, and the reverse is true for the five most in-
fluenced features. The more extreme the magnitude of change (positive
or negative) and the higher the significance, the larger the difference in ex-
pression for a certain feature becomes.

For the liquid phase test samples, all three conditions (HP,HT, andHPT)
show similar degrees of variance to the ATM_FBW + S samples. For the
solid phase, the HPT condition shows the highest variance to the
ATM_FBW + S sample, which confirms the results for the solid phase
shown in Fig. A.3a. Due to the relatively low number of features for the neg-
ative ionisation results, it is difficult to draw conclusions (Fig. A.6).

The ratio distributions of the IS-eq. concentrations of HP_FBW + S,
HT_FBW+ S and HPT_FBW+ S compared to the ATM_FBW+ S samples
for the positively ionisable features and the negatively ionisable features
are presented in Figs. 4 and A.7, respectively. The results generally show
a symmetrical shapewith a peak in feature percentage at a factor difference



Fig. 2.Retention time andmolecular weight distributions of features in positive ionisationmode for (a) the liquid phase (features with log2FC>5 between FBW+S samples
and FBW samples were considered) and (b) the solid phase (features with log2FC > 5 between FBW + S samples and UPW + S samples were considered) for the four
conditions.
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of 1 to 5 compared to the ATM condition and a decreasing feature percent-
age as the factor difference increases. An exception is the solid
HPT_FBW + S results for the negatively ionisable features where a more
even distribution is observed (see Fig. A.7, bottom panel). This may be
due to the relatively low number of features detected in this sample. The
feature percentage of the positively ionisable features in the solid
HP_FBW+ S samples peak at a factor 2–5 (Fig. 4, top panel). Nonetheless,
the results clearly show that the majority of features deviate a factor 1–5
(decrease or increase) from the ATM conditions.

3.3. Tentative identification of the five most intense features

The five features most affected by the different conditions have been
tentatively identified (Tables A.2a and A.2b). Those features tentatively
identified to at least a confidence level of 3 are presented in Table 2.
Their uses are described here. Dibutyl phthalate is used as a plasticizer, in-
sect repellent in textile, and as a solvent for perfumes, oils and epoxy resins
(Haz-Map, 2021). It is also a geogenic compound that can be mobilised
from the subsurface during hydraulic fracturing activities (Faber et al.,
2017). Benzamide and Methylsuccinic acid are used in organic synthesis
6

(Haz-Map, 2021). Glutaric acid is used in the production of polymers and
for biochemical research (Haz-Map, 2021). These candidates are not specif-
ically relevant only for hydraulic fracturing related activities. No uses were
found for the other tentatively identified candidates.

3.4. Chemical fate of 1,2-benzisothiazolin-3-one under different temperature and
pressure conditions

1,2-benzisothiazolin-3-one was detected in positive ionisation with a
neutral molecular weight of 151 Da and a retention time of 8.81 min. The
highest amount of 1,2-benzisothiazolin-3-one in the test samples was
found in the liquid phase at ATM conditions (Fig. 5). The results for the
three test conditions (HPT, HP and HT) are all significantly different and
much lower than the ATM_FBW + S results, with the HPT (5 % of ATM)
and HP (6 % of ATM) conditions deviating the most from the ATM condi-
tion.

The IS-eq. concentration of 1,2-benzisothiazolin-3-one in the solid
phase is very low compared to that found in the liquid phase test results.
The HP_FBW + S result is the only one significantly different from the
ATM condition with an IS-eq. concentration equal to 317 % of that found
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Fig. 3. Volcano plots comparing the different test conditions (HP, HT and HPT) to the atmospheric conditions for the liquid phase (a) and the solid phase (b) in positive
ionisation mode. The top 5 features responsible for differences between the atmospheric and test conditions are listed at the bottom of each plot in order of importance.
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in the ATM condition, indicating that dissolution occurred as a result of the
high pressure conditions.

In regard to the test results, pressure had a greater impact than temper-
ature on degradation and/or sorption processes. The results for the controls
in the liquid phase did not significantly differ from the ATM control results.
However, in the solid phase, all three control conditions differed signifi-
cantly from the ATM control conditionwith the HP control sample differing
the most, confirming that pressure played a major role in the chemical fate
of 1,2-benzisothiazolin-3-one.

The intensity distributions of the features tentatively identified to at
least a confidence level of 3 are presented in the supplementary material
(Figs. A.8a-g; Table 2). In the liquid phase, HT conditions deviated the
most from ATM conditions for four out of the seven tentatively identified
features. One feature showed that the HP condition deviated the most
and for a further two features, no significant difference was found. In the
solid phase, the results of two features showed that eitherHTor HPT played
7

a major role in chemical fate and the other five features showed no signifi-
cant difference to the ATM condition.

3.5. Results summary

Table 3 shows a summarized overview of which test conditions deviate
the most from the ATM conditions according to the different chemical
properties for all retrieved features, for the spiked chemical 1,2-
benzisothiazolin-3-one, and the seven tentatively identified features with
a confidence level of 3. It should be noted that the tentatively identified fea-
tures nr. 3 and 7 show no significant differences among the four test condi-
tions, which is attributed to the low reproducibility of the triplicates rather
than to insignificant differences from the ATM results (Fig. A.8c and
Fig. A.8 g). Table 3 clearly shows that depending onwhat property is looked
at, either temperature, pressure or the combination of both temperature
and pressure play a role in chemical fate processes. These properties include



liquid samples (pos) solid samples (pos)

Fig. 4. Ratio distributions of the high temperature and/or pressure test samples compared to the atmospheric test samples for all the positively ionisable features detected in
the liquid and solid phase samples.

Table 2
Tentative identification of the five most intense features for the different experimental conditions, with a confidence level (Schymanski et al., 2014) of at least 3.

Nr Mode Phase Condition Molecular weight (Da) Retention time (min) Conf. level Molecular formula Candidate(s)

1 pos Liquid HP vs ATM 278.1514 22.263 3 C16H22O4 Dibutyl phthalate
2 pos Liquid HT vs ATM 121.05245 6.922 3 C7H7NO Benzamide
3 pos Solid HPT vs ATM; HT vs ATM 292.10117 15.497 3 C18H13FN2O 1-(4-Fluorobenzyl)-2-(2-furyl)-1H-benzimidazole

1-(2-Fluorobenzyl)-2-(2-furyl)-1H-benzimidazole
4 neg Liquid HT vs ATM 201.99354 2.589 3 C7H6O5S 2-Sulfobenzoic acid

4-Sulfobenzoic acid
3-Sulfobenzoic acid

5 neg Liquid HT vs ATM 205.97053 7.668 3 C6H6O4S2 S-(4-Hydroxyphenyl) hydrogen sulfurothioate
5-(Methylsulfonyl)-2-thiophenecarboxylic acid
5-Acetyl-2-thiophenesulfonic acid

6 neg Liquid HP vs ATM 132.04235 2.641 3 C5H8O4 Glutaric acid; methylsuccinic acid
Methylsuccinic acid

7 neg Solid HT vs ATM 225.87371 3.151 3 H2O6S4 Tetrathionic acid
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Fig. 5.Chemical fate of 1,2-benzisothiazolin-3-one under different temperature and pressure conditions in the liquid and solid phase (positive ionisation). Concentrations are
expressed as internal standard equivalent. Error bars show the standard deviations of the triplicate samples. A blue and grey asterisk represents a significant difference to the
atmospheric condition for the test and control samples, respectively. A red asterisk indicates the largest significant difference to the atmospheric condition for the test results.
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number of chemical compounds, summed IS-eq. concentrations, molecular
weight distributions, retention time distributions but also the mode in
which the chemical ionises and the initial phase (solid or liquid) in which
the compound is present. When looking at the total number of compounds
and the summed IS-eq. concentrations, temperature and/or pressure may
play a significant role in chemical fate, which leads to an increase or de-
crease in the number of compounds and/or their concentrations.

4. Discussion and conclusion

The results show that high temperature and/or pressure conditions im-
pact the chemical fate of hydraulic fracturing chemicals, as can be ex-
plained by processes of transformation, sorption, degradation and/or
dissolution. It is, however, not possible to clearly discern between these
Table 3
Test condition(s) that deviate the most from the atmospheric conditions according to th

T and P conditions significantly deviating from ATM

Liquid phase So

pos neg po

Retention times (Fig. 2 and Fig.
A.2ab)

HP; HPT HPT; HP ns

Molecular weight distribution
(Fig. 2 and Fig. A.2ab)

ns ns HP

PCA (Fig. A.3ab) HT HT HP
Volcano plots (Fig. 3 and Fig. A.6) similar nd sim
Number of features (Fig. 1) ns ns HP

(66
Summed IS-eq. concentrations
(Fig. 1)

HP(90 %); HT
(109 %); HPT(94 %)

HT(147 %); HPT(118 %) ns

1,2-benzisothiazolin-3-one (Fig. 5) HPT(5 %); HP(6 %);
HT(33 %)

/ HP

Tentatively identified feature nr.
1 (Fig. A.8a)

HP(474 %); HPT
(405 %)

/ ns

Tentatively identified feature nr.
2 (Fig. A.8b)

HT(14,558 %); HPT
(3884 %)

/ HP
(62

Tentatively identified feature nr.
3 (Fig. A.8c)

ns / ns

Tentatively identified feature nr.
4 (Fig. A.8d)

/ HT(212,728 %); HPT
(40,557 %); HP(1343 %)

/

Tentatively identified feature nr.
5 (Fig. A.8e)

/ HT(60,199 %); HPT
(2209 %); HP(112 %)

/

Tentatively identified feature nr.
6 (Fig. A.8f)

/ HT(16,780 %); HP(9854 %) /

Tentatively identified feature nr.
7 (Fig. A.8 g)

/ ns /

ns = no significant difference among the four test conditions.
similar = the HPT, HP and HT results all deviate to the same degree from the ATM res
nd = not determined due to inconclusive results.
/ = not relevant.
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processes. Downhole conditions may impact possible exposure to these
chemicals, and thus influence the resulting risks for humans and ecosystems
(Schout et al., 2018, 2019). It is, however, also unclear to what extent tem-
perature and/or pressure influence these processes.

The effects of pressure and/or temperature on the test samples are not
comparable with those observed for the control samples. This is expected
since the compounds in the FBW samples cannot undergo sorption or disso-
lution processes due to the absence of shale and those in the UPW+S sam-
ples do not undergo significant sorption processed due to the absence of
flowback water. The conclusions based on the interpretations of the results
for the compounds as a whole (Fig. 1, Fig. 2, Fig. A.2ab, Fig. 3, Fig. A.3ab
and Fig. A.6) are not necessarily confirmed by the conclusions drawn
from the interpretation of the results for the individual compounds (1,2-
benzisothiazolin-3-one and the tentatively identified features). This may
e different result interpretations and the potential associated chemical fate process.

Potential chemical fate process

lid phase

s neg

HP; HPT /

T; HT HPT; HT /

T ns /
ilar nd
(141 %); HT
%); HPT(115 %)

HT(83 %) /

HPT(175 %); HT
(127 %)

/

(317 %) / Degradation (liquid) and/or sorption to shale
and/or transformation (solid)

/ Dissolution from shale and/or transformation
(liquid)

T(970 %); HT
2 %)

/ Transformation (liquid and solid)

/ nd

ns Transformation (liquid) and/or dissolution

HT(5055 %);
HPT(2209 %)

Transformation (liq + sol)

ns Transformation (liquid)

ns nd

ults.
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be explained by the fact that temperature and pressure have a
chemical-specific effect on environmental fate processes. High pressure
and/or temperature may impact chemical fate by increasing or decreasing
the concentrations of compounds present in the related water and shale.
Furthermore, the results show that the degree and direction of change is
chemical specific, lower or equal to a factor of five compared to ATM. For
a few individual compounds the degree of change can exceed this factor
of five. This suggests that environmental fate models based on surface con-
ditions may be used for an approximation of chemical fate under downhole
conditions by applying an additional factor of five to account for this uncer-
tainty, resulting in higher predicted environmental concentrations and thus
more stringent standards or allowed emissions. The results thereof should,
however, be interpreted by considering that this uncertainty is related to
the assessment over the chemicals in general and that the results will not
be representative for all compounds individually.

The available studies that investigated downhole transformation of
chemicals (Kahrilas et al., 2016; Tasker et al., 2016; Xiong et al., 2018;
Schenk et al., 2019; Song et al., 2022, Tables A.5 and 4) looked at chemical
behaviour under downhole conditions, and generally found that tempera-
ture played a significant role whereas the effects of pressure were either
negligible or not considered (Table 4). However, Song et al. (2022) found
that pressure had a greater effect on methane solubility in oil-based muds
than temperature did, and is the only study concluding that pressure influ-
ences downhole transformation, which is in line with the results observed
in the present study. The present study found that both temperature and
pressure played a role in downhole transformation of flowback related
chemicals. Among the various studies used for comparison, Schenk et al.
(2019) and Song et al. (2022) are the least comparable with the current
study because the mediums used and research questions greatly differ
from those of the current study (TablesA.5 and 4). Song et al. (2022) looked
at the solubility of a gas (i.e.methane) in oil-basedmudswhile Schenk et al.
(2019) looked at the effects of high temperature on formaldehyde leaching
from proppants. The current study looked at overall chemical fate in water
and in shale using proxies (RT, MW, feature intensity, total number of fea-
tures, IS-eq. concentrations, and similarities and differences among sam-
ples). The quality of flowback water, such as pH, salinity and dissolved
organic carbon can substantially vary depending on the composition of
the initially injected fracturing fluid and on the properties of the hydraulic
fractured formation. These properties are important since they can influ-
ence the outcome of an experiment, and should be considered both for fu-
ture studies looking to replicate the current study and for comparing
Table 4
Research topics, variables and experimental properties of the current study and of the p
Xiong et al., 2018; Schenk et al., 2019; Song et al., 2022.

Study Research topic description Variables considered Variable(s)
had a signi
impact

Current
study

Effects of downhole temperature and
pressure on the fate of flowback
related chemicals.

Temperature and pressure Temperatu
and pressu

Kahrilas
et al.,
2016

Effects of temperature, pressure, pH
and salinity on downhole
transformation of glutaraldehyde.

Temperature, pressure, pH,
salinity and shale amount

Temperatu
pH and sal

Tasker
et al.,
2016

Effects of high pressure and
temperature on organic compounds.

Temperature and pressure
(one variable), and shale
amount

Temperatu
and pressu
(one variab

Xiong
et al.,
2018

Effects of temperature, pressure and
salinity on polyacrilamide
degradation.

Temperature, pressure and
high salinity

Temperatu

Schenk
et al.,
2019

Effects of high temperature on
leaching of formaldehyde from
proppants.

Temperature Temperatu

Song
et al.,
2022

Effects of temperature and pressure on
the solubility of methane in oil-based
muds.

Temperature, pressure, base
oil content, and viscosity of
oil-based mud

Pressure

a A range is provided due to the large number of variables.
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results of different studies. This is also true for shale properties, such as car-
bon content and specific surface area.

Table A.5 shows that the mediums used and their properties vary con-
siderably among the different studies (Kahrilas et al., 2016; Tasker et al.,
2016; Xiong et al., 2018; Schenk et al., 2019; Song et al., 2022). The fluid
and shale properties were not always available, and different studies re-
ported different types of properties. The fluids used include drilling muds
(Song et al., 2022). The pH strongly affects aqueous solubility of many
ionisable compounds (Msaky and Calvet, 1990; Kale et al., 2020; Sirianni
et al., 2021). High salinity may increase adsorption potential of certain
chemicals (Diraki et al., 2022; Goh et al., 2022) and decrease solubility of
organic compounds (Xie et al., 1997). The variations in medium properties
among the different studies (Table A.5) can significantly impact the exper-
imental outcomes. The different mediums used in these experiments are
flowback water (current study), synthetic hydraulic fracturing fluid
(Tasker et al., 2016; Xiong et al., 2018), 500 mg/L glutaraldehyde solution
(Kahrilas et al., 2016), produced water (Schenk et al., 2019) and oil-based
muds (Song et al., 2022). Except for the synthetic hydraulic fracturing fluid
used in Tasker et al. (2016) and Xiong et al. (2018), and based on the avail-
able information, fluid properties differ greatly from each other. The spe-
cific chemical composition is only known for the fluid used in Kahrilas
et al. (2016). Nonetheless due to the variety of experimental fluids used,
it can be assumed that their chemical composition varies noticeably.

Table 4 clearly shows that research questions, variables and experimen-
tal properties vary among the studies used for comparison. Kahrilas et al.
(2016) included the most variables in their experiment whereas Schenk
et al. (2019) considered the least variables. Temperature is the only vari-
able that was considered in all the studies. Pressure was not taken into con-
sideration in Schenk et al. (2019). Salinity was included in Kahrilas et al.
(2016) and Xiong et al. (2018). The amount of shale as a variable was in-
cluded in Kahrilas et al. (2016) and Tasker et al. (2016). pH was only con-
sidered by Kahrilas et al. (2016). Higher pressures were used in the current
study (450 bar) and in Song et al. (2022; 560 bar) than in the other studies
(83–110 bar). These two studies were also the only ones where pressure
was found to have a significant impact on the experimental outcome.
High temperature conditions among the various experiments vary less
than pressure (80–140 °C), with Kahrilas et al. (2016) and Song et al.
(2022) using the highest temperature conditions (140 °C), followed by
that of the current study (100 °C), Schenk et al. (2019; 93 °C), Tasker
et al. (2016; 80 °C) and Xiong et al. (2018; 80 °C). Except for Song et al.
(2022), temperature played a significant role in the experimental
ublications used for comparison purposes (Kahrilas et al., 2016; Tasker et al., 2016;

that
ficant

Experimental properties

Temperature
(°C)

Pressure
(bar)

pH Salinity Shale
(amount)

Other

re
re

25, 100 1, 450 – – 500 mg (for
7,5 mL)

–

re,
inity

65, 100, 140 6.9, 110 6,
7,
8

0, 1, 2,
2.8 M
[NaCl]

0, 12, 24,
36 g (for
500 mL)

–

re
re
le)

22, 80 1, 83 – – 0, 5, 25,
125, 250 g
(for 1 L)

–

re 80 83 – 3 M
[NaCl]

5 g (for
200 mL)

–

re 93 – – – 1 g (for
20 mL)

–

40-140a 20-560a – – 70, 80,
90 % (base
oil content)

20, 41, 61, 63, 64 mPa.
s (oil-based mud
apparent viscosity)



A.-H. Faber et al. Science of the Total Environment 888 (2023) 163888
outcomes. This is probably due to the completely different matrix used in
Song et al. (2022), i.e. oil-based mud, compared to the other experiments.
Kahrilas et al. (2016) were the only ones to use pH as a variable in the ex-
periments. Salinity was only used as an experimental variable in Kahrilas
et al. (2016) and Xiong et al. (2018), Kahrilas et al. (2016) found that tem-
perature, pH and salinity played a significant role in downhole transforma-
tion of glutaraldehyde, whereas Xiong et al. (2018) only found temperature
to significantly impact polyacrylamide degradation. pH and salinity should
be considered as experimental variables in future studies in order to eluci-
date the extent to which they influence downhole chemical fate.

It should also be noted that the standard deviations observed in the
present study, although in general very well acceptable, show a low repro-
ducibility of certain triplicates (see error bars in Fig. 1, Fig. 5, and Fig. A.7a-
7 g). This is especially true for the solid phase samples and has an impact on
the possibilities to find significant differences between conditions. This
may be explained by themany steps needed for sample treatment including
ASE for the solid phase samples. Another source of uncertainty lies within
the setup of the experiment. In the subsurface, shale is present as a solid
unit whereas in this study shale was used in powder form. This may lead
to an overestimation of sorption because of the increased surface area in
the powdered shale. Moreover, flowback water was used in these experi-
ments instead of flowback fluid, so compounds present in the flowback
had already been put under high pressure and temperature conditions
prior to being used in this study. This may lead to an underestimation of
the effects of pressure and temperature on chemical fate in regard to the re-
sults presented in this study. In addition, the evaporation of the solid phase
extracts to transfer the compounds into a water matrix suitable for HRMS
analysis may have caused a loss of relatively volatile compounds, which
may lead to an underestimation of geogenic or sorbed chemicals in the
shale. In addition, downhole conditions were simulated using temperature
and pressure as variables, missing properties such as pH and salinity. This
may impact the conclusions drawn in regard to the chemical processes in-
volved to explain the differences observed between the results of the differ-
ent pressure and temperature conditions.

Toxicity testing is important in evaluating the potential threat to human
and environmental health (Chapman, 1995; Krewski et al., 2009; Faber
et al., 2017; Diaz-Sosa et al., 2020; Faber et al., 2021; González-Vega
et al., 2022; Hossini et al., 2022). However, it is difficult to determine the
toxicity of a mixture based on the chemical composition due to the effects
of mixture toxicity, which may result in an increase or decrease in toxicity
compared to the summed toxicities of the individual compounds
(Cedergreen, 2014; Altenburger et al., 2015; Kumari and Kumar, 2020;
Hamid et al., 2021; Martin et al., 2021; Chatterjee and Roy, 2022). There-
fore, a study focusing on the effects of high pressure and temperature on
human- and eco-toxicitymay bemore relevant than studying the downhole
effects on chemical composition. This may not be useful in advancing envi-
ronmental fate models for downhole conditions but could provide impor-
tant information on toxicity in relation to downhole exposure of
hydraulic fracturing related chemicals. If toxicity tests show safe toxicity
levels of a fracturing fluid after being subjected to downhole conditions,
then chemical fate studies may not be needed. The toxicity testing would,
however, need to be carried out on a hydraulic fracturing activity specific
basis.

This study and other available studies clearly show that hydraulic frac-
turing compounds are impacted by downhole conditions. This study also
found that the majority of compounds are not greatly impacted by
downhole conditions (a factor 1–5 difference for themajority of chemicals).
This means that standard environmental fate models, which are generally
based on aboveground conditions, could be used as a first approximation
of environmental fate for a majority of compounds by applying an addi-
tional factor of five to account for this uncertainty. More accurate insight
into chemical fate under downhole conditions may be gained by studying
a fracturing fluid of known chemical composition and include an increased
number of temperature and pressure conditions as well as other variables
e.g., shale concentration, salinity and pH. An array of solutions containing
a different subset of compounds may be prepared to gain better insight
11
into mixture effects of the studied compounds under different conditions.
Current environmental fate models, generally relying on aboveground con-
ditions, may then be programmed to include chemical fate prediction of
compounds under different downhole conditions. However, in view of the
large number of compounds involved this will be a laborious and lengthy
process. A first step may be to focus on a specific region and on representa-
tive compounds andmixtures typically used for the region of interest. To do
this, more transparency may be needed from the drilling companies con-
cerning the specific composition of the hydraulic fracturing fluids used.
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