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A B S T R A C T 

Blue straggler stars (BSS), one of the most massive members of star clusters, have been used for o v er a decade to investigate 
mass se gre gation and estimate the dynamical ages of globular clusters (GCs) and open clusters (OCs). This work is an extension 

of our previous study, in which we investigated a correlation between theoretically estimated dynamical ages and the observed 

A 

+ 

rh values, which represent the sedimentation level of BSS with respect to the reference population. Here, we use the ML-MOC 

algorithm on Gaia EDR3 data to extend this analysis to 23 OCs. Using cluster properties and identified members, we estimate 
their dynamical and physical parameters. In order to estimate the A 

+ 

rh values, we use the main sequence and main sequence 
turnoff stars as the reference population. OCs are observed to exhibit a wide range of degrees of dynamical evolution, ranging 

from dynamically young to late stages of intermediate dynamical age. Hence, we classify OCs into three distinct dynamical 
stages based on their relationship to A 

+ 

rh and N relax . NGC 2682 and King 2 are disco v ered to be the most evolved OCs, like 
F amily III GCs, while Berkele y 18 is the least evolved OC. Melotte 66 and Berkeley 31 are peculiar OCs because none of their 
dynamical and physical parameters correlate with their BSS se gre gation lev els. 

Key words: methods: statistical – blue stragglers. 
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 I N T RO D U C T I O N  

tar clusters play a major role in our understanding of stellar
volution, stellar dynamics, and galactic evolution (Portegies Zwart, 
cMillan & Gieles 2010 ; Renaud 2018 ). Older clusters (age >

 Gyr) are in their long-term evolutionary phase (Krumholz, McKee 
 Bland-Hawthorn 2019 ; Krause et al. 2020 ), during which the

ollowing factors contribute to and drive the evolution of a cluster: (i)
luster properties: depending on their initial characteristics, such as 
ass function, total mass, binary fraction, number of stars, etc., clus-

ers with comparable ages and locations in the Galaxy can be at very
ifferent stages of their dynamical evolution (Ferraro et al. 2012 ). (ii)
nternal factors: stellar interactions and encounters between cluster 
embers have a cumulati ve ef fect of pushing the cluster toward

nergy equipartition, which subsequently leads to mass se gre gation. 
s a result, the configuration of cluster members changes o v er time

Vesperini 2010 ). (iii) External factors: interactions with nearby giant 
olecular clouds (if any) and galactic potential play a significant 

ole in determining the shape and size of a cluster (Baumgardt &
akino 2003 ). Due to the internal dynamics and external factors, the

roperties and stellar content of a cluster keep changing throughout 
ts lifetime. F or man y years no w, a v ariety of techniques have been
sed to determine the dynamical stages of star clusters, such as
 E-mail: p20170419@pilani.bits-pilani.ac.in (KKR); kaushar@pilani.bits- 
ilani.ac.in (KV); souradeep@iucaa.in (SB) 
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he slope of mass functions (Bhattacharya et al. 2017a , b , 2021 ), the
e gre gation of massiv e populations (Allison et al. 2009 ; Bhattacharya
t al. 2022 ), and the radial distributions of blue straggler stars
BSS; Ferraro et al. 2012 , 2018 ; Vaidya et al. 2020 ; Rao et al.
021 ). 
A cluster hosts a variety of simple stellar populations as well

s exotic stellar populations which are descendants of stellar in- 
eractions and binary evolution, like BSS (Stryker 1993 ; Bailyn 
995 ), cataclysmic variables (Ritter 2010 ), and so on, o v er the
ourse of its existence. BSS are particularly intriguing among exotic 
opulations because they are bluer and brighter than main-sequence 
urnoff stars (MSTOs), and thus appear to defy the standard theory
f stellar evolution (Sandage 1953 ). Their unusual location on 
olour–magnitude diagrams (CMD) suggests that they have gained 
dditional mass during their history, making them one of the most
assive populations of star clusters (Shara, Saffer & Livio 1997 ;
iorentino et al. 2014 ). Massive stars, including BSS, are known to
ink into the cluster centre faster than any other cluster population due
o the effect of dynamical friction (Chandrasekhar 1943 ). Thus, BSS
ave been used as tools to determine the dynamical ages of globular
lusters (GCs; Ferraro et al. 2012 , 2018 , 2019 ; Ferraro, Lanzoni
 Dalessandro 2020 ; Cadelano et al. 2022 ; Dresbach et al. 2022 ;
eccari, Cadelano & Dalessandro 2023 ) and open clusters (OCs; 
hattacharya et al. 2019 ; Vaidya et al. 2020 ; Rao et al. 2021 ). In Rao
t al. ( 2021 , hereafter Paper I ), we estimated the dynamical ages of
1 OCs using the sedimentation level of their BSS population in the
Cs’ centre. There we determined the sedimentation level of BSS 
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sing the A 

+ parameter, i.e. the area enclosed between cumulative
adial distributions of BSS and reference population. 1 , given as 

 

+ = 

∫ x 

x min 

φBSS ( x 
′ ) − φREF ( x 

′ )d x ′ (1) 

here x = log ( r/r h ) and x min are the outermost and innermost radii
rom the cluster centre, respectively, and r h is the half-mass radius
f the cluster. A 

+ is an observational parameter which was first
ntroduced by Alessandrini et al. ( 2016 ) to indicate the level of BSS
e gre gation. The y showed that A 

+ should al w ays rise as a cluster
v olves, b ut the presence of neutron stars and black holes in the
luster environment delays the BSS se gre gation process, which in
urn slows A 

+ growth. Stellar populations of a cluster differentially
xperience the strength of the Galactic field. Consequently, the inner
egion of a cluster is least responsive to the Galactic field and thus
ost susceptible to mass se gre gation due to two-body relaxation.
herefore, we estimated A 

+ up to r h for OCs, as was done for
Cs (Lanzoni et al. 2016 ), and hence named A 

+ 

rh . In order to know
hether A 

+ 

rh actually an indicator of dynamical ages for OCs as was
bserved for GCs (Ferraro et al. 2018 ), we had compared them with
he theoretical estimates of dynamical ages of star clusters, namely
he number of central relaxation a cluster has experienced since
ts formation, N relax (see Section 3 for its mathematical formula).
n Paper I , we obtained a broad correlation between A 

+ 

rh and N relax 

ompared to that of GCs and showed that OCs are among the less
volved GCs. The sample size of OCs in Paper I was small compared
o the 48 GCs data points. Therefore in this work, we increase our
ample to 23 OCs (ages > 1 Gyr), including a reanalysis of the 11
Cs studied in Paper I , to re-investigate the previously estimated

elationships of A 

+ 

rh versus dynamical and physical parameters. With
hese relations, we aim to explore the dynamical ages of 23 OCs. 

The rest of the paper is organized as follows: In Section 2 , we de-
cribe the membership identification process of 23 OCs. In Section 3 ,
e present details of BSS and reference population identification, and

stimation of A 

+ 

rh , physical, and dynamical parameters for 23 OCs.
n Section 4 , we discuss the relationships of A 

+ 

rh with other markers
f cluster dynamical age, namely N relax , and physical parameters of
Cs, as well as how they compare to GCs. Based on those relations,
e estimate their dynamical ages. In the end, in Section 5 , we present

he summary and conclusion of this study. 

 DATA  A N D  M EMBERSHIP  IDENTIFICATI ON  

e use the ML-MOC algorithm (Agarwal et al. 2021 ) on the
aia EDR3 data (Gaia Collaboration 2021 ) to identify members
f 23 OCs. ML-MOC is the k-Nearest Neighbour (kNN; Co v er
 Hart 1967 ) and Gaussian mixture model (GMM; McLachlan &
eel 2000 ) based membership determination algorithm for OCs.
t uses proper motions and parallax information from Gaia data
n order to identify members. ML-MOC is described in detail in
garwal et al. ( 2021 ) on Gaia DR2, with further applications for
Cs membership determinations to Gaia EDR3 in Bhattacharya

t al. ( 2021 , 2022 ), Panthi et al. ( 2022 ), and Rao et al. ( 2022 ,
023 ). Bhattacharya et al. ( 2022 ) investigated the completeness
f the Gaia EDR3 data using NGC 2248 as a representative OC.
hey compared its Gaia EDR3 members with deeper Pan-STARRS1
R2 data and demonstrated that Gaia EDR3 data is ∼90 per cent

omplete down to G = 20 mag. Bhattacharya et al. ( 2022 ) also
xplored the completeness and contamination fraction of ML-MOC
NRAS 526, 1057–1074 (2023) 

 In Paper I , we used MSTOs, SGBs, RGBs, and RCs as a reference population. 

i  

t  

p  
y comparing the identified cluster members of Berkeley 39 with its
eepest available spectroscopic data (Bragaglia et al. 2022 ). With this
nv estigation, the y found that ML-MOC is ∼ 90 per cent complete
ith ∼2.3 per cent contamination fraction down to G = 19.5
ag. 
In Fig. 1 , we show the spatial, proper motion, and parallax

istributions of Sample sources and members of NGC 188 OC as
 representative. Here, the Sample sources are sources in the cluster
egion which are having a higher fraction of cluster members than
eld stars and members are final cluster members having membership
robability > 0.2. We have identified 1061 sources as members of
GC 188. We estimate the cluster limit beyond which probable

luster members are indistinguishable from field stars, as 30 arcmin,
hich we term as the cluster radius. We similarly estimated cluster

adii for the rest of the 22 OCs, which are listed in column 4 of
able 1 . Among 23 OCs, the CMD of Trumpler 5 is quite broad
see the middle panel of Fig. A2 ). In Rain et al. ( 2021 ) and Paper
 , it has been shown that the primary reason behind the broad CMD
f Trumpler 5 is the ef fect of dif ferential reddening and extinction
long the line of sight of the cluster. Therefore, it is necessary to
orrect its members from differential reddening and extinction in
rder to identify genuine BSS candidates. Following Massari et al.
 2012 ), we performed differential reddening correction for members
f Trumpler 5, see Section 5 for details of the method. 

 ANALYSI S  

.1 Identification of BSS and r efer ence population 

e identify the BSS and reference population (REF) of 23 OCs
sing the method established in Paper I . We describe the method
riefly here. First, we plot the CMDs of the 23 OCs and fit PARSEC
sochrones. In order to fit isochrones, we choose known ages and
etallicities estimated in the literature. We estimate the distance to

n OC as the mean distance of their bright members (G ≤ 15 mag or
 ≤ 16 mag when there are very few members for G ≤ 15 mag) taken

rom Bailer-Jones et al. ( 2021 ). We have estimated the lower bound
nd upper bound of the distance to each OC as the mean of the lower
ound and the mean of the upper bound of their bright members,
espectively. The Gaia DR3 data provides A G and E(BP −RP) of
 maximum fraction of cluster members. We estimate the range of
 G for each OC as the range of A G of their bright members. In
rder to fit the isochrones to 23 OCs, we choose the values of A G 

rom the estimated range which fits best along with the estimated
ange of distances and known ages and metallicities. In order to
isually best fit the isochrones, we also tuned ages within literature
anges. The fundamental parameters of the 23 OCs corresponding
o the fitted isochrones are listed in Table 1 . The last column
f Table 1 shows the references of metallicities and ages for 23
Cs. 
We plotted ZAMS of age 40–120 Myr in order to a v oid the

nclusion of hot subdwarfs and gap stars located just below the BSS
opulation. We also plotted equal mass binary isochrone in order to
 xclude unresolv ed binary located immediately abo v e MSTO points
f OCs. We then normalized OCs CMDs, isochrones, ZAMS, and
qual mass binary isochrones in order to locate turnoff magnitudes
f OCs at (0,0). Therefore, we denote the normalized colour and
agnitude of CMD by (BP −RP) ∗ and G 

∗, respectively. All the OCs
re divided into two categories based on the shape of their fitted
sochrones, those having a blue hook near their MSTO points or
hose with a smooth rightward-going isochrone from their MSTO
oints. We then followed the steps given in Paper I to identify BSS,
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Figure 1. The spatial, proper motion, and parallax distribution of Sample sources (grey) and cluster members (orange) of NGC 188 OC identified by the 
ML-MOC algorithm. 

Table 1. The list of clusters studied in this work, their fundamental parameters, the total number of BSS, and references for ages and 
metallicities. 

RA Dec. R Age Distance [M/H] A V 

Name (deg) (deg) (arcmin) (Gyr) (pc) (dex) (mag) N BSS Reference 

Berkeley 17 80 .136307 30 .573710 15 9 3000 − 0 .01 1 .74 18 1, 2, 3 
Berkeley 18 80 .534671 45 .440855 15 3 .7 5200 − 0 .39 1 .9 23 4, 5 
Berkeley 21 87 .931125 21 .802785 9 2 .1 6100 − 0 .54 2 .5 10 6, 7 
Berkeley 31 104 .406861 8 .284359 5 3 .1 7000 − 0 .35 0 .51 12 4, 8 
Berkeley 32 104 .53249 6 .436102 10 4 .9 3250 − 0 .3 0 .52 14 9, 10, 11 
Berkeley 36 109 .100877 − 13 .196754 10 3 .0 5300 − 0 .15 2 .05 18 12, 13, 28 
Berkeley 39 116 .696526 − 4 .668978 14 5 .65 4200 − 0 .15 0 .51 17 14 
Collinder 261 189 .522487 − 68 .379857 20 6 2800 − 0 .03 0 .96 37 1, 8, 13 
King 2 12 .743372 58 .193953 8 5 .8 5700 − 0 .42 1 .26 19 15, 16, 17 
Melotte 66 111 .574698 − 47 .686005 15 3 .4 4810 − 0 .176 0 .43 14 14, 18 
NGC 188 11 .830432 85 .241492 30 7 1800 0 .12 0 .15 19 14 
NGC 1193 46 .488114 44 .383018 10 4 .3 5400 − 0 .22 0 .6 15 4, 19 
NGC 2141 90 .728093 10 .457084 12 2 .3 4150 − 0 .33 1 .25 16 13, 20, 21 
NGC 2158 91 .863715 24 .098575 10 1 .9 4000 − 0 .15 1 .5 48 12, 14 
NGC 2506 120 .009294 − 10 .774234 20 2 .1 3300 − 0 .27 0 .25 11 14 
NGC 2682 132 .8518 11 .8248 48 4 840 0 .0 0 .08 12 12, 22 
NGC 6791 290 .223531 37 .777353 15 8 .5 4300 0 .31 0 .38 29 14 
NGC 6819 295 .328552 40 .1875522 18 2 .73 2400 0 .0 0 .45 16 14, 22 
NGC 7789 359 .330567 56 .726606 35 1 .6 1900 − 0 .093 0 .85 13 18, 23 
Pismis 2 124 .480956 − 41 .676602 10 1 .5 4000 − 0 .07 4 .1 10 13, 24, 25 
Tombaugh 2 105 .772938 − 20 .817078 6 2 .05 8500 − 0 .31 1 .1 25 26, 27 
Trumpler 5 99 .132815 9 .475601 20 3 3050 − 0 .403 1 .4 53 22 
Trumpler 19 168 .62611 − 57 .565928 15 3 .7 2420 0 .14 0 .5 12 13, 15 

Note. 1 Bragaglia et al. ( 2006 ), 2 Friel, Jacobson & Pilachowski ( 2005 ), 3 Bhattacharya et al. ( 2019 ), 4 Overbeek, Friel & Jacobson ( 2016 ), 
5 Netopil et al. ( 2016 ), 6 Tosi et al. ( 1998 ), 7 Yong, Carney & Teixera de Almeida ( 2005 ), 8 Bragaglia et al. ( 2022 ), 9 Sariya et al. ( 2021 ), 
10 Vande Putte et al. ( 2010 ), 11 Carrera & Pancino ( 2011 ), 12 Viscasillas V ́azquez et al. ( 2022 ), 13 Cantat-Gaudin et al. ( 2018 ), 14 Vaidya 
et al. ( 2020 ), 15 Dias et al. ( 2002 ), 16 Jadhav et al. ( 2021 ), 17 Kaluzny ( 1989 ), 18 Rao et al. ( 2022 ), 19 Friel, Jacobson & Pilachowski ( 2010 ), 
20 Magrini et al. ( 2021 ), 21 Rosvick ( 1995 ), 22 Rao et al. ( 2021 ), 23 Vaidya et al. ( 2022 ), 24 Friel et al. ( 2002 ), 25 Janes & Phelps ( 1994 ), 
26 Andreuzzi et al. ( 2011 ), 27 Villanova et al. ( 2010 ), 28 Ortolani et al. ( 2005 ) 
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STO stars, sub giant branch stars (SGBs), and red giant branch 
tars (RGBs) based on their respective categories. In order to estimate 
 

+ 

rh , we need to consider REF as an average massive population of
 cluster that can represent the whole cluster (Ferraro et al. 2018 ).
s discussed in Section 2 , Gaia EDR3 and ML-MOC are almost

omplete down to G = 18.5 mag and OCs selected for the current
ork have G TO < 18.5 mag. Therefore, we use MSTO stars and
S stars brighter than G = 18.5 mag as REF for the current work.

ig. B1 shows CMDs of 23 OCs with identified BSS candidates
blue-filled circles), MSTO region (black box), and SGBs and RGBs 
black triangles). 
MNRAS 526, 1057–1074 (2023) 
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.2 Structural parameters 

or the current work, we estimate the structural parameters such
s core radius ( r c ), half-mass radius ( r h ), tidal radius ( r t ), and
oncentration parameter [ c = log( r t / r c )] for 23 OCs including 11
Cs of Paper I . The Gaia EDR3 data for OCs is 90 per cent complete
own to G ∼19.5 mag where the contamination fraction of ML-
OC member detection is ∼2.3 per cent (Bhattacharya et al. 2022 ),

herefore, to not be affected by completeness and contamination
f fects, we conserv ati vely consider only those cluster members
righter than G = 18.5 mag to estimate the structural parameters. 
We start by dividing a cluster radius into equal radius bins. We

hen compute the number density of each radius bin and plot the
ogarithmic number densities against the logarithmic radii of the
nnular regions from the cluster centre. We have plotted surface
ensity profiles of various bin sizes, where the number of bins
re varied from the cluster radius to twice the cluster radius. The
bserved number density profiles are then fitted with isotropic
ingle-mass King models (King 1966 ) using the available software
ackage LIMEPY 

2 (Gieles & Zocchi 2015 , 2017 ). In order to estimate
he values of structural parameters and explore their associated
ncertainties, we use emcee , af fine-inv ariant Markov chain Monte
arlo sampler (F oreman-Macke y et al. 2013 ), available through the
MFIT PYTHON package (Newville et al. 2016 ). In order to generate
 list of initial guesses for the input parameters, we use differential
volution global optimization algorithm (Storn & Price 1997 ) that
eturns the maximum likelihood solution. The best-fitted observed
ensity profiles are then chosen based on the minimum value of
educed chi-square ( χ2 

r ) and a sufficient number of stars in radial
ins of the cluster’s periphery to ensure statistical reliability. The
alue of the χ2 

r is calculated using the following formula: 

2 
r = 

1 

N − n p 

N ∑ 

i= 0 

( D o,i − D m,i ) 

σ 2 
o,i 

(2) 

where N is the number bins, n p is the total number of fitted
odel parameters which are three in our case, D o , i is the observed

umber density, D m , i is the theoretical number density predicted by
he model, and σ o , i is the Poisson error in the observed number
ensity. We then feed emcee with the maximum likelihood parameter
alues and run it for 100 w alk ers, 100 burn-in steps, and 4000–6000
terations. To fit the King profile, LIMEPY takes two parameters as
nput, the dimensionless central potential ( ˆ φ0 ), and any one of the
adial parameters, like King radius ( r 0 ), r h , r t , and virial radius ( r v )
here these radii are related to each other for a constant value of ˆ φ0 .

n addition to these two parameters, we also providee emcee with the
otal mass of a cluster as an additional parameter because its default
alue of it in LIMEPY is 10 5 M � which is e xcessiv ely large for OCs. 

The fitted King profiles for 23 OCs are shown in Fig. B2 . The
est-fitted values (the median o v er all the post-burn-in iterations)
nd 1 σ uncertainties of r c , r h , r t , and c are listed in columns 2, 3, 4,
nd 5 of Table 2 , respectively. 

.3 Mass functions 

n order to estimate the average stellar masses and total number of
tars of OCs, we derive their present-day mass functions (PDMFs).
he mass function is denoted by ζ ( M ) and is given as 

( M) = 

d N 

(3) 
NRAS 526, 1057–1074 (2023) 

d M 

 https://github.com/mgieles/limepy 

m  

q  

c  
here d N is the number of stars between mass interval M to M +
 M . 
In order to plot the PDMF of a cluster, we choose MS stars located

ithin the range of MSTO magnitude and G = 18.5 mag on the cluster
MD. We then obtain the masses of these selected MS stars using

he fitted PARSEC isochrones. We use interpolation to get masses
f MS stars as a function of their G mag from the fitted isochrones.
s we impose G = 18.5 mag cut, thus the effect of incompleteness
n PDMFs has been eliminated. The PDMFs of 23 OCs are shown
n Fig. B3 . The slope of the derived PDMF is calculated using the
elation log ( d N d M 

) = −(1 + χ ) × log ( m ) + constant . The obtained
values of all the 23 OCs are smaller than the χ = 1.37 derived

y Salpeter ( 1955 ) for solar neighbourhood conditions. The flatter
lopes of PDMFs are indicative of dissolving OCs which have lost
heir low mass members due to various disruptive effects, like two-
ody relaxation, interactions with nearby GMCs, and tidal shocks. 
In order to get the average stellar masses of an OC, the total

umber of stars and total mass are estimated using the following
quations 

 tot = 

∫ M max 

M min 

ζ ( M )d M , (4) 

 tot = 

∫ M max 

M min 

M ζ ( M )d M (5) 

here M min is 0.08 M � which is the hydrogen burning limit of stars
nd M max is the mass of the stars at MSTO point. The masses and
umbers of MSTOs, SGBs, RGBs, and red clump stars (RCs) are
dded manually after integrating the equations ( 4 ) and ( 5 ). From the
lopes of the PDMF, it is evident that all 23 OCs lack low-mass mem-
ers even in the visible mass range. This implies that a significant
umber of cluster members fainter than the mass corresponding to G
 18.5 mag are no longer bound to their host cluster. In addition, the

urpose of estimating the average mass in this work is to determine
he central relaxation times of OCs, which must be calculated for
he average conditions in the cluster’s central re gion. Giv en that the
Cs examined in this study are older than 1 Gyr, their central regions
ust be dominated by massive stars. In Balan et al. (in preparation),

t is observed that even in less evolved clusters with A 

+ 

rh values close
o zero, low MS stars are significantly less concentrated than high-

ass stars. Therefore, despite yielding a slightly larger value for the
verage stellar mass, it is still worth estimating the central relaxation
imes of OCs. The average stellar masses of 23 OCs are listed in
able 2 . 

.4 Dynamical parameters 

e estimate N relax for 23 OCs that is given as C age / t rc as in Paper
 , where t rc is central relaxation time of a cluster which is given by
quation 10 of Djorgovski ( 1993 ) 

 rc = 1 . 491 × 10 7 y r × k 

ln (0 . 4 N ∗) 
< m ∗ > 

−1 ρ1 / 2 
M,O 

r 3 c (6) 

here k ∼ 0.5592, r c is the core radius, < m ∗> is the average mass of
he cluster members, ρ

M,O 
is the central mass density of the cluster,

nd N ∗ is the total number of the cluster members. 
In order to calculate ρ

M,O 
, we first calculate the integrated

agnitude of the cluster, and then using it we calculate the required
uantities. For this, the G magnitudes of cluster members are
onverted into V magnitudes using the conversion formula given

https://github.com/mgieles/limepy
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Table 2. The dynamical and physical parameters, and the estimated values of A 

+ 
rh and errors in A 

+ 
rh of the OCs. Here, column 1: cluster name; columns 2, 

3, 4, and 5: fitted King parameters; column 6: average stellar mass; column 7: integrated absolute magnitudes; columns 8 and 9: central luminosity and mass 
density, respectively; column 11: central relaxation time. 

r c r h r t c < m ∗> I M V ρ
L,O 

ρ
M,O 

t rc 
Cluster (arcmin) (arcmin) (arcmin) (M �) (mag) (L � pc −3 ) (M � pc −3 ) (Myr) 

Berkeley 17 2.99 ± 0.14 5.8 ± 0.4 30.75 ± 4.82 1.01 ± 0.07 0 .8 − 3 .485 10 ± 1.6 7.6 ± 1.2 83 ± 9 
Berkeley 18 6.3 ± 1 8.1 ± 0.6 30.71 ± 5.62 0.69 ± 0.11 0 .43 − 5 .305 2.3 ± 0.8 1.8 ± 0.6 2700 ± 1000 
Berkeley 21 1.51 ± 0.34 3.3 ± 0.7 18.81 ± 8.8 1.1 ± 0.23 1 .08 − 4 .995 32 ± 20 24 ± 15 140 ± 60 
Berkeley 31 0.65 ± 0.04 1.99 ± 0.33 15 ± 5.39 1.36 ± 0.16 0 .94 − 3 .411 42 ± 11 32 ± 8 24 ± 4 
Berkeley 32 1.83 ± 0.11 5.89 ± 0.27 45.76 ± 3.57 1.4 ± 0.04 0 .94 − 3 .775 25 ± 4 19.1 ± 2.9 38 ± 4 
Berkeley 36 1.58 ± 0.08 5 ± 1 38.01 ± 12.98 1.38 ± 0.15 0 .94 − 4 .801 24 ± 6 18 ± 4 89 ± 12 
Berkeley 39 2.34 ± 0.16 4.9 ± 0.5 27.86 ± 6.96 1.08 ± 0.11 0 .85 − 4 .056 11.6 ± 2.7 8.8 ± 2.1 109 ± 17 
Collinder 
261 

3.28 ± 0.09 7 ± 0.4 39.66 ± 4.75 1.08 ± 0.05 0 .85 − 5 .01 34 ± 4 25.5 ± 2.7 130 ± 9 

King 2 0.72 ± 0.02 3.1 ± 0.13 27.58 ± 1.4 1.583 ± 0.025 1 .03 − 3 .779 60 ± 4 44.9 ± 3.3 20.4 ± 1.1 
Melotte 66 3.68 ± 0.29 6.2 ± 0.4 28.32 ± 4.59 0.89 ± 0.08 1 .02 − 4 .853 5.9 ± 1.3 4.5 ± 1 370 ± 60 
NGC 188 4 ± 0.13 10.8 ± 1 74.64 ± 12.89 1.27 ± 0.08 0 .83 − 3 .551 13.8 ± 1.8 10.4 ± 1.4 48 ± 4 
NGC 1193 0.67 ± 0.03 2 ± 0.27 14.79 ± 3.71 1.34 ± 0.11 1 .06 − 3 .283 77 ± 14 58 ± 11 13.8 ± 1.5 
NGC 2141 2.71 ± 0.19 5.3 ± 0.5 27.88 ± 6.66 1.01 ± 0.11 0 .85 − 5 .24 26 ± 6 19 ± 5 220 ± 40 
NGC 2158 1.59 ± 0.04 4.05 ± 0.26 26.79 ± 3.45 1.23 ± 0.06 0 .89 − 6 .152 234 ± 23 177 ± 18 106 ± 6 
NGC 2506 2.77 ± 0.04 7.22 ± 0.29 48.47 ± 4.01 1.24 ± 0.04 0 .55 − 5 .453 40.5 ± 2.5 30.6 ± 1.9 201 ± 7 
NGC 2682 5.38 ± 0.23 21.3 ± 1.2 183.73 ± 12.82 1.53 ± 0.04 0 .66 − 3 .942 56 ± 6 42 ± 5 28.1 ± 2.3 
NGC 6791 2.94 ± 0.15 5.07 ± 0.28 23.94 ± 3.43 0.91 ± 0.07 0 .87 − 4 .814 14.8 ± 2.5 11.2 ± 1.9 211 ± 25 
NGC 6819 2.5 ± 0.1 7.1 ± 0.8 50.84 ± 10.08 1.31 ± 0.09 0 .81 − 4 .915 90 ± 14 68 ± 10 56 ± 5 
NGC 7789 6.57 ± 0.11 13.7 ± 0.4 76.47 ± 4.77 1.066 ± 0.028 0 .68 − 6 .029 35.4 ± 2.1 26.7 ± 1.6 378 ± 15 
Pismis 2 1.25 ± 0.09 2.58 ± 0.14 14.25 ± 2.1 1.06 ± 0.07 1 .27 − 5 .29 4.2 ± 0.8 3.2 ± 0.6 41 ± 6 
Tombaugh 2 0.7 ± 0.03 2.18 ± 0.31 16.72 ± 4.85 1.38 ± 0.13 0 .87 − 5 .221 98 ± 20 74 ± 15 67 ± 8 
Trumpler 5 5.08 ± 0.17 11.3 ± 0.8 66.46 ± 10.03 1.12 ± 0.07 0 .97 − 6 .209 20.1 ± 2.6 15.2 ± 2 408 ± 33 
Trumpler 19 2.63 ± 0.22 7.2 ± 0.7 49.75 ± 8.12 1.28 ± 0.08 0 .96 − 3 .791 25 ± 6 19 ± 4 41 ± 6 
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n the Gaia ESO website 3 . We then estimate apparent integrated V
agnitudes of OCs using the following equation given by Piskunov 

t al. ( 2008 ). 

 V = −2 . 5 log 

( 

N i ∑ 

i 

10 −0 . 4 V i + 10 −0 . 4 �I V 

) 

(7) 

here N i and V i are the numbers and the apparent V magnitude of the
luster members. � I V is the term proposed to perform unseen stars
orrection, i.e. to make I V and I M V independent of the extent of the
tellar magnitudes observed in a cluster. We then convert apparent 
ntegrated V magnitudes to absolute integrated V magnitudes using 
istances and A V listed in Table 1 . Fig. 2 shows the absolute integrated
agnitude profiles of 23 OCs. We have divided 23 OCs into three

ategories based on maximum � V , i.e. the magnitude difference 
etween their brightest member and the faintest member. From 

ig. 2 , we see that clusters in the middle and lower panels have a
aximum � V reaching up to 7 or more than that, and their absolute

ntegrated magnitude profiles reach a plateau or saturation before the 
aximum � V . Therefore, the faintest members of the OCs in these

wo categories will have a negligible contribution to their absolute 
ntegrated magnitudes, and unseen stars correction is not required. 
n contrast, the eight OCs in the upper panel of Fig. 2 have the
owest maximum � V and do not reach a plateau in their absolute
ntegrated magnitude profiles, requiring unseen stars correction. To 
erform this correction, we use NGC 2506 as a template cluster. We
alculate the unseen stars correction term by subtracting the absolute 
ntegrated magnitude of NGC 2506 at the brightest magnitude of the 
MNRAS 526, 1057–1074 (2023) 

 ht tps://gea.esac.esa.int /archive/documentation/GDR3/Data processing/ch 
p cu5pho/cu5pho sec photSystem/cu5pho ssec photRelations.html 

Figure 2. Integrated absolute magnitude profiles for the 23 OCs. � V is the 
magnitude difference between each cluster member and the brightest cluster 
member. The black dashed line shows the saturation level of the integrated 
absolute magnitude profiles. 

https://gea.esac.esa.int/archive/documentation/GDR3/Data_processing/chap_cu5pho/cu5pho_sec_photSystem/cu5pho_ssec_photRelations.html
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Table 3. The dynamical physical parameter, estimated values of A 

+ 
rh and 

errors in A 

+ 
rh and evolutionary stage of the 23 OCs. 

Cluster N relax A 

+ 
rh Error Class 

( εA + ) 

Berkeley 17 108 ± 12 0 .061 0 .064 II 
Berkeley 18 1.4 ± 0.5 0 .043 0 .042 I 
Berkeley 21 15 ± 7 0 .116 0 .078 II 
Berkeley 31 129 ± 20 − 0 .049 0 .085 –
Berkeley 32 131 ± 14 0 .203 0 .138 II 
Berkeley 36 34 ± 5 0 .003 0 .061 II 
Berkeley 39 52 ± 8 0 .038 0 .062 II 
Collinder 
261 

46 ± 3 0 .171 0 .034 II 

King 2 285 ± 15 0 .351 0 .076 III 
Melotte 66 9.1 ± 1.6 0 .309 0 .127 –
NGC 188 145 ± 11 0 .188 0 .076 II 
NGC 1193 311 ± 34 0 .169 0 .083 II 
NGC 2141 10.4 ± 1.7 0 .163 0 .088 II 
NGC 2158 18 ± 1.1 0 .163 0 .054 II 
NGC 2506 10.4 ± 0.4 0 .109 0 .066 II 
NGC 2682 142 ± 11 0 .28 0 .073 III 
NGC 6791 40 ± 5 0 .127 0 .049 II 
NGC 6819 49 ± 5 0 .248 0 .096 II 
NGC 7789 4.23 ± 0.16 0 .106 0 .046 II 
Pismis 2 36 ± 5 0 .052 0 .058 II 
Tombaugh 2 30.4 ± 3.5 0 .078 0 .047 II 
Trumpler 5 7.4 ± 0.6 0 .084 0 .046 II 
Trumpler 19 91 ± 14 0 .18 0 .062 II 
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C under consideration plus � V = 8 from the absolute integrated
agnitude of NGC 2506 at the faintest magnitude of the same OC

nder consideration. The unseen stars correction term for the eight
Cs ranges between 0.001 and 0.01 mag. 
Using equations ( 7), (8), and (9) of Djorgovski ( 1993 ) and

ntegrated magnitudes of OCs, we estimate luminosities ( L V ) and
entral luminosity densities ( ρ

L,O 
) of OCs. We then use the relation

etween log(age) and log( M / L V ) given by Piskunov et al. ( 2011 ) to
onvert ρ

L,O 
values into ρ

M,O 
. The estimated structural parameters

Section 3.2 ), N ∗, < m ∗ > (as derived in Section 3.3 ), and ρ
M,O 

are
hen plugged into equation ( 3 ) to obtain t rc values for the OCs. In the
nd, the N relax of OCs is estimated by dividing the OCs’ ages by their
 rc v alues. The v alues of I M V , ρL,O 

, ρ
M,O 

, and t rc are listed in Table 2
nd the values of N relax are listed in Table 3 . 

.5 Estimation of A 

+ 

s described in the Section 1 , the central area of a cluster is
ost suitable for exploring mass segregation and hence useful in

stimating its dynamical age. Therefore, we estimate A 

+ 

rh up to r h for
Cs. A 

+ 

rh is then estimated using equation ( 1 ), where MSTOs and
S stars ( G < 18.5 mag) are used as REF. The errors in A 

+ 

rh values
 εA + rh 

) for 23 OCs are estimated using the Bootstrap method, where

he process of estimating A 

+ 

rh is iterated 1000 times by bootstrapping
he BSS and REF samples and the 1 σ of the A 

+ 

rh distribution is
onsidered as εA + rh 

. Fig. 3 sho ws cumulati ve radial distributions of

SS and REF of 23 OCs. The values of A 

+ 

rh and εA + rh 
for 23 OCs are

isted in Table 3 . 
NRAS 526, 1057–1074 (2023) 
 DI SCUSSI ON  

.1 A 

+ 

rh versus N relax 

 

+ 

rh is an observational parameter that represents the level of BSS
e gre gation in a cluster centre and increases as the cluster evolves
Alessandrini et al. 2016 ). N relax , on the other hand, is estimated based
n cluster properties and depicts the degree of mass se gre gation that
he cluster should have attained by this point. Despite the fact that
oth parameters are independent of one another, they are measuring
he same phenomenon, namely the mass se gre gation effect. As a
esult, the relationship between A 

+ 

rh and N relax has been investigated
n the literature to see if BSS can be used as a probe to estimate the
ynamical ages of clusters (Lanzoni et al. 2016 ; Ferraro et al. 2018 ,
019 , 2020 ; Rao et al. 2021 ; Cadelano et al. 2022 ; Dresbach et al.
022 ; Beccari et al. 2023 ). Ferraro et al. ( 2018 ) demonstrated that
 

+ 

rh does, in fact, represent a measure of the dynamical ages of GCs.
In this work, we estimated A 

+ 

rh and N relax for 23 OCs, including
1 OCs of Paper I . Fig. 4 depicts the correlation of A 

+ 

rh against
og( N relax ) for OCs, with GCs data points taken from Ferraro et al.
 2018 ) are also included for comparison. Fig. 4 shows that Melotte
6 and Berkeley 31 (black squares) are outliers in the plot. Melotte
6 has the highest value of A 

+ 

rh , but in comparison, the value of N relax 

s quite low (see Section 4.3 for details). Berkeley 31 has the lowest
alue of A 

+ 

rh , while its N relax is quite high (see Section 4.3 for details).
herefore, we exclude Melotte 66 and Berkeley 31 from the fit and
ompute the best-fitting relation for the remaining 21 OCs plotted in
ig. 4 , which is given as 

og ( N relax ) = 3 . 8( ±1 . 3) × A 

+ 

rh + 1 . 03( ±0 . 22) (8) 

hereas the best-fitting relation for 58 GCs (Ferraro et al. 2018 ,
019 ; Cadelano et al. 2022 ; Dresbach et al. 2022 ; Beccari et al.
023 ) 

og ( N relax ) = 5 . 6( ±0 . 5) × A 

+ 

rh + 0 . 62( ±0 . 12) (9) 

rom equations ( 8 ) and ( 9 ), we observe that the slope of the best-
tting relation between A 

+ 

rh and N relax for OCs is smaller than GC
s well as errors in the slope and intercept values are still large. For
eference, when compared with the correlation found with 11 OCs
n Paper I , given as 

og ( N relax ) = 4 . 0( ±2 . 1) × A 

+ 

rh + 1 . 42( ±0 . 30) (10) 

By almost doubling our sample size of the OCs, we still obtain a
alue of slope quite close to our previous result, but with a smaller
rror in the fitting. The slope for the OC is similar to that known
or the GCs within the errors. According to Fig. 4 , OCs inhabit
he same parameter space as dynamically young to intermediate
ynamical age GCs of the advanced evolutionary phases, with the
ighest concentration of OCs observed in the middle and bottom
ortions of the plot. Despite being significantly younger than GCs,
Cs have reached the same level of central relaxation as GCs of

dvanced intermediate dynamical age. 
In order to estimate the strength of the relationship between A 

+ 

rh and
 relax for OCs and GCs, we calculated Pearson and Spearman rank
orrelation coefficients for OCs and GCs of young to intermediate
ynamical age, which is listed in Table 4 . As the sample sizes of OCs
nd GCs are different, we compare the correlation coefficients using
he COCOR tool 4 , which uses the Fisher test (Fisher 1992 ) and the
ou test (Zou 2007 ). The results of the comparison listed in Table 4
how that estimated correlation coefficients for GCs and OCs are not
ifferent, but the errors for OCs are quite large. 

http://comparingcorrelations.org/
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Figure 3. The cumulative radial distributions of the BSS (blue) and the REF population (black), plotted against the logarithm of the radial distance from 

the cluster centre in the units of r h , for 12 OCs. The values of A 

+ 
rh shown on each plot correspond to the grey-shaded portion between the cumulative radial 

distributions of the BSS and REF population. 
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Figure 4. The correlation between the values of A 

+ 
rh and the number of 

current central relaxation, N relax , for 21 OCs (blue) and 58 GCs (red: Ferraro 
et al. 2018 , 2019 ; Cadelano et al. 2022 ; Dresbach et al. 2022 ; Beccari et al. 
2023 ). The black filled square shows Melotte 66 and Berkeley 31 OCs. 
Triangles represent core-collapsed GCs, while filled squares, circles, and 
pentagons represent Class III, II, and I clusters, respectively (see Section 
4 ). The red dots represent GCs that are not classified individually in any 
dynamical stage. The blue dashed line represents the best-fitted line for the 
21 OCs excluding Melotte 66 and Berkeley 31, while the red dashed line 
represents the best-fitted line for the GCs (Ferraro et al. 2018 ). The blue and 
red shaded regions represent errors in fitted correlations within the 95 per cent 
confidence interval for OCs and GCs, respectively. 
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We also calculated A 

+ 

rh using all cluster populations except BSS,
uch as SGBs, RGBs, RCs, MSTOs, and MS stars, as REF and plotted
elation of A 

+ 

rh against N relax as shown in Fig. C1 . 

.2 A 

+ 

rh versus physical parameters 

he clusters which are in the long-term post-gaseous phase of
volution, as they evolve, their physical parameters like r c , central
uminosity density, and c are also expected to change. With the
volution of a cluster in this phase, the values of central luminosity
ensity and c increase, while r c decreases. We, therefore, plot A 

+ 

rh 

ersus r c (upper panel), central luminosity densities (middle panel),
nd c (lower panel) of OCs in Fig. 5 , where we also show GCs, to see
ow these parameters correlate with A 

+ 

rh . Melotte 66 and Berkeley 31
re outliers in each plot of Fig. 5 , just as it is in the A 

+ 

rh versus N relax 

lot. Therefore, we exclude these from the calculation of statistical
arameters. Similar to Fig. 4 , Fig. 5 demonstrates that their r c and c
alues also fall into the category of young to intermediate age GCs,
hereas their central luminosity densities fall into the category of

ess evolved GCs. As shown in Fig. 5 , for a given A 

+ 

rh value, OCs have
ystematically lower c values than GCs (bottom panel), but slightly
igher r c values (top panel) and nearly constant luminosity density
middle). As OCs have less dense cores, this results in lower c values,
nd if the luminosity density remains constant, the less dense core
ould require slightly larger r c . The result shown in Fig. 5 is the

onsequence of OCs being sparser than GCs. 
Consequently, even though OCs have achieved the same level

f relaxation as GCs in their core, they are less likely to achieve
he same level as GCs in A 

+ 

rh versus physical parameter spaces.
NRAS 526, 1057–1074 (2023) 

fi  
herefore, we compare OCs to less evolved GCs here. We calculated
he Pearson and Spearman rank correlation coefficients for OCs and
ess advanced GCs, and compared them using the COCOR tool. The
stimated values are noted in Table 4 . 

.3 Evolutionary stages of OCs 

e classify OCs into three different classes of dynamical evolution
y comparing their A 

+ 

rh and N relax values to those of previously
lassified GCs into different dynamical stages by Ferraro et al. ( 2012 ,
018 ): (i) Class I represents the least evolved OCs (filled-pentagons
n Fig. 4 ) that belong to the Family I GCs (dynamically young);
ii) Class II represents the intermediate dynamical age I OCs (filled-
ircles in Fig. 4 ) that belong to the Family II GCs (intermediate
ynamical age); (iii) Class III represents the intermediate dynamical
ge II OCs (filled-squares in Fig. 4 ) that are in advanced stages of their
volution and belong to the Family III GCs (evolved). Additionally,
he GCs which have undergone the core-collapsed phase are shown
s red triangles. Although there is some o v erlap between A 

+ 

rh and
 relax values of Family II (red filled circles) and Family III GCs

red filled squares), the Family II GCs (M92 and NGC 6752) that
oincide with Family III GCs are in advanced stages of intermediate-
ge dynamical evolution, with the majority of the BSS se gre gated
n the cluster centre (Ferraro et al. 2012 ). The evolutionary classes
f the 21 OCs except for Melotte 66 and Berkeley 31 are listed in
able 3 . 
Class I: Only one OC, Berkeley 18, falls into this class. Berkeley

8 has the lowest N relax value among 23 OCs, and its A 

+ 

rh value is
onsistent with its N relax value. It consistently occupies the region of
he least evolved cluster in all plots, as shown in Figs 4 and 5 . 

Class II: Of 23 OCs, 18 OCs fall into this class of evolutionary
tage. These OCs have a large spread in their values of physical and
ynamical parameters. Additionally, as can be seen from Fig. 4 , the
aximum number of GCs also fall into this category. As these OCs

ave a large range in their physical and dynamical parameters, being
lassified in just one class does not necessarily imply that they all
re at just one fixed dynamical age, but rather in different stages of
volution. The mass se gre gation is activ e in these OCs with some
eing less evolved while some of the clusters reached quite far in
heir evolution, like Berkeley 32, Collinder 261, NGC 188, NGC
193, NGC 6819, and Trumpler 19. 
Berkeley 17 has previously been identified as a cluster with

idal tails (Bhattacharya et al. 2017b ), double BSS sequences (Rao
t al. 2023 ), and of intermediate dynamical age (Bhattacharya et al.
019 ; Rao et al. 2021 ). Our current findings about Berkeley 17 are
onsistent with previous identifications in the literature. Vaidya et al.
 2020 ) classified Berkeley 39 as a dynamically young cluster based
n its flat BSS radial distribution. Ho we ver, as its N relax was large,
hey speculated that it could be an evolved cluster. Here, we classify
t as an intermediate dynamical age cluster, which is consistent
ith Paper I . Collinder 261 was previously identified as having a
at BSS radial distribution (Rain et al. 2020 ), but in Paper I , we
etermined it as an intermediate dynamical age which is consistent
ith our current findings. Trumpler 5 was previously categorized as

he OC that had undergone the least amount of evolution in Paper I ,
o we ver, according to our current findings, it falls in the category of
ntermediate dynamical age. Vaidya et al. ( 2020 ) categorized NGC
819 as a young cluster due to its flat BSS radial distrib ution, b ut
ased on its cumulative radial distribution, they hypothesized that it
ay in fact be an evolved OC. We classified it as an intermediate

ynamical age cluster in Paper I , which is consistent with the current
ndings. The middle panel of Fig. 5 shows that Pismis 2 has the
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Table 4. The COCOR tool results of OCs and GCs for the correlation between their A 

+ 
rh versus dynamical and physical 

parameters. Column 1 gives fitted correlations, column 2 gives name of the correlation coefficients where P refers to the Pearson 
correlation coefficient and S refers to the Spearman rank correlation coefficient, columns 3 and 4 list the calculated correlation 
coefficients for the OCs and GCs, column 5 and 6 give the results obtained by employing the statistical tests to compare the 
correlation coefficients of the OCs and GCs using the COCOR tool, the last column denotes whether the null hypothesis is or is 
not rejected, with a � sign implying that the null hypothesis is not rejected. 

Correlation 
Correlation 
coefficient OCs GCs 

p-value 
(Fisher test) CI � (Zou test) COCOR tool result 

A 

+ 
rh versus log( N relax ) P + 0.544 + 0.713 0.3014 −0.5832 –

( + 0.1276) 
� 

S + 0.571 + 0.739 0.2776 −0.5676 –
( + 0.1123) 

� 

A 

+ 
rh versus log( r c ) P −0.536 −0.638 0.5986 −0.2586 –

( + 0.5361) 
� 

S −0.487 −0.657 0.3933 −0.2014 –
( + 0.6158) 

� 

A 

+ 
rh versus log( ρ

L,O 
) P + 0.279 + 0.411 0.6783 −0.7000 –

( + 0.4949) 
� 

S + 0.317 + 0.270 0.8875 −0.5585 –
( + 0.6781) 

� 

A 

+ 
rh versus c P + 0.605 + 0.688 0.6315 −0.4813 –

( + 0.2383) 
� 

S + 0.522 + 0.701 0.3332 −0.6070 –
( + 0.1663) 

� 

Note. � Confidence interval 
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ighest central luminosity density among 23 OCs, ho we ver, its A 

+ 

rh 

alue is inconsistent with it. Additionally, it is located in the same
arameter space as less evolved GCs in Fig. 4 . 
Class III: Of the 23 OCs, 2 OCs, King 2, and NGC 2682, are

lassified into this category. These OCs have the highest values 
f N relax which are consistent with their A 

+ 

rh values. According to 
revious works in literature, NGC 2682 is identified as a dynamically 
volved cluster based on signatures of extra-tidal sources and mass 
e gre gation (F an et al. 1996 ; Bonatto & Bica 2003 ; Carrera et al.
019 ). Therefore, we classify NGC 2682 as a Class III OC that is in
n advanced evolutionary stage. 

Melotte 66: It is one of our target OCs with highly se gre gated
SS in the cluster core. On the contrary, its dynamical and physical
arameters are comparable to those of Class II OCs. Based on the
adial distribution of BSS, Vaidya et al. ( 2020 ) has shown that
he cluster is of intermediate dynamical age. Carraro et al. ( 2014 )
nvestigated this cluster in the context of multiple stellar populations 
sing photometric and spectroscopic data. They observed that its 
SS are highly se gre gated in the cluster centre when compared

o MS stars and clump stars. In addition, they determined that 
t has a binary fraction of ≥30 per cent. On the basis of the
ighly se gre gated BSS and the binary fraction, the y speculated
hat its BSS must have been formed through the process of binary
volution, in which the primordial binaries sank into the cluster’s 
ore prior to the BSS formation. Rao et al. ( 2022 ) investigated the
ormation channels of hot stellar populations of Melotte 66, including 
4 BSS, by constructing spectral energy distributions from multi- 
avelength photometric data. Out of the 14 BSS, they discovered 

wo binary systems. One BSS is part of an eclipsing binary system
isco v ered using a light curve from TESS data (Ricker et al. 2015 ),
hile another has a low-mass white dwarf companion disco v ered 
sing excess flux in ultraviolet data. Ho we ver, their study was
ased on the near -ultra violet data a vailable for Melotte 66 from the
wift /UV O T telescope (Roming et al. 2005 ), it is possible that only
he hot companion of the recently formed BSS has been detected, 
hile others remain undisco v ered. Therefore, this cluster must be 
horoughly analysed to determine the formation mechanisms of its 
SS population. 
Berkeley 31: In contrast to Melotte 66, Berkeley 31 has the lowest

alue of A 

+ 

rh among all the OCs examined in this work, while its
ynamical and physical parameters fall within the range of Class II
Cs. It is interesting to note that even though it has a noticeably

maller number of cluster members than the other 22 OCs, it still has
 reasonable number of BSS. The reason behind its unusual nature is
nclear. The cluster and its BSS must be analysed in detail to unravel
his peculiar nature. 

 SUMMARY  A N D  C O N C L U S I O N  

e estimated the dynamical ages of 23 OCs in this study using rela-
ionships between A 

+ 

rh , an observational marker of mass se gre gation
Alessandrini et al. 2016 ; Ferraro et al. 2018 ; Rao et al. 2021 ),
nd N relax , a theoretical parameter indicating the expected mass 
e gre gation a cluster should have undergone by now (Djorgovski
993 ). In this work, we doubled the sample size (OCs) from Paper
 . We have identified members of 23 OCs using ML-MOC on Gaia
DR3 data. These OCs have ages ranging from 1.6 to 9 Gyr and
istances ranging from 0.84 to 8.5 kpc. We calculated A 

+ 

rh of these
lusters, which is a representation of the degree of BSS sedimentation 
n the core of clusters, using MSTO and MS stars abo v e G = 18.5 mag
s a REF. We calculated the physical and dynamical parameters of
3 OCs. There are three following differences between this paper 
nd Paper I : (i) The members of the 11 OCs used in Paper I are based
n Gaia DR2 data, and the membership identification procedure is 
lso different, so the number of BSS and members in Paper I differ
rom the current one. (ii) In Paper I , we estimated A 

+ 

rh using MSTOs,
GBs, RGBs, and RCs as REF, whereas in the current work, we are
sing MSTOs and MS stars as REF. (iii) In Paper I , we limited our
embers of OCs to G = 17 mag due to the completeness of Gaia
R2 data, whereas in the current work, we are going down to G =
8.5 mag. Thus, Paper I and this work estimate different physical and
ynamical parameters and A 

+ 

rh values. 
MNRAS 526, 1057–1074 (2023) 
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M

Figure 5. Relationship between the physical parameters of clusters, in- 
cluding their core radius (upper panel), central luminosity density (middle 
parameter), and concentration parameter (c), for 22 OCs (blue) and GCs (red). 
The different symbols have the same meanings as in Fig. 4 . The black-filled 
square shows Melotte 66 OC. We utilized the values of A 

+ 
rh and physical 

parameters of GCs from Lanzoni et al. ( 2016 ), Ferraro et al. ( 2018 ), and the 
references therein. 
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We plot A 

+ 

rh against N relax and physical parameters like r c , c ,
nd central luminosity density for 23 OCs. We also show GC data
oints from (Ferraro et al. 2018 ) to investigate the differences and
imilarities between OCs and GCs across these parameter spaces. In
his study, we found that the relationship between A 

+ 

rh and N relax is still
road, despite increasing the sample size by up to twice that of Paper
 . We categorize OCs into three dynamical age groups based on the
elationship between A 

+ 

rh and N relax . Class I OCs are the least evolved
Cs. Berkeley 18 has been discovered to be the least evolved OC

mong 23 OCs and GCs. Class II OCs are intermediate dynamical
ge I OCs in which dynamical friction has begun sinking BSS in
he cluster core but is only ef fecti ve near the cluster core, making
hem among the less evolved GCs. Class III OCs are intermediate
ynamical age II OCs that are in the advanced stages of evolution and
NRAS 526, 1057–1074 (2023) 
re located in the middle of the A 

+ 

rh versus N relax plot. NGC 2682 and
ing 2 are the most evolved of the 23 OCs studied in this work. The
SS of Melotte 66 are highly se gre gated in the cluster core, resulting

n the highest value of A 

+ 

rh among the 23 OCs. Its dynamical and
hysical parameters, on the other hand are quite low, making it an
utlier in all plots of A 

+ 

rh vs physical and dynamical parameters.
n contrast to this, BSS of Berkeley 31 are the least segregated
n the cluster centre, yielding the lo west v alue of A 

+ 

rh . While its
hysical and dynamical parameters are not consistent with its A 

+ 

rh .
ne must conduct a detailed analysis to investigate the possible cause
f ambiguities in these clusters. 
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PPENDI X  A :  DI FFERENTI AL  R E D D E N I N G  

O R R E C T I O N  O F  TRUMPLER  5  

e follow the approach outlined in Massari et al. ( 2012 ) to carry
ut differential reddening correction for members of Trumpler 5. We 
tart by plotting a CMD of the cluster members. The isochrone
s then plotted to the observed cluster CMD with the following
arameters: age = 2.0 Gyr, distance = 4150 pc, [M/H] = −0.40,
nd A V = 1.9. This isochrone serves as a reference line for reddening
orrection. We convert A V to A G and E(BP −RP) using the relation
iven in Wang & Chen ( 2019 ), and then we use this information
o calculate the reddening vector, R G = A G /E(BP −RP), as 1.875.
he reddening vector’s direction perfectly corresponds to the RCs’ 
istortion’s direction. To perform reddening correction, we only use 
he MS stars. This estimated reddening vector is used to create a grid
n MS. The top border of the grid is made of the calculated reddening
ector, while the bottom is limited to Trumpler 5’s maximum G
agnitude. As shown in Fig. A1 , the right and left borders are chosen

o that they enclose the MS. We choose one Trumpler 5 member,
pply the kNN algorithm to find the 25 members that are closest
o it in the cluster’s spatial distribution, and o v er-plot the CMD for
hose 25 members on the CMD of Trumpler 5. The number 25 was
hosen so that there would be at least four sources in the MS grid (see
ig. A1 ). Following that, we calculate the mean colour ( 〈 BP − RP 〉 )
nd magnitude ( 〈 G 〉 ) of the stars enclosed within the MS grid. In order
o estimate the amount of reddening and correction, we calculate the
xcess in colour and magnitude of the members by measuring the
MNRAS 526, 1057–1074 (2023) 

http://dx.doi.org/10.1111/j.1365-2966.2006.10266.x
http://dx.doi.org/10.1051/0004-6361/202142674
http://dx.doi.org/10.3847/1538-4357/aca016
http://dx.doi.org/10.1051/0004-6361/201833476
http://dx.doi.org/10.1051/0004-6361/20142371410.48550/arXiv.1404.6748
http://dx.doi.org/10.1051/0004-6361/201117473
http://dx.doi.org/10.1051/0004-6361/201935599
http://dx.doi.org/10.1086/144517
http://dx.doi.org/10.1109/TIT.1967.1053964
http://dx.doi.org/10.1051/0004-6361:20020668
http://dx.doi.org/10.3847/1538-4357/ac5406
http://dx.doi.org/10.1086/118039
http://dx.doi.org/10.1038/nature11686
http://dx.doi.org/10.3847/1538-4357/aac01c
http://dx.doi.org/10.1038/s41550-019-0865-1
http://dx.doi.org/10.1088/0004-637X/783/1/34
http://dx.doi.org/10.1086/670067
http://dx.doi.org/10.1086/344161
http://dx.doi.org/10.1086/430146
http://dx.doi.org/10.1088/0004-6256/139/5/1942
http://dx.doi.org/10.1051/0004-6361/202039657
http://dx.doi.org/10.1093/mnras/stv1848
http://dx.doi.org/10.1038/s41586-020-2649-2
http://dx.doi.org/10.1109/MCSE.2007.55
http://dx.doi.org/10.1007/s12036-021-09746-y
http://dx.doi.org/10.1086/117192
http://dx.doi.org/10.1086/109857
http://dx.doi.org/10.1007/s11214-020-00689-4
http://dx.doi.org/10.1146/annurev-astro-091918-104430
http://dx.doi.org/10.3847/2041-8213/833/2/L29
http://dx.doi.org/10.1051/0004-6361/202141275
http://dx.doi.org/10.1088/2041-8205/755/2/L32
http://dx.doi.org/10.1051/0004-6361/201526370
http://dx.doi.org/10.1051/0004-6361:20041458
http://dx.doi.org/10.3847/0004-637X/824/2/75
http://dx.doi.org/10.1093/mnras/stac2421
http://dx.doi.org/10.1051/0004-6361:200809505
http://dx.doi.org/10.1051/0004-6361/201015376
http://dx.doi.org/10.1146/annurev-astro-081309-130834
http://dx.doi.org/10.3847/1538-3881/ab5f0b
http://dx.doi.org/10.3847/1538-3881/abc1ee
http://dx.doi.org/10.1093/mnras/stab2894
http://dx.doi.org/10.1093/mnras/stac2241
http://dx.doi.org/10.1093/mnrasl/slac122
http://dx.doi.org/10.1016/j.newar.2018.03.001
http://dx.doi.org/10.1117/1.JATIS.1.1.014003
http://dx.doi.org/10.1007/s11214-005-5095-4
http://dx.doi.org/10.1093/mnras/277.4.1379
http://dx.doi.org/10.1086/145971
http://dx.doi.org/10.1086/106822
http://dx.doi.org/10.3847/1538-3881/abd31f
http://dx.doi.org/10.1086/310952
http://dx.doi.org/10.1023/A:1008202821328
http://dx.doi.org/10.1086/133286
http://dx.doi.org/10.1046/j.1365-8711.1998.01812.x
http://dx.doi.org/10.1093/mnras/staa1667
http://dx.doi.org/10.1093/mnras/stac207
http://dx.doi.org/10.1111/j.1365-2966.2010.17025.x
http://dx.doi.org/10.1098/rsta.2009.0260
http://dx.doi.org/10.1051/0004-6361/200913258
http://dx.doi.org/10.1038/s41592-019-0686-2
http://dx.doi.org/10.1051/0004-6361/202142937
http://dx.doi.org/10.3847/1538-4357/ab1c61
http://dx.doi.org/10.1086/430934
http://dx.doi.org/10.1037/1082-989X.12.4.399


1068 K. K. Rao et al. 

M

Figure A1. Gaia EDR3 CMDs of Trumpler 5 zoomed in the MS region (grey dots) with plotted PARSEC isochrones (black solid lines). The selection box 
for the cluster members used to compute the differential reddening correction is indicated by the brown dashed lines (which are the same in both panels). The 
orange dots represent the 25 cluster members closest to the one we want to correct for differential reddening correction and extinction. Black dots show cluster 
members located inside the brown selection box which are used to compute differential reddening correction and extinction. The red and blue crosses represent 
the observed and reddening corrected positions of the cluster member for which reddening correction is being performed. The mean colour and magnitudes of 
the stars in the MS grid (black dots) are denoted by a white star. The colour excess of the cluster members is estimated by measuring the shift required to project 
this mean point onto the plotted PARSEC isochrone along the reddening vector (white solid line). The members least affected by reddening are shown on the 
left panel which nicely follows the plotted isochrone. The members highly affected by reddening are shown on the right panel. 

Figure A2. The left panel shows the reddening map of Trumpler 5, the middle panel shows observed CMD and the right panel shows reddening corrected 
CMD. 

s  

〈  

v  

f  

e  

B  

t  

p  

o  

C  

v  

m

A

H  

i  

d  

1  

d

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/526/1/1057/7271780 by U
niversity of Am

sterdam
 user on 25 M

arch 2024
hift required to match the position of the mean point ( 〈 BP − RP 〉 ,
 G 〉 ) to the plotted isochrone along the direction of the reddening
ector. We use these estimated values to correct the cluster member
or reddening and extinction. We similarly follow this process for
ach member of Trumpler 5 to get their corrected G magnitude and
P −RP magnitude. The reddening map of Trumpler 5 is plotted in

he left panel of Fig. A2 , the observed CMD is plotted in the middle
anel of Fig. A2 , and the corrected CMD is plotted in the right panel
f Fig. A2 . In comparison to the uncorrected CMD, the corrected
MD appears much thinner, with each evolutionary sequence clearly
NRAS 526, 1057–1074 (2023) 
isible. One thing to note here is that the resolution of the reddening
ap decreases as we mo v e a way from the cluster centre. 

PPENDI X  B:  A D D I T I O NA L  F I G U R E S  

ere, we show CMDs with fitted isochrones and members classified
nto different population as described in Section 3.1 , observed surface
ensity profiles fitted with isotropic single-mass king models (King
966 ) as described in Section 3.2 , and derived mass function as
escribed in Section 3.3 for 23 OCs. 
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Figure B1. The Gaia EDR3 CMDs of 12 OCs with fitted PARSEC isochrones (red solid lines). The bottom and left axes represent the normalized colour and 
magnitude of cluster members to locate the MSTO point at (0,0). The top and right axes represent the observed colour and magnitudes of OCs members. Orange 
dashed lines and brown dashed lines represent equal mass binary isochrone and ZAMS of ages between 90–140 Myr, respectively. BSS candidates are shown 
as blue-filled circles. SGBs, RGBs, and RCs are shown as black triangles. Black polygons plotted on each CMD represent the MSTO region, and black dots 
represent the rest of the members of OCs. The grey-dashed line drawn at G = 18.5 mag represents the completeness level of Gaia EDR3 data. 
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Figure B1. Same as Fig. B1 for the other 11 OCs. 
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Figure B2. The observed surface density profiles fitted with an isotropic single-mass King model (King 1966 ) and the residual of the fit of the model with 
each observed point are shown in the upper and lower panels of each density plot of 12 OCs, respectively. The error bars are the 1 σ Poisson errors. The model 
producing best-fitting parameters, the dimensionless central potential ( ̂  φ0 ), the core radius ( r c ), the half-mass radius ( r h ), and the tidal radius ( r t ) of each cluster 
are marked on their respective plots, where r c , r h , and r t are in the units of arcmin. 
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Figure B2. Same as Fig. B3 for the other 11 OCs. 
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Figure B3. The PDMFs derived for 23 OCs from the fitted PARSEC isochrones. The error bars are the 1 σ Poisson errors. The black dashed lines represent the 
best-fitted mass functions. 
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Figure C1. The correlation between the values of A 

+ 
rh and the number of 

current central relaxation, N relax , for 22 OCs (blue) and 58 GCs (orange) of 
Ferraro et al. ( 2018 , 2019 ), Cadelano et al. ( 2022 ), Dresbach et al. ( 2022 ), 
and Beccari et al. ( 2023 ). Here, we use SGBs, RGBs, RCs, MSTOs, and MS 
stars ad REF to calculate A 

+ 
rh . The blue dashed line represents the best-fitted 

line for the 21 OCs excluding Melotte 66 and Berkeley 31 whereas the orange 
dashed line shows the best-fitted line for the GCs (Ferraro et al. 2018 ). 
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PPENDIX  C :  RELATION  O F  A 

+ 

rh VERSUS  

 R E L A X 

F O R  A L L  CLUSTER  POPULATIONS  A S  

E F  

n addition to calculating A 

+ 

rh using MSTO and MS stars as a REF, we
stimated A 

+ 

rh by combining all cluster populations except BSS, such
s SGBs, RGBs, RCs, MSTOs, and MS stars, as REF. Fig. C1 , shows
 relax versus A 

+ 

rh plot for OCs and GCs, where the A 

+ 

rh is estimated
sing all the populations. We observe that the relationship between
 relax and A 

+ 

rh for OCs remains the same within errors regardless of
hich REF population we use. 
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