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Abstract: This work aims at developing an optimal strategy to automatically transcribe a large
quantity of uncategorised, digitised archival documents when resources include handwritten text by
multiple authors and in several languages. We present a comparative study to establish the efficiency
of a single multilingual handwritten text recognition (HTR) model trained on multiple handwriting
styles instead of using a separate model for every language. When successful, this approach allows
us to automate the transcription of the archive, reducing manual annotation efforts and facilitating
information retrieval. To train the model, we used the material from the personal archive of the Dutch
glass artist Sybren Valkema (1916–1996), processing it with Transkribus.

Keywords: handwritten text recognition (HTR); neural networks; digital archives; digital cultural
heritage; Transkribus

1. Introduction

The work described in this contribution aims at developing an optimal strategy to
automatically transcribe a large quantity of uncategorised, digitised archival documents
when resources include handwritten text by multiple authors and in several languages.
This research question has emerged following the digitisation of the personal archive of
the Dutch glass artist Sybren Valkema (1916–1996). The archive covers the entire lifetime
of the artist, including notebooks from his childhood, personal annotations on his work
and artistic practice, and correspondence documents drafted by Valkema or received from
his colleagues and international acquaintances. In order to make the digitised resources
searchable, we have developed a methodology that allows us to comparatively evaluate
the efficiency of several handwritten text recognition (HTR) models using Transkribus, a
platform enabling AI-powered text recognition [1].

The digitisation of Valkema’s personal archive represents an outstanding new source
of data for the study of modern glass production in Europe. Sybren Valkema was one of
the founders of the Studio Glass Movement’s European branch, known in the Netherlands
as Vrij Glas [2]. Studio Glass spread internationally from the US in the early 1960s and rep-
resented a revolution in the world of glass art, marking a shift from the traditional method
of glass production in factories to a more individualised approach that allowed artists to
create unique pieces. The Movement was pioneered by the American artist Harvey Littleton
(1922–20) and the glass research scientist Dominick Labino (1910–1987), who introduced
the first glassblowing workshop at the Toledo Museum of Art in 1962. This workshop
approach was made possible by the innovative studio furnace they prototyped. Such a
furnace allowed artists to become independent from industrial facilities and experiment
with the form, colour, and texture of glass in their workshops [3].
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One of the Studio Glass Movement’s main strengths was the high interconnection of its
members. Contrary to the secrecy surrounding glass production in traditional centres such
as Venice, Studio Glass artists were carrying out research on new recipes for producing
glass and exchanging their findings with their colleagues and students. In promoting
this open practice, the Studio Glass Movement also significantly impacted art education
and academia. Many of the Movement’s pioneers were educators who believed in the
importance of teaching glassblowing as a form of art to stimulate the free circulation
of knowledge about glass and glassmaking techniques [4]. Therefore, they established
several courses on glassblowing in universities and art academies in the US, Europe,
and worldwide.

During his life, Sybren Valkema combined glassblowing with an intense career as a
teacher. Employed as an aesthetic design teacher by the Glass School of the Royal Leerdam
glass factory in 1943, Valkema then became a drawing instructor at the Dutch Institute for
Art and Crafts (Instituut voor Kunstnijverheidsonderwijs), later renamed Gerrit Rietveld
Academie. During the 1950s, he collaborated with the glass masters working in the Leerdam
glass factory, producing his first designs for glassware and becoming interested in glass as a
means of creative expression. When he attended the inaugural meeting of the World Crafts
Council in New York City in 1964, Valkema was particularly impressed by the presentation
of the portable oven developed by Labino and Littleton and established a close friendship
with many of the exponents of the American Studio Glass Movement. Once back in the
Netherlands, he built the first studio glass furnace in Europe at the Rietveld Academy.
In 1969, he inaugurated a new teaching curriculum around glassmaking, organised as a
workgroup where people from the different departments of the Rietveld Academy could
learn to work with glass [5].

After Valkema’s passing, his family donated his archive to the Netherlands Institute for
Art History (RKD) [6]. The collection is a valuable resource for studying the development
of contemporary glassmaking and the Studio Glass movement both in the Netherlands
and worldwide. It contains over 103,000 pages documenting Valkema’s career, including
teaching materials, letters, designs, sketches, descriptions of processes, and many glass
recipes. Between 2013 and 2015, the archive was digitised in collaboration with the Rakow
Research Library of the Corning Museum of Glass [7]. In 2018, the Art DATIS project was
inaugurated with the aim of making the Sybren Valkema archive publicly accessible and
easily searchable [8].

2. Handwritten Text Recognition on the Archival Material

The archive contains documents that have been typewritten and pages of handwritten
text. In order to extract the text from images and make content searchable, images need to
be converted into machine-encoded text [9]. This process, called Text Recognition, requires
different tools and procedures depending on the type of document to be processed. This
contribution focuses on how we have dealt with the problem of automatically transcribing
handwritten documents.

In computer vision, the process of recognising and interpreting handwritten text
by a machine and transforming it into machine-encoded text is called handwritten text
recognition (HTR). Due to the complexity of dealing with handwriting, which varies
significantly from author to author, HTR has developed as an autonomous research area [10].
To support our work, we used the platform Transkribus, developed in the framework of
the recognition and enrichment of archival documents (READ) European Union Horizon
2020 project [11]. The platform, designed to support researchers dealing with historical
manuscripts, is based on open technology and the scientific community’s contribution [12].

Transkribus is based on machine learning principles and uses artificial neural networks
to support researchers in training models capable of reading and automatically transcribing
their corpora. To train an efficient model, researchers need to manually transcribe a
number of documents that serve as examples for the neural network to learn to identify
the specific writing sample. These manually transcribed documents form an objective
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basis of information called ground truth (GT). Transkribus usually requires between
5000 and 15,000 words (around 25–75 pages) of transcribed material to start training a
model [13]. Once adequately trained, the model can be applied to a larger collection of
similar documents to automate their transcription successfuly.

However, performing HTR on the Valkema archive is particularly complex due to
two main issues. First, the archive includes not only documents written by Valkema at any
stage of his life, therefore presenting a variation in his handwriting, but also documents
written by other people and in several languages. Current HTR methods require extensive
manual annotation efforts to create training data: every language and every handwriting
have unique features and ideally require the use of a separate model. Trankribus recom-
mends using at least 10,000 words for each distinct writer in order to train an efficient
model [13]. Second, digital resources in the RKD digital archive are largely undocumented.
Due to the lack of metadata about the language and author, it is impossible to automatically
sort out the material and process it with a specific model. In theory, each page should
be processed with the appropriate language-specific model. However, this approach is
not feasible, requiring an enormous amount of human labour to select the best model to
transcribe the page manually.

To overcome these challenges, we needed to train a model capable of interpreting
all the documents in the archive regardless of their language and author, providing an
adequate automatic transcription1. Therefore, we aimed to develop a multilingual model
whose performance could be comparable to that of specific monolingual models. In
pursuing this objective, we were conscious of the tradeoff between low resources and high
accuracy involved in the process. For this reason, we aimed to develop a model with the
lowest possible error rate to make the documents searchable for further research without
aiming at obtaining zero errors.

Therefore, we created a multilingual, multi-author model trained on sample docu-
ments from the Valkema archive. We identified Dutch (NL), English (EN), and German
(DE) as the most frequently used languages in handwritten documents. Therefore, the main
requirement of the multilingual model we trained was to be flexible enough to generate
an acceptable level of character error rate (CER) in transcribing these three languages. We
use CER as the evaluation metric to ensure a fair comparison with the models already
available on Transkribus, which report CER (but not word error rate) on training and
validation datasets.

The study we present in this contribution aims to answer the following
research questions:

1. Can a multilingual HTR model be a viable alternative to language-specific HTR
models for automatically transcribing a set of handwritten documents in multiple
languages? We consider the multilingual model to be usable if the performance drop
(an increase in character error rate) compared to using a language-specific model is
not larger than the threshold value of 10%. This threshold value is chosen arbitrarily
since, to the best of our knowledge, no guidelines on choosing it are available from
prior research.

2. Does applying OCR postcorrection to the output of a multilingual HTR model improve
its performance? At the time of the experiment, no HTR postcorrection software was
publicly available, with research on this topic being scarce [15,16]. As implementing
an HTR postcorrection algorithm from scratch is out of the scope of this study, OCR
postcorrection was used instead. We applied automatic postcorrection to the output
generated using the multilingual, multi-author model and evaluated the results (with
and without postcorrection) on a separate subset of manually annotated documents
sampled from the same archive. A comparison of our empirical results shows that
OCR postcorrection is not applicable to HTR models.

Due to the rapid digitisation of archives, many projects have investigated the best
practices to develop HTR models capable of automatically transcribing large collections
of historical manuscripts (such as [17–22]). Most of these models prove to be very per-
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formative, having been trained on large corpora of coherent documents. The innovative
aspect of our work, therefore, is not the process of model creation per se, which will be
anyhow addressed in Section 4 of this article, but the attempt to develop an agile model
capable of automating transcribing an incoherent corpus of handwritten documents, and
the methodology we developed to test its quality.

The following part of this contribution describes the methodology we developed to
assess the quality of our multilingual and multi-author model compared to using a separate
model for each language.

3. Methodology

In order to test the quality of the multilingual, multi-author model that we trained
using the pages from the Valkema archive, we developed a four-step experiment using the
most common languages in the archive: Dutch, English, and German.

First, for each of the three languages, we manually selected and annotated a set of
50 documents. These pages, all written between the 1940s and 1980s, were carefully
sampled in the archive in order to offer a representative variety of handwriting styles and
layouts. This process could not be automated since Transkribus does not offer any language
detection support, nor was the language of the files previously documented. The manual
annotation of these 150 documents, the details of which are listed in Table 1, represented
the GT on which we calculated the amount of error of each of the trained models.

Table 1. Composition of the ground truth (GT) test set used to evaluate the performance of the
trained models.

Test Documents (GT)
NL 50 pages (letters, postcards, notes)

42 handwriting styles
Nr. of lines transcribed: 1204

Nr. of words transcribed: 6933

EN 50 pages (letters, postcards)
46 handwriting styles

Nr. of lines transcribed: 1229
Nr. of words transcribed: 6440

DE 50 pages (letters, postcards)
37 handwriting styles

Nr. of lines transcribed: 954
Nr. of words transcribed: 4551

Total 150 pages
121 handwriting styles *

Nr. of lines transcribed: 3387
Nr. of words transcribed: 17,924

* The difference between the number of handwriting styles and the total number of pages manually transcribed is
explained by the presence of multiple documents from the same authors. In particular, we selected more samples
of documents handwritten by Sybren Valkema in all three languages.

Second, every document was automatically transcribed using two different models:

• a monolingual model specific to the language of the document, which is expected to
offer high-quality results;

• a multilingual model, which is expected to provide lower quality yet still usable results
in all the languages.

Third, the transcriptions produced using the multilingual model were exported from
Transkribus and processed with an OCR postcorrection algorithm to fix the transcription
mistakes. Last, the accuracy of the results of the multilingual model (with and without
OCR postcorrection) is compared with the automatic transcription obtained using the
corresponding monolingual models. Figure 1 shows an overview of the experiment.

The results of this experiment allow us to devise an agile strategy to automate the
datafication of the archival collection, reducing the amount of human labour involved
in the process. Furthermore, a good multilingual model has several critical advantages
for cultural heritage institutions. First, it can be re-used on similar collections, sensibly
reducing the investment of resources in training new ad-hoc models. These resources
include not only the labour time of personnel manually transcribing pages to feed the AI
engine but also the environmental costs behind the training [23]. As the study by Strubell
et al. demonstrated, training a single deep-learning natural language process model can
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produce approximately 0.3 tonnes of carbon dioxide [24]. Therefore, the environmental
impact of producing new ad-hoc models for each documentary collection is hefty in the
long run. Second, when automatic HTR quality is accurate, archival resources can be
documented using entities already in the text [25]. This approach substantially reduces the
interpretative efforts of heritage documentation, thus granting more equitable access to
resources [26].
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4. Training the HTR Models

Before carrying out the experiment described above, it was necessary to train the
models based on the main languages included in the archive. We identified Dutch, English,
and German as the most recurring languages in handwritten documents. Therefore, the
main requirement of the multilingual model we trained was to be flexible enough to
generate an acceptable level of CER in transcribing any of these three languages.

For each of the three languages, Transkribus offers public models trained on documents
provided by its community of users. We tested them on the 150 documents we used as
the ground truth for our experiment to verify their usability for our scopes. Table 2 shows
that the CER of each of these models calculated on our GT drastically increased in all the
languages, proving inadequate for our scopes. Therefore, we needed to train our own
models. This process included selecting and manually transcribing an adequate number of
documents in each language. The Transkribus platform offers the environment for easily
producing manual transcriptions of digitised documents. After importing the image files,
each document can be automatically analysed, and the page layout is detected. This means
that each line of text is automatically identified in the image. The transcriber then has the
capability to correct any possible mistake in the detected layout and manually type in the
text as it appears in each line. In creating a dataset for training a model, it is crucial to
pay attention to correctly reporting capital letters, signs, spaces between words and letters,
and typos. The neural network will then use this information to make sense of the signs
detected on the page and learn to identify them in other documents.
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Table 2. Performance of monolingual models available on Transkribus calculated for our collection.
Training and validation datasets here were selected by the Transkribus team, and the test datasets
were extracted from our collection. High variance is explained by the diverse handwriting styles
and layouts.

Language Transkribus Model Performance of the Model
Calculated by Transkribus

Performance of the Model
Calculated on Our Collection

EN
Transkribus English

Handwriting M3
(ID 37646)2

CER on training: 6.5%
CER on validation: 5%

CER on the test: 18.7%
(STD 13.2%)

NL
Transkribus Dutch
Handwriting M2

(ID 45422)3

CER on training: 6.1%
CER on validation: 4.9%

CER on the test: 21.7%
(STD 10.7%)

DE
Transkribus German

handwriting M1
(ID 35909)4

CER on training: 6.2%
CER on validation: 4.7%

CER on the test: 24.6%
(STD 18%)

In total, we manually transcribed 344 documents, of which 244 were NL (six had
some uncertainties), 87 EN, and seven DE documents. These documents were used as
the training set and did not include any of the 150 pages forming the test set illustrated
in Table 1. The disparity in these numbers testifies to the linguistic composition of the
archive. As a personal archive of a Dutch artist, many of the documents drafted by Valkema
(including notes, drafts, and articles) are in Dutch. The international correspondence was
mainly in English or German, with a small number of documents in other languages such
as French and Swedish. Still, these documents form only a small portion of the archive. The
documents used to create our training set were randomly selected from the archive, with
attention to include in the sample a diverse number of handwriting styles and document
types (e.g., letters, postcards, drafts, and notes, all of which display different and irregular
text layouts). When our starting corpus was ready, we proceeded with training the models.

When we started working on our corpus, we planned to compare the performance
of the two AI engines available on Transkribus: HTR+ and PyLaia. The former was
especially recommended for heterogeneous documents since it was deemed more capable
of recognising irregular layouts [27]. Unfortunately, Transkribus decided to discontinue it,
leaving us with the only option of using PyLaia to train our models [28]. Table 3 illustrates
the descriptions, training details, and evaluation results of the models we created during
this experiment.

First, we trained two monolingual models, ArtDATIS_English_latest and
ArtDATIS_Dutch_latest, using the respective monolingual models listed in Table 2 as
base models. No monolingual model was trained for German since Transkribus recom-
mends using at least 20 pages of training data, and we only had seven pages available. The
evaluation results in Table 3 show considerable performance improvements compared to
using the existing models without fine-tuning them on our data: 11.1% CER compared to
18.7% for English and 18.9% CER compared to 21.7% for Dutch.

Next, we compared two approaches for training a multilingual model. The first
model, ArtDATIS_Multilanguage_V2, was trained from scratch on all the available training
data. For the second model, ArtDATIS_Dutch_English, we excluded all non-ground truth
pages from the training set (that is, all the pages with uncertainties in the transcription)
and used Transkribus Dutch Handwriting M2 as the base model. The reasoning behind
choosing a Dutch base model is to optimise the resulting model for our archive; since a
vast majority of the documents are in Dutch, the overall performance is expected to be
improved. Evaluation results show that ArtDATIS_Multilanguage_V2 is likely overfitted
to the training data (since its error rate on the validation set is much higher than the error
rate on the train set), while ArtDATIS_Dutch_English appears to be free from this problem.
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Table 3. Overview of the HTR models trained during the experiment.

Language Training Details Title & Transkribus ID Performance during Training
(Average CER)

Performance of the Model
Calculated on Our Collection

(Average CER)

EN

Base model: Transkribus
English Handwriting M3

(ID 37646)
Training data:

87 pages (10% used
for validation)

ArtDATIS_English_latest
(53449)

CER on training: 4.7%
CER on validation: 2.1%

CER on the test: 11.1%
(STD 12.8%)

NL

Base model: Transkribus
Dutch Handwriting M2

(ID 45422)
Training data:

215 pages (10% used for
validation)

ArtDATIS_Dutch_latest
(53462)

CER on training: 9.8%
CER on validation: 6.1%

CER on the test: 18.9%
(STD 9.5%)

multi

No base model
training data:

338 pages (14 used
for validation)
DE—7 pages

EN—87 pages
NL—244 pages

ArtDATIS_Multilanguage_V2
(ID: 48828)

CER on training: 1.9%
CER on validation: 12.8%

CER on the test:
22.8% on average for all
languages (STD 15.1%)
13.8% EN (STD 14.1%)
33.6% DE (STD 14.1%)

21% NL (STD 9.5%)

multi

Base model: Transkribus
Dutch Handwriting M2

(ID 45422
Training data:
EN—87 pages

NL—215 pages
(10% in each language is used

for validation)

ArtDATIS_Dutch_English
(53444)

CER on training: 6.6%
CER on validation: 3.2%

CER on the test:
20.1% all languages

(STD 14.8%)
12.5% EN (STD 13.1%)
30.7% DE (STD 14.9%)
17.1% NL (STD 9.5%)

All models were trained for 100 epochs with early stopping possible after 20 epochs,
using default parameters provided by Transkribus (learning rate 0.0003, batch size 24,
normalised height 64).

5. Testing the Models

Once we created the models, we used the documents in our GT to test their perfor-
mances. The documents in EN, NL, and DE were first transcribed using their language-
specific HTR model (respectively, ArtDATIS_English_latest, ArtDATIS_Dutch_latest,
and Transkribus German handwriting M1) and with the multilingual model
ArtDATIS_Dutch_English. In Table 3, the column ‘Performance of the model calculated on
our collection’ illustrates the evaluation results. First, results confirm that using a Dutch
base model improves the general performances of our multilingual model: the average
CER on all documents in the test set is 20.1% for ArtDATIS_Dutch_English compared to
22.8% for ArtDATIS_Multilanguage_V2, with unsurprisingly better performance on Dutch
(17.1% vs. 21%) and slight improvements in English (12.5% vs. 13.8%). An unexpected
observation is that performance on the German documents has also improved, even though
the German pages were excluded from the training data: 30.7% CER compared to 33.6%.
We hypothesise that the parametric knowledge of the large Dutch base model allows us to
achieve improvements on the other two languages for two reasons: firstly, both German
and English share linguistic similarities with Dutch, and secondly, a wide variety of hand-
writings and layouts seen by the base model during training allows it to better generalise
to noisy data regardless of the language. Since ArtDATIS_Dutch_English performs better
than ArtDATIS_Multilanguage_V2 in all languages, it has been chosen as the multilingual
model for further evaluation and postcorrection experiments.

Since the aim of the experiment was to test the quality of the multilingual model
to use it for streamlining the transcription process of the entire collection, we decided to
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closely follow and evaluate Transkribus behaviour on our test sets, breaking down the text
recognition process, and documenting any potential pitfalls.

First, we tested the layout detection on our GT dataset. To automatically detect
the layout of our documents, we used the Transkribus Layout Analysis tool, preserv-
ing the preset parameters defined by Read Coop (Transkribus LA 0.0.5). Such an
experiment—performed on a relatively small dataset but representative enough of the
whole collection—offered an idea of the quantity and quality of errors or missing informa-
tion that a fully automated document transcription process might generate. At the same
time, it also offers an idea of the amount of manual work required to fine-tune the results of
the automatised process, which is essential information when dealing with the datafication
of large document collections.

After performing the layout analysis on the Dutch-language collection, nine out of
50 documents (almost one out of five) had no layout detected. It was, therefore, necessary to
run the layout analysis on them a second time. In the English-language collection, the layout
consistently failed to be recognised in one document. In the German-language collection,
the layout failed to be properly detected on eight documents. After being processed a
second time, the layout of three documents still required some adjustments, and one
document consistently failed to be recognised. Overall, we identified some recurring
errors in the process, especially in detecting text areas oriented differently than the main
document. This issue could be especially problematic in documents, such as postcards or
annotated texts, where the layout is not regular.

Second, we tested the quality of the layout analysis embedded in Transkribus’ text
recognition tool and proceeded to transcribe the documents using the monolingual mod-
els we trained. The tool we first used was the PyLaia decoding 0.9.1. When processing
the Dutch-language collection, it emerged that 16 documents had the layout wrongly
detected, resulting in major transcription mistakes. In particular, two errors occurred:
the layout analysis detected two or more text areas, some of which were interpreted
and transcribed as if the orientation of the text was upside down. This represented
15 of the cases, six of which with minor errors. Second, the text written in the oppo-
site orientation was not detected with the layout analysis, remaining untranscribed. The
English-language collection presented the same issues, with 22 documents that had to be
reprocessed. Concerning the German-language collection, nine documents presented issues
with layout detection and text orientation. Among them, one document presented impor-
tant issues with the text area consistently failing to be detected. Table 4 offers an overview of
the issues detected. Once reprocessed one-by-one and with the updated version of the tool
(PyLaia decoding 1.2.0), many issues with text orientation and transcription were solved. It
is important to note that the difference in performance between the Transkribus Layout
Analysis tool and the layout detection tool embedded in the Text Recognition tool can be
explained with the support of the language model that is present in the second tool. This
results in better performances, especially in self-trained models (Transkribus Support 2023).
The transcriptions resulting from this phase were not manually corrected and were ex-
ported as the first subset of data in our experiment and used to evaluate the performance
of the monolingual models.

Thirdly, we ran the ArtDATIS_Dutch_English multilingual model on the three datasets.
The resulting transcriptions were then exported without any manual adjustment, constitut-
ing our experiment’s second subset of data to evaluate the model’s performance.

Lastly, to find out whether the output of the multilingual model could be improved
with OCR postcorrection, we ran an additional experiment: for every document in the
collection, we automatically detected its language using the LangDetect library [29] and
then applied a language-specific, state-of-the-art OCR postcorrection model [30].
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Table 4. Layout analysis. Overview of the issues detected.

Documents’ Language Errors in Layout Detection (Document Nr.)

NL

P. 18, 19, 21, 23, 33 (minor), 35, 36 (minor), 38 (minor), 41, 42,
43 (minor), 44 (minor), 48, 50 (minor)—Several text regions detected,

and wrong interpretation of text orientation.
P. 30—text in different orientations is not detected.
P. 46—second text region detected, but no text in it.

EN
P. 4, 12 (minor), 16–17, 19 (minor), 21 (minor)–25, 27, 30, 33–34,

38 (minor), 40–43, 45, 47–50—Several text regions detected, and
wrong interpretation of text orientation.

DE

P. 4, 7, 10—text in different orientations is not detected.
P. 20—text region detected, but wrong interpretation of text orientation.

P. 21—text in different orientations is not detected, text region
detected, but wrong interpretation of text orientation.

P. 26, 42—a large portion of text not detected.
P. 41—text lines partially detected.

P. 25 (postcard)—failed layout analysis. The text areas had to be
manually added.

6. Results and Discussion

Following the evaluation practice of Transkribus, we used the character error rate
(CER) as a metric for comparing our models in different setups. The metric was calculated
in a Python script using the FastWER library by comparing the output of the models with
the ground truth and calculating the character error rate [31].

Figure 2 shows the detailed results of our experiment. The outlier pages include the
most unusual handwritings (with the letters tilted to the left) and the most challenging
layouts (for example, a postcard with typed text in multiple languages alongside the actual
handwritten content). The high variance in all models is explained by the high diversity of
the material; there are handwriting variations even for the pages written by a single author,
as well as diverse layouts of the documents.

The figure also shows that postcorrection does not lead to any improvements. On
the contrary, it brings a slight increase in character error rate. This result is not surprising,
given that HTR mistakes and OCR mistakes have a different nature, and attempting to
perform OCR postcorrection on HTR data ends up introducing extra noise.

Considering the performance of the different models, two observations can be made.
Firstly, fine-tuning a monolingual base model improves the results both for Dutch and for
English, which means that adapting to the writing styles present in a specific collection
is important. Secondly, using a large Dutch HTR model as the base for fine-tuning a
multilingual model leads to performance improvements not only on Dutch but also on
English texts, with a noticeable yet acceptable increase in error rate on German. Table 5
presents the details of the performance tradeoff when using the multilingual model on in
our collection. Table 6 shows the results of statistical significance testing: we report p-values
obtained by the pairwise Mann–Whitney–Wilcoxon test. With Bonferroni correction for
six hypotheses at α = 0.01, a result is statistically significant when p < α/6 = 0.0017.

These results allow us to draw some conclusions about the research questions outlined
in the introduction of this paper. First, the experiments in this study show that a multi-
lingual model is indeed usable for automatically transcribing our multilingual collection:
it works better than the existing language-specific models for the two most common lan-
guages, Dutch and English, while achieving acceptable performance on German. Second,
the evaluation results confirm the assumption that automatic OCR postcorrection is not
useful for HTR data, with the most likely reason being the different visual features of typed
and handwritten texts. As no software specifically designed for HTR postcorrection was
publicly available at the time of the experiment, we conclude that improving the output of
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HTR models without developing new tools or applying extensive manual effort could only
be achieved by optimising the training process.
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Table 5. Performance tradeoff of the multilingual model.

Language
Average Performance Difference, % CER

Compared to a Monolingual Base Model Compared to Monolingual
Fine-Tuned Model

NL 1.6% improvement (17.1% vs. 18.7%) 6% drop (17.1% vs. 11.1%)

EN 9.2% improvement (12.5% vs. 21.7%) 5.4% improvement (12.5% vs. 18.9%)

DE 6.1% drop (30.7% vs. 24.6%) -

Table 6. Statistical significance testing results.

Hypothesis p-Values Per Language

NL EN DE

Fine-tuning a monolingual model significantly
improves its performance 0.0004 0.0000 –

Our multilingual model performs significantly better
than a base monolingual model 0.0000 0.0000 1

Our multilingual model performs significantly worse
than a fine-tuned monolingual model 1 0.0001 –

7. Conclusions and Future Work

We have trained and evaluated two monolingual and two multilingual HTR models,
with the goal of determining whether a multilingual model can be a viable alternative
to language-specific models in a limited resources setting when aiming at automating
the transcription of a multilingual and multi-authored collection of documents. Our
experiments show that a multilingual model based on a large Dutch model achieves good
results on Dutch and English and an acceptable performance drop on German, making it
suitable for transcribing the archive of Sybren Valkema (where Dutch is the most common
language, followed by English and a smaller amount of German).

The next step of our project includes adding more German-language data to the
training set of the multilingual model and analysing the results to see whether it improves
HTR performance on the German text set without losing too much accuracy on English and
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Dutch documents. Moreover, the results of our experiment inspire several extra questions
outside of the scope of the current project. These questions are the following:

• Is language family an important feature for HTR models? I.e., would the multilingual
model from our experiment perform better on another Germanic language (such as
Swedish) than on a language from a different group (such as French)? Since a small
number of documents in these two languages have been identified in the archive,
we will be able to partially assess this matter after proceeding with the automatic
transcription of the files in the archive.

• Do different handwriting styles influence HTR performance more than different lan-
guages? For example, if model A is trained on a single-authored collection of docu-
ments in English and Dutch, and model B is trained on a multi-authored collection
of documents in English, which of the models performs better on a collection that
contains both languages and is written by multiple authors?

In the case of the second question, we expect the writing style to be an important
feature, following the findings in [32], a study on multilingual OCR, where using different
fonts in training data turned out to be more beneficial than using different languages
(Finnish and Swedish). However, more research is needed to find out whether this gener-
alises to handwritten texts, as well as to other languages.

Another direction for future work involves experimenting with HTR-specific postcor-
rection when new tools become available since the most recent developments in the field
reveal promising new directions [33].

We hope that our contribution inspires further research in the field of multilingual
handwritten text recognition.
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Notes
1 In July 2023, after the completion of our work, READ Coop released a new generation of ‘supermodels’ working on two features:

‘an optical part that processes the images and an extensive language model that tries to make sense of and improve the extracted
text information’ [14]. These supermodels are able to deal with more than a single language (both old and new forms of the
languages). These models, which promise to improve the quality of document transcriptions radically, are currently neither
fine-tunable nor trainable by users. Therefore, they cannot be used as base models to improve the performance of the models
trained during the Art Datis project.

2 More information on the materials used to train the model: https://readcoop.eu/model/english-handwriting-18th-19th-century-2/
(accessed on 1 September 2023).

3 The general model for Dutch handwriting curated by the Transkribus team, has been trained on 4,626,201 words and
898,252 lines.

https://rkd.nl/nl/explore/collections/246
https://readcoop.eu/model/english-handwriting-18th-19th-century-2/
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4 More information on the materials used to train the model: https://readcoop.eu/model/transkribus-german-handwriting-m1/
(accessed on 1 September 2023).
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