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Introduction

The internet and online social networks have resulted in dramatic changes in 
the information landscape. While some optimistic views see this movement as 
an opportunity to foster participation and diversity, more sceptical perceptions 
fear that this communication through networks and algorithms has limited ex-
posure to a variety of content by exposing users to pre-existing beliefs, such as 
echo chambers (Sunstein, 2017) and filter bubble (Pariser, 2012). Furthermore, 
this scepticism is increased by the rise of false and misleading information on 
online social networks, disseminated by malicious actors intending to deceive 
people and discredit democratic processes (Farkas & Schou, 2018; Wardle & 
Derakhshan, 2017). It is also proved that coordinated efforts have been a fer-
tile ground for mis- and disinformation on different social media platforms  
(Broniatowski, 2021; Freelon & Wells, 2020; Keller et al., 2020).1

Furthermore, there is a boom in the use of artificial intelligence (AI) meth-
ods to produce human-like text to deceive people (Huijstee et al., 2021; Ng & 
Taeihagh, 2021). For example, recent investigations have shown that Chat-
GPT can produce clean, convincing text that could generate repeated con-
spiracy theories and misleading narratives (Hsu & Thompson, 2023). Some 
have warned that AI generative and automated content could be leveraged 
for mass deception or political overthrow (Hsu & Thompson, 2023). For ex-
ample, one of the purposes of political astroturfing (i.e., hidden information 
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campaigns in which actors mimic genuine users’ behaviour by incentivising 
the spread of information online) is to reach and change people’s perceptions 
and conduct as many regular as possible, contingent on a broad reach and 
simulating an actual campaign (Schoch et al., 2022).

Given human susceptibility to deceiving content, scholars are examining 
how mis- and disinformation information spread on online social networks, 
using a variety of methods, such as bot detection (Spiegel Rubin et al., 2021), 
super spreaders (Yang et al., 2021) and coordinated activities (Giglietto et al., 
2020a). Facebook, for example, adopted this “ill-defined” concept of “coor-
dinated inauthentic behaviour” (CIB) to describe this type of content that uses 
automated tactics instead of establishing a clear boundary between problem-
atic and non-problematic information. The platform has been employing CIB 
to remove content since 2018. Although there is an inevitable criticism that 
Facebook attempted to substantiate the relationship between coordinated be-
haviour and problematic information sharing as a solution to combat mis- 
and disinformation (Giglietto et al., 2020a), it is a crucial effort to mitigate its 
effect, as this response seems to work in a combination of different stopgap 
measures (Bode & Vraga, 2021). Thus, there has been a recent growing of 
interest within the scholarly community in detecting coordinated campaigns 
on online social networks, rather than focusing on the small groups respon-
sible for instigating or sustaining these messages (Weber & Neumann, 2021).

Through a systematic literature review, this chapter locates and synthe-
sises related research on coordinated inauthentic content on online social 
networks, described here as “coordinated campaigns.” Our systematic re-
view of existing literature on this topic: (i) Describes the state of this field 
by identifying the patterns and trends in the conceptual and methodological 
approaches, topics, and practices; and (ii) sheds light on potentially essential 
gaps in the field and suggests recommendations for future research.

To reveal the conceptual and empirical evidence of coordinated cam-
paigns, we address the following research questions:

RQ1: How has current scholarship defined CIB or coordinated campaigns?
RQ2: How does the mis/disinformation scholarship address the problem of 

automated campaigns?
RQ3: What are the main challenges and constraints to detecting automated 

campaigns?

The collected database consists of 202 materials from Scopus®, 45 from 
Web of Science, 324 from ACM® and 21 from IEEE®. Publications without 
the chosen terms in the title, abstract and keywords were excluded. Duplicate 
studies were also excluded. Another exclusion criterion was scholar publica-
tions not written in English. Our final dataset was composed of 92 studies.

Findings show that there is an evolution of the approaches used to detect co-
ordinated activities. While bot detection was the focus in the early years, more 
recent research focused on using advanced computational methods based on 
training datasets or identifying coordinated campaigns by timely and similar 



Systematic Literature Review of Coordinated Inauthentic Content  167

content. It is important to highlight there are no perfect solutions, as data are 
limited, and all methods present certain caveats. Political, health and disinfor-
mation topics were predominantly found in these studies. However, coordi-
nated activities could be seen in financial markets and promotion campaigns of 
artists. Due to the data availability, Twitter is by far the most studied platform, 
although studies have shown that coordinated activities can be found on other 
online social network platforms. We conclude by discussing the implications of 
current approaches and outlining an agenda for future research.

Methodological Approaches

Through organised, transparent and replicable processes that include prede-
fined search strings and standard inclusion and exclusion criteria (Higgins 
et al., 2011; Mohamed Shaffril et al., 2021), this study provides an overview 
of this topic, comparing its synonym and how scholars methodologically ap-
proach it. Furthermore, it is built on existing evidence, allowing researchers 
to identify gaps and directions for future research. Qualitative techniques of 
pattern matching and explanation building have been employed to categorise 
descriptively these published studies, highlighting their commonalities and dis-
parities using the eyeballing technique (Bhimani et al., 2019). Therefore, a de-
scriptive, rather than a statistical, analysis of results is presented in this chapter.

Tranfield et al. (2003) laid out a three-stage procedure for producing a 
systematic literature review: Planning, execution and guided reporting. The 
first step is to set the research objectives that support a broad scan of articles. 
This study focuses on peer-reviewed journal articles, as they are considered 
to have the most significant impact on research integrity and retention (Pod-
sakoff et al., 2005), and conference proceedings, which is quite common in 
computer science scholarship.

The second step was selecting the databases from which the initial list of 
articles would be retrieved. As this topic lies in computer science, social sci-
ences and humanities, we relied on four databases. The Scopus® and Web of 
Science® were chosen for the social science and humanities data collection. 
They offer a broad range of indexed content from thousands of journals be-
cause of their relevance to this scientific literature. To cover the computer sci-
ence academic literature, we included IEEE® and ACM®, the most extensive 
databases for Science and technology studies (STS).

Third, we relied on a combination of keywords derived from Weber and 
Neumann (2021)’s work to search for relevant studies. To include the broad 
range of definitions surrounding CIB, we conducted a snowball collecting 
other terms in the studies listed in the previous studies. In total, 65 terms 
were found, such as “URL Sharing Behaviour,” “orchestrated campaign,” 
“malicious retweeter,” “automate tactic,” etc. (see Table 10.1).

Using these keywords described in Table 10.1, we searched them in the 
title, abstract, keywords and manuscript of the four databases. Our data 
collection happened in Q2 2022, retrieving a total of 592 articles. As shown 
in Figure 10.1, we adopted a series of inclusion and exclusion criteria. We 



168  Mathias-Felipe de-Lima-Santos and Wilson Ceron

Table 10.1  Terms used in the search strings

Terms Alternative

automate tactic
automated account
automated activity
automated and orchestrated manipulation
automated behavior automated behaviour
automated bots
automated content spreader
automated manipulation
automated shell account
automated social media account
automated social software
automated software
automated-based information campaign
centralized coordination
coincidental behavior coincidental behaviour
coordinated account
coordinated action
coordinated activities coordinated activity
coordinated amplification
coordinated astroturfing campaign
coordinated attack
coordinated behavior coordinated behaviour
coordinated bot
coordinated campaign
coordinated communication
coordinated disinformation campaign
coordinated effort
coordinated free text campaign
coordinated groups
coordinated human-run account
coordinated inauthentic activity
coordinated inauthentic behavior coordinated inauthentic behaviour
coordinated influence
coordinated link
coordinated malinformation campaign
coordinated manipulation
coordinated misinformation campaign
coordinated network
coordinated online action
coordinated political influence
coordinated retweet activity
coordinated spam message
coordinated spread
coordinated trolling
coordinated way
coordinating communication
coordination detection algorithm coordination detection algorithm
coordination network

(Continued)
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coordination of multiple accounts
coordination pattern
coordination strategies coordination strategy
coordination tactic
detecting synchronized action
highly coordinating communities
inauthentic account
inauthentic information campaign
inauthentic online behavior inauthentic online behaviour
Link Sharing Behavior Link Sharing Behaviour
malicious organized activities malicious organized activity
malicious retweeter
orchestrated bots
orchestrated campaign
patterns of coordination
synchronized action
URL Sharing Behavior URL Sharing Behaviour

Table 10.1  (Continued)

Terms Alternative

Figure 10.1 � Flow diagram depicting the flow of information through the different 
phases of a systematic review.
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excluded duplicate publications. Our exclusion criterion also includes studies 
not written in English.

Additionally, we performed a screening process where we included only 
articles that clearly covered the topic of coordinated campaigns in their ab-
stract. It was not necessary to have specific words, but we would be able to 
identify if the publication includes this discussion.

Having performed these steps, our considered dataset consists of 92 pub-
lications, including peer-reviewed articles and conference proceedings. The 
articles were each coded for some variables, such as the study’s objectives, 
topics covered, scope (online social network platforms), tools and meth-
ods used and limitations of such approaches. In a second step, all diversity- 
related terms appearing in the article were coded – if the topic was sub-
stantially discussed (i.e., appearing more than once outside of footnotes or 
references). After coding, these publications were thematically filtered and 
reported in descriptive narrative format in the following sections.

Coordinated Campaigns on Social Media Platforms

As a scarce and fluid commodity (Myllylahti, 2020), our attention has be-
come critical to online social networks. Many actors tried to catalyse our 
attentional spotlight to amplify individual voices above the crowd (Penny-
cook et al., 2021). These interactions may be artificially inflated by various 
legitimate and fringe attention-hacking interventions (Giglietto et al., 2018), 
which are “capable of hijacking conversations, influencing other users, and 
manipulating content dissemination” (Khaund et al., 2022, p. 530). Using 
bots and sockpuppet accounts to amplify these individuals’ voices above the 
crowd requires coordination, that is, “the additional information process-
ing performed when multiple, connected actors pursue goals that a single 
actor pursuing the same goals would not perform” (Malone, 1988, p. 32). 
Sometimes referred to as the megaphone effect, coordinated action requires 
conversations to happen in a manner that is distinguishable from human 
contributions, regularly leaving traces in the form of digital records (Weber 
& Neumann, 2021) that can be revisited later to detect these coordinated 
actions.

In the literature, the deceptive practice known as astroturfing is also used 
to describe orchestrated marketing, public relations or propaganda activities 
that mask sponsors of a message or organisation to make it appear to have 
originated from and is supported by grassroots participants (Piña-García & 
Espinoza, 2022; Schoch et al., 2022). Similarly, Facebook adopted the con-
cept of CIB to describe content that uses automated tactics and potentially 
causes harm to its users (Gleicher, 2018). According to the company, the 
use of fake accounts to “artificially boost the popularity of content or en-
gage in behaviours designed to enable other violations under our Commu-
nity Standards” are not allowed in its platforms (Broniatowski, 2021, p. 2). 
Scholars have criticised this approach, as the Silicon Valley company, instead 
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of establishing a clear boundary between problematic and non-problematic 
information, decided to put everything under the same umbrella indiscrimi-
nately, substantiating the relationship between coordinated behaviour and 
the sharing of problematic information (Giglietto et al., 2020a).

Events on online social networks gain momentum when a large audience 
is engaged in discussion. Thus, not all orchestrated campaigns have malicious 
intentions of feeding people with false information. For example, civil society 
organisations tend to use coordinated activities to maximise the visibility of 
specific content and call the attention of public and private entities (Schoch 
et al., 2022).

The scholarly literature describes these accounts that mimic the social 
behaviours of humans as social bots (Alothali et al., 2021; Khaund et al., 
2022; Perna & Tagarelli, 2018a). However, bots are used interchangeably 
with fake (false) and spam accounts, which are not exactly the same. While 
fake (or false) accounts impersonate people on online social networks, spam 
accounts focus on disseminating unsolicited promotional content on a mass 
scale. Bots or automated accounts are mostly controlled by software to per-
form automatic interactions, such as posting messages, liking and sharing 
others’ content. The main difference between automated and fake accounts 
is that the “former improves the metrics of itself while the latter improves 
the metrics of other users” and creates an unhealthy environment on online 
social networks (Akyon & Esat Kalfaoglu, 2019, p. 1). Some researchers 
use the term “inauthentic accounts” to refer to these collections of accounts 
(Yang & Menczer, 2022). The confusion is explained because these accounts 
often overlap, such as bots that automatically impersonate humans to post 
spam content.

Defining and distinguishing these account types also help to decide the 
proper interventions. Usually, fake and spam accounts violate platforms’ 
policies, degrading the environment for users. Similarly, bots with malicious 
intent can disseminate false and misleading information to deceive users, ex-
acerbate conflicts with manipulated opinions and disrupt communications 
(Yang & Menczer, 2022). However, some automated accounts, such as news 
bots, benefit online discussions (Lokot & Diakopoulos, 2016).

Twitter is the most news- and research-friendly of the online social plat-
forms, as seen in the academic literature. As a result, most of the studies about 
coordinated campaigns were conducted using Twitter digital trace data (e.g., 
Fazil & Abulaish, 2020; Overbey et al., 2019; Sharma et al., 2021). Schol-
ars are recently exploring other methods for tracking and analysing botnets 
on other platforms, such as Facebook. For example, Boshmaf et al. (2011a, 
2011b) tested users’ behaviour in response to a large-scale infiltration where 
social bots, showing that Facebook could not detect or stop extensive or-
chestrated campaigns. Similarly, Giglietto et al. (2020b) relied on URLs from 
Facebook posts to identify coordinated activities on political news stories 
published in the 2018 Italian general election and the 2019 Italian election 
for the European Parliament.
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Scholars also employed a combination of computational methods to de-
tect fake accounts on Facebook and Instagram, as previous requests for data 
from these platforms were available before Cambridge Analytical scandal 
(Akyon & Esat Kalfaoglu, 2019). Another study unveiled more than two 
million malicious accounts and 1156 large attack campaigns within one 
month on Facebook and Instagram (Cao et al., 2014). In a limited number 
of studies, researchers examined coordinated activities on other online social 
networks, such as VK and Reddit. In a cross-platform study, scholars ana-
lysed YouTube raids perpetrated by users of 4chan, a platform known for its 
controversies and alt-right communities. Despite these examples, few studies 
have explored these coordinated activities on other platforms, particularly 
messaging applications.

The Evolution: From Bots to Coordinated Actions

Throughout the years, digitally coordinated campaigns have been intended 
to undermine and disrupt public opinion, making scholars develop multiple 
methods to study them. While bot detection can seem a simple task for hu-
mans because we can observe emerging patterns or anomalies and evaluate 
conversational nuances such as sarcasm or persuasive language, machines 
do not have the same capacity (Khaund et al., 2018). Despite its limitation, 
detecting botnets’ activity on Twitter has been successfully employed in the 
academic literature (e.g., Bastos & Mercea, 2018; Ferrara et al., 2016; Men-
doza et al., 2021; Soto-Sanfiel et al., 2022) to identify coordinated activities 
on online social networks. For example, machine-learning techniques were 
applied to predict in real-time the type of account (human or bot) based on 
profile information (metadata) as features (Gilmary et al., 2023). According 
to these studies, bots spread rumours and false information, cyberbullying, 
spamming and manipulate the ecosystem of online social networks. Stud-
ies have also highlighted that bots share more news articles, fewer opinion 
tweets, no testimonial tweets and fewer conversational tweets than human 
users (Abokhodair et al., 2015).

However, the different number of bot detection techniques do not guar-
antee that all bot profiles are detected, as the methods are evolving, and 
malicious actors are creating orchestrated actions in online social networks 
that involve not only automated accounts. Some techniques are also not rep-
licable, such as identifying false profiles during their creation on Facebook 
and Instagram, because these data are not publicly available and access is 
restricted to Meta employees, who conducted some studies (Akyon & Esat 
Kalfaoglu, 2019).

For this reason, Schuchard and Crooks (2021) proposed an ensemble bot 
detection coverage framework that harnesses the power of multiple detection 
sources to detect a wider variety of bots. They recognise the necessary efforts 
to incorporate numerous detection sources to account for the type of social 
bots operating in online social networks. Furthermore, this is important to 
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keep pace with the constant evolution of bot complexity, as malicious actors 
are incorporating improved or new techniques to overcome detection meth-
ods. Furthermore, scholars highlighted the importance of an explainable bot 
detection service, as AI-driven bot detection methods remain quite opaque 
and lack ethical responsibility, not contributing to the mitigation of coordi-
nated campaigns (Kouvela et al., 2020).

Studies have also shown that bots participate in and contribute to online 
conversations in a manner that is distinguishable from human contributions. 
Using Benford’s law tests for multiple user metrics, it was possible to identify 
that automatically controlled bots possibly disagree with it, while human-
orchestrated bots follow a normal distribution. Similarly, social bots ac-
counted for fewer than 1% of the total corpus of user contributors to online 
mass shooting conversations. Still, their significant prominence in networks 
could be recognised by centrality in these networks (Yuan et al., 2019). Some 
scholars relied on social network analysis methods to reach this conclusion. 
In fact, methods that rely on social connections and interactions between us-
ers by leveraging graph-based representation learning have been widely used 
to improve bot detection (Mendoza et al., 2021).

Community ​​detection algorithms (Blondel et al., 2008) were used to get 
insight from the bot and human networks. Scholars observed that bots’ com-
munities are more hierarchical in structure. In other words, they have a cen-
tral core of members who connect more strongly among themselves than the 
peripheral members, who are weakly connected (Abokhodair et al., 2015; 
Khaund et al., 2018). Similarly, human networks have more communities 
and tend to be smaller in size and denser than bot networks, that is, humans 
have more tightly knit and focused communities, while bots tend to be big-
ger. Consecutively, these connections have a weak sense of belongingness 
to a community (Khaund et al., 2018). Equally, graph-based unsupervised 
machine-learning methods were used to identify edge and node anomaly de-
tection in social network data (Venkatesan & Prabhavathy, 2019).

Political astroturfing (centrally coordinated disinformation campaigns 
in which participants pretend to be ordinary users who act independently) 
is also a centrally coordinated disinformation campaign, as participants 
pretend to be ordinary users who act independently, aiming to reach and 
change the behaviour of as many regular users as possible. The campaign’s 
success is contingent on a broad reach and an organic appearance of the co-
ordinated activity, where central core members are highly influential in their 
networks. In contrast, grassroots movements exhibit some coordination but 
tend to be less synchronised in timing and content (Schoch et al., 2022). Al-
though these coordinated activities tend to happen organically through cues 
sent by peers instead of centralised instructions, platforms have highlighted 
that it is hard for them to distinguish between coordinated campaigns from 
civil society organisations and malicious actors (Felipe, 2022). Therefore, 
graph features helped to detect orchestrated activities using network analy-
sis approaches.
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Similarly, experiments with social bots were promoted to quantify the 
infiltration effectiveness of different social coordinated strategies on online 
social networks (Boshmaf et al., 2011a, 2011b; Freitas et al., 2015). It is 
important to note that existing literature primarily focuses on bot detection 
and its roles in information campaigns rather than mapping coordinated ac-
tions. More recently, scholars have proposed an effective method to identify 
similar malicious activities on Facebook (e.g., Broniatowski, 2021; Giglietto 
et al., 2020b).

Topics that Emerged in Coordinated Campaigns

Prior study has shown that the health crisis and political events are peri-
ods when individuals are more likely to be exposed to mis- and disinfor-
mation, requiring fact-checking interventions (Ceron et al., 2021a, 2021b). 
Similarly, most topics used to study these orchestrated activities were related 
to elections and the COVID-19 pandemic. The US-focused campaigns were 
commonly found in these studies, restricting to a limited number of studies 
beyond this context. For example, a framework using three available bot 
detection sources was proposed to identify social bot activity within online 
social network interactions taking place during the 2018 US Midterm Elec-
tion on Twitter. This framework aims to incorporate improved or new detec-
tion methods to keep pace with the constant evolution of bot complexity. 
Underlying socio-political processes behind the 2016 US Presidential Elec-
tion, scholars used network science methods to study the social dynamics 
of automated accounts (Le et al., 2019). As a result, they could identify key 
groups associated with the US right wing promoting coordinated activities 
during the US election. Unexpectedly, a low number of automated accounts 
related to foreign intervention in the Trump-supporting group was detected.

Beyond the US, researchers analysed the dynamics of coordinated cam-
paigns on Twitter during the 2018 government election in Rio de Janeiro, 
Brazil, using the Botometer API (Spiegel Rubin et al., 2021). In the Nigerian 
2019 presidential elections, a lexicon-based public emotion mining and senti-
ment analysis was introduced to detect automated bots influencing the pub-
lic’s perception of the two major parties. Results indicated that these accounts 
created a higher positive and lower negative sentiment for the All Progressive 
Congress (APC) than the one observed with the People’s Democratic Party 
(PDP) (Fagbola & Colin, 2019).

Besides these political studies, the COVID-19 pandemic boosted efforts 
to study health-related coordinated activities. The proliferation of mislead-
ing and false information surrounding COVID-19 by automated accounts 
coupled with human susceptibility to believing and sharing this content may 
well impact the course of the pandemic, as 66% of known bots were dis-
cussing pandemic themes (Himelein-Wachowiak et al., 2021). Conspiracy 
theories, such as “Film Your Hospital,” aiming to show empty beds, enjoyed 
the promotion not only by verified users able to influence some Twitter users 
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but also by a small number of bots and deleted accounts within the net-
work (Ahmed et al., 2020). The theme of COVID-19 vaccines was also used 
by large coordination networks involved in political astroturfing to deceive 
Twitter users about their efficacy (Jemielniak & Krempovych, 2021).

Studies have also considered disinformation campaigns on online social 
networks and how they hiddenly influence group behaviours (Sharma et al., 
2021). In this disinformation warfare environment, it was possible to un-
derstand the role of state-sponsored trolls on Twitter (Vargas et al., 2020; 
Zannettou et al., 2019a, 2019b) and the use of political astroturfing (Keller 
et al., 2020) to influence and deceive users. Orchestrated activities also pro-
mote hate speech, although a prior study found the effects of automated bots 
sharing this type of content were insignificant (Beatty, 2020).

The polarisation of debates was also a topic that emerged from coordi-
nated activities. An example is the 2019 Women’s Strike conversation on Twit-
ter, where automated accounts participated in the discussion using partisan 
hashtags and false information to promote polarisation (Calvo et al., 2021).

To a lesser extent, studies have shown that automated accounts promote 
discussions to artificially boost the visibility of specific content through com-
mercial and quasi-commercial uses of bots. For example, Twitter bots were 
used to promote content from the audio-sharing platform SoundCloud (Bruns 
et al., 2018) or discussions about stocks traded in the leading US financial 
markets. Comprising accounts appear as untrustworthy and quite simplistic 
bots, speculative financial campaigns aimed at promoting low-value stocks 
by exploiting the popularity of high-value ones, likely aiming to fool auto-
matic trading algorithms rather than human investors (Tardelli et al., 2020).

Tools and Methods Used to Detect Coordinated Campaigns

To detect these coordinated actions in online social networks, researchers re-
lied on different methods and tools to assist them. Most of these studies used 
AI methods, publicly available datasets, third-party tools (e.g., Botometer/
BotOrNot), and network analysis.

Publicly available datasets have been used to distinguish genuine users 
from bots (e.g., Cresci et al., 2017; Gong et al., 2018; Lee et al., 2013; Niran-
jan Koggalahewa et al., 2020). With these datasets, researchers combined 
deep learning techniques to distinguish tweets generated by legitimate users 
from those created by automated accounts (Ilias & Roussaki, 2021). These 
datasets were also used for the real-time detection of social bots on Twitter 
using machine-learning models (Alothali et al., 2021). Other studies focused 
on creating and keeping lists of potentially problematic sources, such as pro-
viding the URLs shared on Facebook by public groups, pages and verified 
profiles (Giglietto et al., 2020b).

The coordinated campaigns were also mapped using feature extraction 
for account-level data combined with deep learning for tweet-level classifica-
tion (Ilias & Roussaki, 2021). In the same vein, scholars combined different 
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computational methods, such as Vector Support-Machine (SVM), logistic re-
gression, decision tree, Naïve Bayes and K-Nearest Neighbours, to build a 
neural network–based classifier of bot accounts (Alothali et al., 2021).

In network analysis approaches, scholars looked at statistical features ex-
tracted from networks built based on these users and their interactions to de-
tect coordinated activities. For example, researchers trained a binary classifier 
based on statistical components extracted from a time series of daily coor-
dination networks on both Twitter disinformation campaigns and legitimate 
communities, allowing them to predict future disinformation-coordinated 
activity (Vargas et al., 2020).

On a small scale, publications also focused on the simulation of auto-
mated campaigns to study the strength of weak bots in promoting specific 
topics (Keijzer & Mäs, 2021) or measuring content coordination (Roussinov, 
2018). Long short-term memory (LSTM) network was also used to determine 
whether an account is a bot or a human using a single tweet from that ac-
count (Chavoshi & Mueen, 2018). The probabilistic graphical model Markov 
Random Field (MRF) allowed scholars joint inference over-dependent ran-
dom variables to make assumptions if a node is independent of its non-
neighbouring nodes given its neighbours, helping to identify bot accounts 
(El-Mawass et al., 2018). A graph-based unsupervised learning method for 
edge and node anomaly detection was also used to detect irregular patterns in 
online social network activities, such as coordinated campaigns (Venkatesan 
& Prabhavathy, 2019).

A classification model from community-based features has also been used 
to examine coordinated activities. Using the node-level community structure 
from a weighted interaction graph of the social network, which represents 
the total number of messages, posts, etc., sent from the origin to the destina-
tion, it was possible to identify spam accounts (Bhat & Abulaish, 2013).

Another way used to detect coordinated activities is the reliance on de-
tecting bots. As mentioned before, they are not necessarily harmful or spam 
accounts, but identifying this type of account help in this process. Several 
studies have relied on BotOrNot and Botometer to detect these bots (e.g., 
Ahmed et al., 2020; Bryden & Silverman, 2019; Furman & Tunç, 2020; 
Jemielniak & Krempovych, 2021; Spiegel Rubin et al., 2021).

Novel methods focused on detecting CIB in Facebook pages and groups 
based on a technique that identifies orchestrated actions based on a “near-
simultaneous link sharing” activity (Broniatowski, 2021; Giglietto et al., 2020a).

Limitations of Such Approaches

While these different tools and methods provide a way to detect coordinated ac-
tivities, they also come with several limitations. For example, using third-party 
tools, services or platforms, such as Botometer, entails certain risks, as they rely 
on “black box” functionality or end up discounting due to financial difficul-
ties or business models in the long run (de-Lima-Santos et al., 2021). Equally 
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important, bot detection algorithms are not perfect. These methods report sev-
eral false positives and negative results, which limit their effectiveness and put 
at risk their findings. A prior study has indicated that most accounts had 50% 
or lower bot scores, and many of the users’ accounts exhibited bot-like behav-
iours due to their infrequency in posts or resharing content (Venkatesan & 
Prabhavathy, 2019). The major hurdle in social network anomaly detection is 
to identify irregular patterns in data that sometimes is not significantly different 
from regular patterns (Venkatesan & Prabhavathy, 2019).

Another important caveat of these tools is that they rely on access to API 
or publicly available datasets, which can be changed or restrained by plat-
forms. For this reason, most research studying coordination mechanisms is 
confined to Twitter data, as the company provides more data than others. 
The recent announcement of Twitter ending its public API for researchers 
might change this scenario.

Furthermore, public availability datasets and computational algorithms 
need to keep pace with the constant evolution of bot complexity, as mali-
cious actors are incorporating improved or new techniques to overcome de-
tection methods. This also means it increases the complexity of classifiers and 
AI algorithms, requiring more computing power. In the same vein, several 
existing studies rely on lists of problematic content or news media sources 
compiled by fact-checkers or publicly available data. However, these lists 
“may quickly become obsolete, leading to unreliable estimates” (Giglietto 
et al., 2020b, p. 85).

Discussion and Conclusion

Overall, studies focused more on detecting bots, as elements that posted 
messages in an automated way and could be used to deceive people. How-
ever, there was no analysis that they could work in a coordinated manner to 
spread false or misleading content or hate speech. It is worth remembering 
that bots do not necessarily produce spam content on a large scale. Further-
more, the terminology concerning coordinated campaigns leads to confu-
sion, as bots are used interchangeably with fake (false) and spam accounts. 
Accounts mimicking the social behaviours of humans are referred to as bots 
or automated accounts, which are controlled mainly by software (Alothali 
et al., 2021; Khaund et al., 2022; Perna & Tagarelli, 2018b). Fake or false 
accounts impersonate online users, while spam accounts spread unsolicited 
promotional content on a mass scale. Therefore, automated accounts im-
prove their metrics, and fake ones help increase the metrics of other users, 
which could lead to an unhealthy environment on online social networks, 
depending on the users they boost (Akyon & Esat Kalfaoglu, 2019). The 
term “inauthentic accounts” refers to all these collections of accounts (Yang 
& Menczer, 2022), which can overlap each other.

We observed from the analysed works that the task of identifying bots, be-
sides being difficult, is costly and becomes even more complex when it comes 
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to coordinated campaigns. In 2018, Facebook-owner, Meta, presented the 
concept of CIB to map automated accounts based on spam activities. Con-
sequently, scholars have explored effective strategies to identify similar mali-
cious actions by examining coordinated actions through “near-simultaneous 
link sharing” activity (Broniatowski, 2021; Giglietto et al., 2020a). However, 
social bots also rely on coordinated actions to help users consume quality 
information (Lokot & Diakopoulos, 2016).

Nevertheless, the evolution of the CIB shows that in addition to textual 
content, coordinated activities are evolving to audio-visual content, making 
detection even more complex. Future studies can explore orchestrated cam-
paigns using multimedia content using advanced computational methods, 
such as computer vision and deep learning. Similarly, the rise of deepfake 
technology will undoubtedly become a more significant concern.

It is also important to note that humans can perform coordinated cam-
paigns, hampering the ability of machines detected them. Since the posting 
time and content have no identifiable pattern, it is difficult, if not impossible, 
to detect these orchestrated actions. Upcoming research could explore new 
methods to identify these coordinated activities performed by humans and 
examine to what extent they pose risks for online social media users.

Lastly, the reliance on publicly available datasets might be an issue for 
coordinated mapping activities. Equally important is the support of public 
API, which is not a reality for many platforms. European regulation promises 
to change this reality, but scholars must rely on other data collection forms, 
such as data donation. Future studies should overcome these limitations.

Therefore, this study reveals the presence of coordinated activities on on-
line social networks and how they can potentially undermine the public’s trust 
and measures taken by spreading disinformation narratives on a large scale. 
By identifying these orchestrated campaigns in the literature, this study con-
tributes to expanding the discussion of CIB or coordinated actions on online 
social networks, hoping it sheds light on new forms of tackling online mis- 
and disinformation activities and contributes to this theoretical discussion.

Note

	 1	 This study was partially funded by the University of Amsterdam’s RPA Human(e) 
AI and by AI4Media project under the European Union’s Horizon 2020 research 
and innovation grant agreement No 951911.
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