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A B S T R A C T

Wireless Power Transfer (WPT) for electric vehicles is one of the most promising methods that, given its
advantages, will drive the deployment of electric vehicles. This paper presents a mathematical optimization
method applied to the complete design of an LCC-S WPT3 Z1 11 kW system that complies with the SAE J2954
standard (Wireless Power Transfer for Light-Duty Plug-in/Electric Vehicles and Alignment Methodology, 2020).
A design method based on three phases is proposed, allowing the complete inductor system, including ferrites
shielding and compensation circuit components, to function in any relative primary and secondary position.
In Phase 1, a multi-objective NSGA-II algorithm is designed, utilizing three nested genetic algorithms. The
goal is simultaneously searching for the local optimum between the primary and secondary systems in three
positions. This is achieved by modeling the circuit’s electrical and electromagnetic parameters with equations,
enabling an iterative process with reduced computational time. The NSGA-II algorithm yields three scenarios:
primary copper volume minimization, secondary copper volume minimization, and a compromise solution
that optimizes the total volume. The result is then modeled in Phase 2 using a 3D finite element program
that includes ferrite and optimal shielding, obtaining the values of inductances and mutual inductance in the
three positions, as well as design data for manufacturing. This result is introduced in Phase 3 to optimize
compensation circuit components using a second NSGA-II algorithm with three nested genetic algorithms.
Again, three scenarios are obtained based on the desired system behavior and the optimal cost of the
components. The result is validated through simulation with Matlab-Simulink and experimentally using a
prototype constructed for this purpose.
1. Introduction

Wireless power transfer (WPT) presents an innovative approach to
electric vehicle charging, being the only one that allows three scenarios:
static, opportunistic, and dynamic. This versatility can help reduce
battery size. In all cases, it must be able to work under different
conditions of misalignment and height between primary and secondary,
as well as battery voltage variation.

A range of resonant topologies has emerged. The simplest of these
are called ‘classical’ resonant topologies, each defined by distinctive
capacitor configurations: S–S, S–P, P–S, P–P, [1]. In topologies with a
series connection on the primary side, a reduction in mutual impedance
leads to an increase in primary current [2–5]. When the resonant
capacitor is connected in parallel, it leads to a power reduction [2,4].
In both cases, precise control is required, and occasionally performance
is reduced.

More complex topologies have been proposed to address these
issues. Still, they come at a higher cost since they involve additional
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passive elements, such as the SP–S topology or the family of topologies
using LCC on the primary side. The SP–S topology [6] allows for sig-
nificant misalignments and height variations while maintaining power
output without increasing the current in the inverter, which improves
safety and simplifies control.

The LCC-S topology is prevalently used for delivering design power
efficiently under significant variations in mutual inductance and bat-
tery voltage [3,7–12]. [12] has shown its superior efficiency over
simpler configurations, such as S–S, justifying its selection for this
study.

Additionally, the SAE J2954 standard [13] categorizes inductive
systems into three power levels, namely WPT 1 (3.7 kW), WPT 2
(7.7 kW), and WPT 3 (11 kW), along with three transfer distances: Z1,
Z2, and Z3. In this paper, a WPT3 Z1 LCC-S topology, compliant with
the standard, is selected for optimization.
306-2619/© 2024 The Author(s). Published by Elsevier Ltd. This is an open access
c/4.0/).
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Various methodologies with different objectives have been proposed
to optimize WPT systems. The work by [14] presents a classification
and review of these methodologies. These optimization strategies can
be broadly categorized into two main types: iterative methods and
advanced algorithms.

Iterative methods, as proposed by [2,15–18], offer the advantage of
consistently finding the optimal solution for the system. However, to
limit computational time and address issues related to dimensionality,
the number of variables included in the optimization is restricted. For
example, in [2], the focus is on minimizing the number of turns of
the inductors, and only four variables are optimized. Furthermore, the
values of inductance and mutual inductance are obtained through equa-
tions. Other works, such as [15,16], extend this approach to systems
with intermediate coils, utilizing finite element simulations (FEM) to
consider materials like ferrites and aluminum in obtaining inductance
and mutual inductance. [17] concentrates on optimizing efficiency
by adjusting the number of turns, the inner coil size, and resonance
capacitors. Lastly, [18] employs variable sweeps to obtain a set of
Pareto diagrams with objective functions such as losses, power density,
efficiency, and magnetic field dispersion. Additionally, they use 2D sim-
ulations to characterize the inductor system and estimate temperature,
reducing computational cost by simplifying it to 2D simulations.

In contrast to iterative methods, advanced algorithms such as NSGA-
II, which are based on genetic algorithms, have been introduced [14,
19–22]. In [19], an optimization based on NSGA-II is presented, incor-
porating an initial variable selection step through sensitivity analysis,
reducing the problem’s dimensionality and cutting the computational
time in half compared to not performing sensitivity analysis. In [20],
the inductor system is designed using FEM, with objective functions
defined by the coupling coefficient (𝑘) and magnetic flux magnitude.
In [21] optimizes only the resonant capacitors in an LCC-LCC topology,
as the coils are pre-determined. In [22], a comparison between NSGA-
II and MOPSO for shielding optimization is carried out, with objective
functions related to cost and mutual inductance.

Multi-objective methods based on PSO have also been proposed, as
seen in [22–26]. In [23], ferrite optimization is performed to obtain
maximum efficiency and power transfer while minimizing flux disper-
sion through asymmetric 2D simulations. [24] optimizes various classic
topologies, considering wire cross-section, the number of turns, and the
number of layers to achieve the most efficient system with minimal
volt–amperes. [25] proposes a methodology for an S-CLC topology that
allows obtaining compensation coils and capacitor values for a specific
range of magnetic coupling and load. In [26], a methodology for an
LCC-S system is presented, enabling the design of compensators for a
specific operating range and loads, with the primary and secondary
coils considered predefined.

Hybrid optimization methodologies, which combine different algo-
rithms for enhanced effectiveness, have been developed [27–29].

In the literature reviewed for WPT system design, only [14] has
used a hybrid optimization method for the calculation of an S–S WPT
compliant with SAE J2954 [13]. It employs a multi-objective NSGA-
II algorithm in combination with the secant method local algorithm.
This method obtains optimal primary and secondary coils: the number
of turns, wire cross-section, number of strands, inductance, mutual
inductance, and calculates the resonance capacitors for both primary
and secondary, although it does not consider ferrites or aluminum
shielding.

Finally, [30] demonstrates an optimization method for the shape
and arrangement of ferrites, improving the behavior against misalign-
ment, but at the cost of greater complexity for its manufacture. This
methodology has also given good results in the field of electrical
machines, but with complex solutions at the manufacturing level, [31].

In all the papers reviewed, the optimization of the coils is performed
exclusively in nominal position. Only two articles, [25,26], optimize
compensators based on predefined coils for a range of coil positions
2

through discretization of the coupling coefficient (𝑘) and the equivalent a
circuit resistance (𝑅𝐿). However, none of these articles consider the
inductance variation when changing the positions of the coils and do
not propose solutions by controlling the frequency and/or the output
voltage.

From the conducted literature review, the following conclusions can
be drawn:

• Advanced optimization methods reduce computational time.
• A priori, it is challenging to determine which algorithm is better

for a specific problem, and no algorithm stands out from the
rest [32]. However, hybrid algorithms have enhanced results in
both classic and academic problems [29].

• Reducing variables is key to decreasing calculation time [19].
• None of the articles optimizes coils considering misalignment

and airgap variation. The optimization is limited to the nominal
position in all cases. Some subsequently evaluate the performance
in other positions, sometimes only as expected.

The primary motivation of this work is to design an LCC-S WPT3
Z1 11 kW system that complies with the SAE J2954 standard [13].
This system should be cost-optimized and include all its components:
inductive coils, ferrite, aluminum shielding, capacitors, and a filter
coil for all defined working positions according to the standard. The
standard also introduces constraints regarding system frequency and
geometry to ensure interoperability. Additional constraints proposed by
the designers are included in the development. These include achieving
an efficiency higher than 95% and compliance with the circuit compo-
nents’ maximum current and voltage limits. The optimization process
yields the following results:

• Inductors: the number of turns, wire cross-sections, and the num-
ber of strands are minimized to reduce cost.

• Shielding, minimizing its cost, consisting of:

– Ferrite material: number, dimensions, and position.
– Aluminum shielding: dimensions and position.

• The electrical circuit capacitors and filtering inductance values
are optimized to minimize the solution’s overall cost.

The optimization process ensures that the system can deliver the
design power (𝑃𝐷 = 11 kW) for any secondary position relative to
he primary in height and misalignment terms, as defined by the
tandard. This work develops a procedure consisting of three Phases to
chieve this goal. Phase 1 involves designing a multi-objective genetic
lgorithm NSGA-II with three nested genetic algorithms. The NSGA-II
lgorithm, as in [14], calculates the optimal primary and secondary
oils: the number of turns and wire cross-section. Two competing ob-
ective functions are defined, resulting in a Pareto optimal set and three
ecision scenarios: minimizing ground copper volume, onboard copper
olume, or both simultaneously. The three nested genetic algorithms
ithin NSGA-II are used to simultaneously obtain the optimal solution

hat works in three positions: nominal, centered with minimum height,
nd maximum misalignment with maximum height. If the system works
ell in these positions, it is expected to perform well in any other posi-

ion. Mathematical equations presented in [14] model the inductances
nd resistances, allowing them to be included in the algorithms and
inimizing the computation time. Once the optimal solution is selected

ccording to the desired scenario, Phase 2 involves creating a 3D model
sing finite element analysis (FEA), which includes ferrite material and
luminum shielding. This model provides the values of inductances and
esistances of the complete system in the three previously mentioned
ositions, along with all design parameters necessary for system manu-
acturing. In Phase 3, the result obtained in Phase 2 is introduced in the
econd NSGA-II algorithm, also with three nested genetic algorithms,
o optimally calculate resonant capacitors and the filtering coil, as well

s the frequency and the input and output voltages to give the design
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power. This is done to operate correctly in the three positions defined
above, considering a set of operating constraints. For this purpose, two
objective functions are defined, generating a new Pareto optimal set.
Additionally, three decision scenarios are considered: behavior leaning
towards an S–S topology, behavior leaning towards a P–S topology,
and behavior lying between both topologies. This makes it possible to
determine the most suitable combination that performs as desired and
minimizes costs.

The obtained results are validated in the various positions defined
by the standard using Matlab-Simulink and experimental tests.

Therefore, the main contributions of this work are the following.
It is the only one addressing the comprehensive design of the WPT
system, ensuring proper operation in any position accepted by the
standard. The method enables the inclusion of design restrictions on
circuit components, thereby minimizing costs. The results include volt-
age values and frequencies at which the target power is obtained,
facilitating the design of power electronics characteristics, with design
restrictions also accounted for. This is one of the first WPT studies
to combine two different methodologies in electromagnetic analysis:
equations in the genetic algorithms, reducing computational costs, and
FEM for shielding design, obtaining values very close to the real ones.
This is the first work that proposes the joint treatment of the weighting
variables 𝐾𝐶1 and 𝐾𝐶3 for the calculation of the compensators of the
CC-S topology to optimize its behavior. No other paper has been found
o utilize NSGA-II with three nested genetic algorithms to design WPT
ystems comprehensively. Finally, the proposed method can be used
o design any WPT by adapting the circuit equations and selecting the
ptimized parameters.

The paper is structured as follows: Section 2 explains the electrical
ircuit equations of the LCC-S topology. Section 3 defines the param-
ters set by SAE J2954 [13], the parameters to be optimized, and
heir limits. It also defines the parameters considered as variables to
ontrol. Section 4 explains the mathematical equations proposed for
he electromagnetic modeling of resistances and inductances used in
he NSGA-II algorithm. It also explains the equations for obtaining
hese values in the 3D finite element modeling. Section 5 explains the
rocess followed in the optimization methodology, which is divided
nto three phases. Section 6 details the calculation process for Phases

and 3, explaining the NSGA-II algorithm for each and the three
ested algorithms: GA1, GA2, and GA3. Finally, it presents the optimal
olutions for each Phase. As the calculation process is the same and
nly the variables and objective functions change, they are presented
imultaneously in the same section. Section 7 explains the modeling
rocess corresponding to Phase 2, which includes ferrite and aluminum
hielding, obtaining the solution for this phase. Section 8 validates the
esults obtained, firstly comparing the inductance values obtained by
inite element modeling with the results of the manufactured coils. Sec-
ndly, it checks the system’s operation, comparing the results obtained
ith equations with those obtained by modeling in Matlab-Simulink
nd those of the experimental test bench. Finally, Section 9 presents
he main conclusions obtained.

In this paper, the subscript ‘‘𝑝’’ refers to the primary, and the
ubscript ‘‘𝑠’’ refers to the secondary. When referring to both simul-
aneously, ‘‘𝑝𝑠’’ is employed. For example, 𝑁𝑝 refers to the number of
urns in the primary coil, 𝑁𝑠 to the number of turns in the secondary
oil, and 𝑁𝑝𝑠 to the number of turns in both coils simultaneously.

. Equivalent circuit of the LCC-S topology

The LCC-S topology (Fig. 1) is a combination of the classic S–
and P–S topologies in which the compensation in the primary is

istributed between two capacitors, denoted 𝐶1 connected in series,
nd 𝐶3 connected in parallel. Assigning different weights to these
apacitors makes the system’s behavior more akin to the S–S or P–S
opology in response to changes in position and battery voltage. To
void short circuits, adding the auxiliary coil 𝐿 is necessary. Series
3

3

compensation is employed on the secondary side to ensure that the
reflected impedance has no imaginary part, simplifying the calculation
of the primary capacitors and the number of passive components.

The primary LCC topology is employed in compliance with SAE
J2954 standard [13] and offers several advantages compared to other
topologies, as described by [11,12,33]:

• It enhances efficiency compared to simpler topologies.
• It allows operation with more significant misalignment.
• It enables the reduction of inverter current and its variability, as

opposed to topologies like S–S.

The system modeling incorporates the following simplifications:

• First harmonic approximation: The input voltage is modeled as
sinusoidal.

• The battery is represented using an equivalent resistance 𝑅𝐿,
assuming operation exclusively in continuous mode.

The primary power electronics consist of a full DC/AC bridge. At
he same time, the secondary side features an uncontrolled AC/DC
ectifier, along with a DC/DC voltage regulator, allowing adjustment
f the secondary output voltage (𝑉𝑠) to match the battery voltage.

The battery is modeled as an equivalent resistor 𝑅𝐿 [34], using its
voltage (𝑉𝑏𝑎𝑡) and the power objective (𝑃𝐷). As a controllable secondary
DC/DC converter is proposed, the battery is modeled using 𝑉𝑠 instead
of 𝑉𝑏𝑎𝑡.

𝑅𝐿 = 8
𝜋2

𝑉 2
𝑠

𝑃𝐷
(1)

The calculation process of capacitors 𝐶1, 𝐶3, and the auxiliary coil
𝐿3 can be performed using the traditional method or the capacitor
weighting method [11], which employs two weighting constants for
the calculation of capacitors 𝐶1 and 𝐶3, denoted as 𝐾𝐶1 and 𝐾𝐶3, both
reater than 1.

The traditional method selects capacitors 𝐶1 and 𝐶3, along with
nductance 𝐿3, to maintain the current in the primary coil 𝐼𝐿𝑝 constant
t a desired design value. This ensures that the current supplied by the
ource 𝐼𝑝 and the current in the coil 𝐼𝐿𝑝 remain constant, regardless
f variations in coupling parameters (airgap, misalignment, battery
oltage, etc.). This method represents a specific case of the weighting
onstants 𝐾𝐶1 and 𝐾𝐶3 within the capacitor weighting method.

The capacitor weighting method involves an iterative process to
alculate 𝐾𝐶1 and 𝐾𝐶3, ensuring that the system complies with the
esired design conditions. The calculation process is based on the
undamental equations of the circuit shown in Fig. 1, which is explained
elow.

The voltage 𝑉𝐶3 at the capacitor 𝐶3 is:

𝑉𝐶3 = 𝑉𝑝−𝑗𝐿3𝑤𝐼𝑝 =
𝐼𝐶3
𝑗𝐶3𝑤

=
(

𝑅𝑝 + 𝑗
(

𝐿𝑝𝑤 − 1
𝐶1𝑤

))

𝐼𝐿𝑝−𝑗𝑀𝑤𝐼𝑠 (2)

here 𝑉𝑝 and 𝐼𝑝 are the voltage and current at the output of the primary
C/AC bridge, 𝑅𝑝 and 𝐿𝑝 are the resistance and inductance of the

primary coil, 𝑀 is the mutual inductance between inductors, 𝐼𝐿𝑝 and 𝐼𝑠
are the currents through the primary and secondary coils respectively,
and 𝑤 is the angular frequency. The equation in the secondary of the
circuit is as follows:

0 =
(

(𝑅𝑠 + 𝑅𝐿) + 𝑗
(

𝐿𝑠𝑤 − 1
𝐶2𝑤

))

𝐼𝑠 − 𝑗𝑤𝑀𝐼𝐿𝑝 (3)

𝑅𝑠 and 𝐿𝑠 represent the secondary coil’s resistance and inductance,
respectively, and 𝐶2 is the secondary resonant capacitor.

The current 𝐼𝑝 at the output of the DC/AC bridge is:

𝐼𝑝 = 𝐼𝐶3 + 𝐼𝐿𝑝 (4)

Being 𝐼𝐶3:

𝐼 = 𝑗𝐶 𝑤𝑉 = (𝑉 − 𝑗𝐿 𝑤𝐼 )𝑗𝐶 𝑤 (5)
𝐶3 3 𝐶3 𝑝 3 𝑝 3
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Fig. 1. Simplification of the proposed electronic system.
The current in the secondary 𝐼𝑠, as a function of 𝐼𝐿𝑝, is given in (6):

𝐼𝑠 =
𝑗𝑤𝑀𝐼𝐿𝑝

𝑅𝑠 + 𝑅𝐿 + 𝑗
(

𝐿𝑠𝑤 − 1
𝐶2𝑤

) (6)

Considering that the secondary works in resonance, the value of 𝐶2
is obtained from the value of the inductance 𝐿𝑠:

𝐶2 =
1

𝐿𝑠𝑤2
(7)

Substituting in (6):

𝐼𝑠 =
𝑗𝑤𝑀

𝑅𝑠 + 𝑅𝐿
𝐼𝐿𝑝 (8)

Substituting (8) in (2) leads to the following:

𝑉𝐶3 = 𝑉𝑝 − 𝑗𝐿3𝑤𝐼𝑝 =
(

𝑅𝑝 + 𝑗
(

𝐿𝑝𝑤 − 1
𝐶1𝑤

))

𝐼𝐿𝑝 +
𝑀2𝑤2

𝑅𝑠 + 𝑅𝐿

= (𝑍𝑝 +𝑍𝑟)𝐼𝐿𝑝 = 𝑍1𝐼𝐿𝑝 (9)

where 𝑍𝑝 is the primary impedance and 𝑍𝑟 is the secondary impedance
reflected in the primary, which only has a real component when it is
at resonance:

𝑍𝑟 =
𝑀2𝑤2

𝑅𝑠 + 𝑅𝐿
(10)

Next, a virtual primary capacitor 𝐶 ′
1 is calculated to work in reso-

nance with the coil 𝐿𝑝, mimicking an S–S topology, without considering
𝐿3 or 𝐶3:

𝐶 ′
1 =

1
𝐿𝑝𝑤2

(11)

To achieve P–S behavior of the topology, a capacitor 𝐶1 larger than
𝐶 ′
1 is selected by a factor 𝐾𝐶1 > 1 such that:

𝐶1 = 𝐾𝐶1𝐶
′
1 (12)

Note that if 𝐾𝐶1 = 1 were chosen, the topology would be an S–S
topology. Because 𝐾𝐶1 > 1, the coil’s impedance exceeds that of the
capacitor:

𝐿𝑝𝑤 > 1 (13)
4

𝐶1𝑤2
Thus, the impedance 𝑍1, as observed by the source supplying the
hypothetical S–S circuit, becomes inductive:

𝑍1 = 𝑅𝑝 +
𝑀2𝑤2

𝑅𝑠 + 𝑅𝐿
+ 𝑗

(

𝐿𝑝𝑤 − 1
𝐶1𝑤

)

= 𝑅1 + 𝑗𝐿1𝑤 (14)

This impedance presents an inductive part 𝐿1. Adding a new ca-
pacitor 𝐶 ′

3 in parallel with 𝑍1 is necessary to compensate for it, thus
obtaining the P–S behavior. This capacitor is calculated to cancel the
imaginary part, obtaining a new impedance 𝑍2:

𝑍2 = 𝑍1∕∕
1

𝑗𝐶 ′
3𝑤

=
𝑅𝑝 +

𝑤2𝑀2

𝑅𝑠+𝑅𝐿
+ 𝑗

(

𝐿𝑝𝑤 − 1
𝐶1𝑤

)

1 + 𝑗
(

𝑅𝑝 +
𝑤2𝑀2

𝑅𝑠+𝑅𝐿
+ 𝑗

(

𝐿𝑝𝑤 − 1
𝐶1𝑤

))

𝐶 ′
3𝑤

(15)

The virtual capacitor 𝐶 ′
3 which cancels the imaginary part of 𝑍2 is:

𝐶 ′
3 =

(

𝐿𝑝𝑤 − 1
𝐶1𝑤

)

(

𝑅𝑝 +
𝑤2𝑀2

𝑅𝑠+𝑅𝐿
+
(

𝐿𝑝𝑤 − 1
𝐶1𝑤

)2
) (16)

Adding this capacitor would render the total impedance seen from
𝑉𝑝 purely resistive. However, by placing the capacitor in parallel with
the source, it is necessary to add a protective auxiliary coil 𝐿3 to limit
current peaks. The total impedance 𝑍𝑇 seen by the source will be:

𝑍𝑇 = 𝑍2 + 𝑗𝐿3𝑤 (17)

As 𝑍2 is purely resistive, impedance 𝑍𝑇 exhibits inductive behavior.
To compensate for it, it is necessary first to increase the value of the
capacitor 𝐶 ′

3 and then calculate the value of the inductance 𝐿3. To
achieve this, a factor 𝐾𝐶3 > 1 is defined, determining a capacitor 𝐶3
larger than 𝐶 ′

3:

𝐶3 = 𝐾𝐶3𝐶
′
3 (18)

Eqs. (12), (13), (16), and (18) illustrate how capacitor 𝐶3 is influ-
enced by the value of 𝐾𝐶1:

𝐶3 = 𝐾𝐶3𝐶
′
3 = 𝐾𝐶3

(

𝐿𝑝𝑤 − 1
𝐾𝐶1𝐶′

1𝑤

)

(

𝑅𝑝 +
𝑤2𝑀2

𝑅 +𝑅 +
(

𝐿𝑝𝑤 − 1
𝐾𝐶 𝐶′𝑤

)2
) (19)
𝑠 𝐿 1 1
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When capacitor 𝐶3 is added, the total impedance 𝑍𝑇 becomes
capacitive. Therefore, the auxiliary coil 𝐿3 must be calculated to render
the impedance resistive, effectively eliminating the imaginary part of
𝑍𝑇 :

𝐿3 =
𝐶3𝑤

(

(

𝑤𝑅𝑝 +
𝑤2𝑀2

𝑅𝑠+𝑅𝐿

)2
+
(

𝐿𝑝𝑤 − 1
𝐶1𝑤

)2
)

−
(

𝐿𝑝𝑤 − 1
𝐶1𝑤

)

𝐶2
3𝑤

3
(

(

𝑤𝑅𝑝 +
𝑤2𝑀2

𝑅𝑠+𝑅𝐿

)2
+
(

𝐿𝑝𝑤 − 1
𝐶1𝑤

− 1
𝐶3𝑤

)2
) (20)

This method enables adjustment of the WPT system’s operation to
eet the designer’s requirements. Analyzing (19), it can be seen that

f 𝐾𝐶1 = 1, capacitor 𝐶3 = 0, meaning it is unnecessary, causing the
ystem to behave as an S–S. If 𝐾𝐶1 > 1, it becomes necessary to add

capacitor 𝐶3, causing the system to behave like a P–S topology. If a very
high value of 𝐾𝐶3 is chosen, the system tends to behave like an S–S
topology again. The desired behavior between S–S and P–S is adjusted
by the two variables 𝐾𝐶1 and 𝐾𝐶3. In general, 𝐾𝐶1 ≥ 𝐾𝐶3 is assumed.

The power delivered to the secondary (𝑃𝑠) is given by the secondary
current 𝐼𝑠 and the equivalent resistance 𝑅𝐿:

𝑠 = 𝐼2𝑠𝑅𝐿 = 𝐼2𝑠
8
𝜋2

𝑉 2
𝑠

𝑃𝐷
(21)

Given that the controlled parameters are the voltages 𝑉𝑝 and 𝑉𝑠,
along with the frequency, it is essential to derive the power value as a
function of these variables. Substituting 𝐼𝑠 (8) it is obtained:

𝑃𝑠 =
(

𝑗𝑤𝑀
𝑅𝑠 + 𝑅𝐿

𝐼𝐿𝑝

)2 8
𝜋2

𝑉 2
𝑠

𝑃𝐷
(22)

From (4) is obtained:

𝐼𝐿𝑝 = 𝐼𝑝 − 𝐼𝐶3 =
𝑉𝐶3

𝑍1
(23)

Substituting in (4), (5) in (23):

𝐼𝑝 = 𝐼𝐶3 + 𝐼𝐿𝑝 = 𝑗𝐶3𝑤𝑉𝐶3 +
𝑉𝐶3

𝑍1
=

𝑗𝑍1𝐶3𝑤 + 1

𝑍1
𝑉𝐶3 (24)

Solving for 𝐼𝑝 in (2) can also be expressed as:

𝐼𝑝 =
𝑉𝑝 − 𝑉𝐶3

𝑗𝐿3𝑤
(25)

From (24) and (25) 𝑉𝐶3 is obtained as a function of 𝑉𝑝.

𝑉𝐶3 =
𝑍1𝑉𝑝

𝑗𝐿3𝑤(1 + 𝑗𝑍1𝐶3𝑤) +𝑍1
(26)

Substituting in (23), 𝐼𝐿𝑝 as a function of 𝑉𝑝 is obtained:

𝐼𝐿𝑝 =
𝑉𝐶3

𝑍1
=

𝑉𝑝
𝑗𝐿3𝑤(1 + 𝑗𝑍1𝐶3𝑤) +𝑍1

(27)

Finally, substituting the previous equation in (22), it is obtained the
ower delivered to the load (𝑃𝑠) as a function of the controllable volt-
ge of the primary (𝑉𝑝) and the controllable voltage of the secondary
𝑉𝑠):

𝑠 =

(

𝑗𝑤𝑀
𝑅𝑠 + 𝑅𝐿

𝑉𝑝
𝑗𝐿3𝑤(1 + 𝑗𝑍1𝐶3𝑤) +𝑍1

)2
8
𝜋2

𝑉 2
𝑠

𝑃𝐷
(28)

As evident from (28), the power delivered to the load depends not
nly on the design power (𝑃𝐷) but also on two distinct parameter sets:

• Constant parameters to optimize: formed by the electrical com-
ponents of the circuit: 𝐿𝑝, 𝐿𝑠, 𝑀 , 𝑅𝑝, 𝑅𝑠, 𝐶1, 𝐶2, 𝐶3, 𝐿3 with
capacitors 𝐶1 and 𝐶3 related to each other by parameters 𝐾𝐶1
and 𝐾𝐶3.

• Variable parameters to control: those that can be controlled to
adapt the operation to different height and misalignment situa-
tions: 𝑉 , 𝑉 , and 𝑓 .
5

𝑝 𝑠 u
Table 1
Fixed parameters according to a WPT3 Z1 of SAE J2954 standard [13].

Parameter Value

X-axis misalignment [cm] 10
Y-axis misalignment [cm] 7.5
Height variation Z [cm] 10–15
𝑃𝐷 design power [kW] 11

Table 2
External measurements corresponding to WPT Z1 of SAE J2954 standard [13].

Parameter [mm] Value

𝑎𝑝 650
𝑏𝑝 500
𝑎𝑠 380
𝑏𝑠 380

Table 3
Maximum and minimum values of the parameters to be optimized.

Parameter Minimum Maximum

𝑆𝑝 [mm2] 1 80
𝑁𝑝 1 20
𝑆𝑠 [mm2] 1 80
𝑁𝑝 1 20
𝐾𝐶1 1 10
𝐾𝐶3 1 10

3. Design parameters

The system to be optimized is a WPT 3 Z1 LCC-S of 11 kW in
compliance with SAE J2954 standard [13], considering square coils;
therefore, some of the system variables are fixed by this standard
(Table 1):

The optimization of the system will be performed considering three
positions that define the nominal, maximum, and minimum values of
the coil inductances 𝐿𝑝, 𝐿𝑠 and the mutual inductance (𝑀):

• Position 1: Centered and center height (𝑋 = 0 cm, 𝑌 = 0 cm;
𝑍 = 12.5 cm), corresponding to the nominal position, obtaining
the nominal or design mutual inductance, 𝐿𝑝, 𝐿𝑠 and 𝑀 .

• Position 2: Centered and minimum height (𝑋 = 0 cm, 𝑌 = 0 cm;
𝑍 = 10 cm), obtaining 𝐿𝑝𝑚𝑎𝑥, 𝐿𝑠𝑚𝑎𝑥, 𝑀𝑚𝑎𝑥.

• Position 3: Maximum misalignment and maximum height (𝑋 =
7.5 cm, 𝑌 = 10 cm; 𝑍 = 15 cm), obtaining 𝐿𝑝𝑚𝑖𝑛, 𝐿𝑠𝑚𝑖𝑛, 𝑀𝑚𝑖𝑛.

The standard does not require compliance with specific dimensions
or the coils, but it specifies particular dimensions for each case.
herefore, the external measurements corresponding to WPT Z1 coils
re taken, as shown in Table 2.

Where ‘‘𝑎’’ is the outer width and ‘‘𝑏’’ is the outer length of each
nductor.

In Section 2, the parameters of the WPT system have been classified
etween constants to be optimized and variables to be controlled.

Among the constant parameters, the values of compensators 𝐶1,
2, 𝐶3, 𝐿3, can be calculated using (11), (16), (18), (19) and (20),
tilizing the values of 𝐾𝐶1 and 𝐾𝐶3 to adjust the behavior of the
opology. Furthermore, the values of 𝐿𝑝, 𝐿𝑠, 𝑀 , 𝑅𝑝 and 𝑅𝑠 are also
athematically modelable through (29) to (33), which are explained

n Section 4 and are determined by the cross-sectional area (𝑆) of the
onductors and the number of turns (𝑁).

Table 3 shows the maximum and minimum values considered for
he optimization of the constant parameters.

Regarding the variable parameters to be controlled to obtain the
𝐷 power in the secondary, maximum and minimum values are also
efined in Table 4.
𝑉𝑝 and 𝑉𝑠 are delimited by the power electronic converters to be
sed, and the Standard defines the range of variation of 𝑓 . Finally,
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Table 4
Maximum and minimum values of the variable parameters to be controlled.

Parameter Minimum Maximum

𝑉𝑝 [V] 600 800
𝑉𝑠 [V] 300 800
𝑓 [kHz] 79 90

a series of restrictions in the design will be considered regarding
the current and voltages imposed on the different elements of the
circuit, which are explained in Section 6. Likewise, the standard sets
a minimum efficiency of 85% in the centered position and 80% in
any working position; in this paper, the efficiency of the WPT system,
discounting the electronics, is set at 99%.

4. Electromagnetic model

For the solution of the electrical circuit, it is necessary to obtain
the values 𝐿𝑝, 𝐿𝑠, 𝑀 , 𝑅𝑝, and 𝑅𝑠 of the circuit (Fig. 1). To do this,
lectromagnetic modeling is necessary, which can be carried out in the
ollowing ways:

• Modeling using mathematical equations [2,35]: In this type of
modeling, simplification is performed by considering only the
ideal inductor, i.e., the ferrite and shielding are not taken into
account. The main advantage is the calculation time [14].

• FEM modeling [36,37]: In this type of electromagnetic model-
ing, finite element analysis programs are used, and it involves
solving Maxwell’s equations. This type of modeling allows for
the inclusion of ferrite and aluminum shielding, improving result
accuracy.

Both methods are used in this work. In Phase 1, the system is
ptimized using genetic algorithms to model the inductors (𝐿𝑝, 𝐿𝑠, 𝑀 ,
𝑝, and 𝑅𝑠) using equations without considering ferrite and aluminum.

n Phase 2, the inductors are modeled, including ferrite and aluminum,
sing FEM modeling, obtaining 𝐿𝑝, 𝐿𝑠, and 𝑀 in the three positions
reviously indicated. In Phase 3, genetic algorithms are also used for
he complete system, with the difference from Phase 1 being that the
alues of inductances have already been definitively calculated in Phase
. However, the values of resistances (𝑅𝑝 and 𝑅𝑠) are recalculated in
he same way as in Phase 1 since, unlike inductances, they depend on
he frequency.

.1. Mathematical electromagnetic modeling

.1.1. Mathematical modeling of inductances 𝐿𝑝 and 𝐿𝑠, Phase 1
The value of the inductance of each coil is obtained from [14,35]:

= 2𝑁2
𝑖 (𝐿𝑎 + 𝐿𝑏 − (𝑀𝑎 +𝑀𝑏)) (29)

here 𝐿𝑎 and 𝐿𝑏 are obtained from (30):

𝑐 =
𝜇0𝑐
2𝜋

⎛

⎜

⎜

⎝

log(
√

(𝑐2 + 𝐴𝑀𝑆𝐷2
𝐿) + 𝑐) − log𝐺𝑀𝐷𝐿

−

√

1 +
(

𝐴𝑀𝑆𝐷𝐿
𝑐

)2
+

𝐴𝑀𝐷𝐿
𝑐

⎞

⎟

⎟

⎠

(30)

In the equation provided, c represents the average length of either
the 𝑎 or 𝑏 side of the coil, 𝜇0 denotes the magnetic permeability of a
vacuum, and 𝐴𝑀𝑆𝐷𝐿, 𝐺𝑀𝐷𝐿, and 𝐴𝑀𝐷𝐿 stand for the compound
mean distances associated with the partial self-inductance of the sides
of the single-turn coil. The methodology for calculating these distances
is detailed in [35]. The mutual inductance 𝑀𝑎, between the parallel
turns of side 𝑎 at an average mutual distance 𝑏, and the mutual
6

inductance 𝑀𝑏 between the parallel turns of side 𝑏 at an average mutual
distance 𝑎, can be expressed as follows:

𝑀𝑐 =
𝜇0𝑐
2𝜋

⎛

⎜

⎜

⎝

log(
√

(𝑐2 + 𝐴𝑀𝑆𝐷2
𝑐 ) + 𝑐) − log𝐺𝑀𝐷𝑐

−

√

1 +
(

𝐴𝑀𝑆𝐷𝑐
𝑐

)2
+

𝐴𝑀𝐷𝑐
𝑐

⎞

⎟

⎟

⎠

(31)

where 𝑐 is the average length of the coil’s 𝑎 or 𝑏 side and 𝑐 is the average
length of the coil’s 𝑏 or 𝑎 side. When 𝑐 = 𝑎, then 𝑐 = 𝑏, and vice versa.

Experimental validation of the above equations can be found in
[14].

4.1.2. Mathematical modeling of the mutual inductance M, Phase 1
The mathematical modeling of mutual inductance is performed by

Eq. (32), which is an improved evolution of the Neumann’s expres-
sion [1,14,38]:

𝑀 =
𝑁1
∑

𝑖=1

𝑁2
∑

𝑗=1
𝑀𝑖𝑗 =

𝑁1
∑

𝑖=1

𝑁2
∑

𝑗=1

𝜇0
4𝜋 ∬

𝑑𝑙𝑖𝑑𝑙𝑗
𝑟𝑖,𝑗

(32)

𝑀𝑖𝑗 represents the mutual inductance between the 𝑖th turn of the
primary and the 𝑗th turn of the secondary and 𝑟 signifies the distance
between corresponding current elements.

The value of the mutual inductance depends on the distance be-
tween the turns of the primary and secondary coils, so it varies with the
relative position of the coils. Consequently, the calculation is conducted
for the three positions mentioned in Section 3, obtaining 𝑀 , 𝑀𝑚𝑎𝑥, and
𝑀𝑚𝑖𝑛.

4.1.3. Mathematical modeling of coil resistances, Phase 1 and Phase 3
The coil resistance values 𝑅𝑝 and 𝑅𝑠 are calculated considering Skin

(𝑅𝑠𝑘𝑖𝑛) and Proximity (𝑅𝑝𝑟𝑜𝑥) effects using the next equations according
to [14,39]:

𝑅𝑖 = 𝑅𝑠𝑘𝑖𝑛 + 𝑅𝑝𝑟𝑜𝑥 =

𝑏𝑒𝑟0(
𝜉
√

2
)𝑏𝑒𝑟𝑖′0(

𝜉
√

2
) − 𝑏𝑒𝑟𝑖0(

𝜉
√

2
)𝑏𝑒𝑟′0(

𝜉
√

2
)

𝑏𝑒𝑟′0(
𝜉
√

2
)2𝑏𝑒𝑟𝑖′0(

𝜉
√

2
)2

𝑅𝑑𝑐

−
2
√

2𝜋𝜑
𝛿

𝐻2

𝐼2

𝑏𝑒𝑟2(
𝜉
√

2
)𝑏𝑒𝑟′0(

𝜉
√

2
) + 𝑏𝑒𝑟𝑖2(

𝜉
√

2
)𝑏𝑒𝑖′0(

𝜉
√

2
)

𝑏𝑒𝑟2( 𝜉
√

2
)𝑏𝑒𝑟𝑖2( 𝜉

√

2
)

(33)

here 𝑅𝑠𝑘𝑖𝑛 is expressed as the direct current resistance (𝑅𝑑𝑐) and
set of Bessel functions that account for the frequency-dependent

enetration depth (𝜉). 𝑅𝑝𝑟𝑜𝑥 is expressed as a function of the magnetic
field intensity (𝐻) and another set of Bessel functions representing
the frequency dependence. To mitigate both skin effect (𝑃𝑠𝑘𝑖𝑛) and
proximity (𝑃𝑝𝑟𝑜𝑥) losses attributed to the operating frequency, it is
imperative to utilize Litz wire, as suggested by previous studies [18,
36,39], with an optimized strand diameter of 0.1 mm, as found to be
the most efficient diameter within the system’s frequency range [38].
Furthermore, the packing factor must be considered in determining the
total coil cross-sectional area; in this instance, a factor of 0.5 has been
considered [40].

4.2. Electromagnetic modeling using finite elements, Phase 2

In Phase 2, the coils obtained in Phase 1 are modeled using finite
element analysis, incorporating ferrite and aluminum shielding. The
modeling is performed to minimize any significant variation in the
previously optimized values of 𝐿𝑝, 𝐿𝑠, and 𝑀 from Phase 1 while
reducing costs associated with ferrite usage. Furthermore, the distance
between the coils affects the value of mutual inductance and the self-
inductances 𝐿𝑝 and 𝐿𝑠. This effect cannot be calculated using (29)

but can be obtained through finite element analysis (FEM) simulations.
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Fig. 2. Symmetry of the coil.

Consequently, in Phase 2, the values of inductances 𝐿𝑝, 𝐿𝑠, and 𝑀 are
calculated at the three Positions defined in Section 3.

The calculation described below is based on the methodology out-
lined in [36,37], in which the inductor system is defined with a
homogeneous current density (𝐽 ).

𝐽 = 𝐼
𝑆

(34)

𝐼 is the current through the coil, and 𝑆 is the equivalent inductor
section.

The calculation of the induced voltage in the coils (𝑉 ) is obtained
as a function of the electric field in the coil:

𝑉 (𝑤) = ∫ 𝐸(𝑤)𝑑𝑙 = −1
𝑆 ∫ 𝐸(𝑤)𝑙 𝑑𝑉 𝑜𝑙 (35)

Given 𝐸 as the electric field, 𝑙 as the vector defining the coil’s
direction, and 𝑑𝑉 𝑜𝑙 as the derivative concerning the inductor’s vol-
ume. Expanding this equation for the specific case under consideration
(Fig. 2), it is observed that the system exhibits symmetry, enabling
it to be divided into four equal parts, with each part consisting of
three sectors. Applying the above equation to each of these sectors and
multiplying by four yields [37]:

𝑉 (𝑤) = −4
𝑆

(𝑉𝑥(𝑤) + 𝑉𝑐 (𝑤) + 𝑉𝑦(𝑤)) = −4
𝑆

(

∫ 𝐸𝑥(𝑤)𝑥 𝑑𝑉 𝑜𝑙

+∫

(

−𝐸𝑥(𝑤)
𝑦
𝑟
+ 𝐸𝑦(𝑤)𝑥

𝑟

)

𝑑𝑉 𝑜𝑙 +

∫ 𝐸𝑦(𝑤)𝑦 𝑑𝑉 𝑜𝑙
)

(36)

Once the voltage is obtained, the inductance can be defined as the
imaginary part of the ratio of the voltage to the current multiplied by
the angular frequency [36,37], as follows:

𝐿(𝑤) =
𝐼𝑚𝑎𝑔(𝑉 (𝑤))

𝐼𝑤
(37)

Finally, the mutual inductance is defined as the ratio of the imag-
inary part of the inductor voltage, divided by the current in the other
inductor multiplied by the angular frequency [36,37]:

𝑀𝑝𝑠(𝑤) = 𝑀𝑠𝑝(𝑤) =
𝐼𝑚𝑎𝑔(𝑉𝑝(𝑤))

𝐼𝑠𝑤
=

𝐼𝑚𝑎𝑔(𝑉𝑠(𝑤))
𝐼𝑝𝑤

(38)

5. Optimization methodology

The optimization methodology aims to dimension a complete 11 kW
WPT 3 Z1 LCC-S system, including coils, ferrite, shielding, capacitors
𝐶1, 𝐶2, 𝐶3, and filtering coil 𝐿3, to minimize system costs while
meeting standard requirements and designer-imposed restrictions. The
developed process is divided into three phases:
7

• PHASE 1: Optimization of the simplified optimal system, without
ferrite or aluminum. This phase determines parameters for the
inductors, including the number of turns (𝑁𝑝𝑠), cross-sectional
area (𝑆𝑝𝑠), and their inductances.

• PHASE 2: In this phase, the coils obtained in Phase 1 are modeled
using finite element analysis (FEM), incorporating ferrite and
aluminum shielding. The goal is to obtain inductance values in
three positions, ensuring minimal deviation from the optimized
values obtained in Phase 1 while minimizing the amount of ferrite
used to control costs.

• PHASE 3: Optimization of the compensation components for the
circuit: 𝐶1, 𝐶2, 𝐶3, and 𝐿3, along with the values of 𝑉𝑝, 𝑉𝑠, and 𝑓
that allow operation in all positions. This phase ensures that the
system operates efficiently across all positions defined in Phase 2
while meeting standard requirements and constraints imposed by
designers.

For Phases 1 and 3, individual NSGA-II [41] genetic algorithms have
been developed, each of which internally incorporates three genetic
algorithms: GA1, GA2, and GA3. Phase 2 is conducted using the finite
element analysis program.

In Phases 1 and 3, two competing objective functions are defined
for each to be solved subject to a set of constraints. Hence, a multi-
objective genetic algorithm (MOEA) is required to identify the optimal
solutions that constitute the Pareto Front. The inclusion of elitism in
these algorithms enhances their performance. Among the most widely
utilized algorithms are NSGA-II by Pétrowski and Ben Hamida (2017),
as well as SPEA, SPEA2, PAES, MOMGA, and MOMGA-II.

The NSGA-II algorithm, as presented in [14], is highly cited and
widely used. It has been successfully applied across various engineering
disciplines, including the design of complex electrical systems. The
paper [14] offers a detailed example of NSGA-II’s application. This
example demonstrates the integration of NSGA-II with a secant-based
local search algorithm for coil calculations in an S–S WPT system.

A multi-objective algorithm is characterized by having two or more
conflicting objectives that must be simultaneously minimized or maxi-
mized while adhering to specific constraints.

In this category of problems, finding a perfect solution that opti-
mizes all the objective functions is unattainable. However, it is possible
to identify a set of non-dominant solutions, known as the Pareto Opti-
mal Set, from which a solution relevant to the chosen scenario can be
selected. Below, a summarized explanation of the optimization process
for each phase is provided, along with the workflow and detailed
equations presented in Section 6.

PHASE 1: Optimization of the simplified optimal system.
The optimal design of primary and secondary coils, excluding ferrite

and shielding, is achieved by employing the NSGA-II algorithm, which
integrates three nested genetic algorithms (GA1, GA2, GA3). This ap-
proach allows us to refine the coil design to meet specific criteria and
objectives.

The design is engineered to function correctly in the three positions:
Position 1, yielding 𝑀 ; Position 2, obtaining 𝑀𝑚𝑎𝑥; and Position 3,
achieving 𝑀𝑚𝑖𝑛.

Using the initial random vectors generated by the NSGA-II algorithm
and mathematical circuit parameter modeling, genetic algorithm GA1
calculates compensators (𝐶1, 𝐶2, 𝐶3 and 𝐿3) based on preliminary
values of 𝐾𝐶1 and 𝐾𝐶3. These compensators enable the system to
achieve the desired power level 𝑃𝐷 in Position 1 as well as the values
of 𝑉𝑝, 𝑉𝑠, and 𝑓 necessary for this purpose.

The result is simultaneously forwarded to genetic algorithms GA2
and GA3, which compute the values of 𝑉𝑝, 𝑉𝑠, and 𝑓 to achieve power
𝑃𝐷 in Positions 2 and 3, respectively.

If a solution exists for all three positions, it undergoes evaluation
using the objective functions of the NSGA-II. This iterative process
generates an optimal Pareto front. The objective of this optimization
method is to minimize the use of copper in the system and to achieve
this goal, three decision scenarios are considered [14]:
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• Scenario 1: Minimization of primary coil cost (most suitable for
shore coil manufacturers).

• Scenario 2: Minimizing secondary coil cost (most ideal for on-
board coil manufacturers).

• Scenario 3: Balanced cost minimization (a compromise solution).

The selection of the most appropriate scenario depends on the
esigner’s requirements. In this study, Scenario 3 was chosen as a com-
romise solution between the other two scenarios. Within this scenario,
he solution with the highest mutual inductance (𝑀) value was selected
o reduce the current in the primary coil (𝐼𝐿𝑝), consequently lowering
he value of 𝐶1. This selected solution, denoted as 𝑆1 (39), provides the
umber of turns (𝑁𝑝𝑠), cross-sectional area (𝑆𝑝𝑠), self-inductances (𝐿𝑝𝑠),

and mutual inductances in three positions (𝑀 , 𝑀𝑚𝑎𝑥, and 𝑀𝑚𝑖𝑛) for
ach coil. Although the remaining circuit parameters are obtained, they
re omitted in the solution 𝑆1 as they will be recalculated subseque-
tly.

1(𝑁𝑝𝑠, 𝑆𝑝𝑠, 𝐿𝑝𝑠,𝑀,𝑀𝑚𝑎𝑥,𝑀𝑚𝑖𝑛) (39)

PHASE 2: FEM-based system design, including shielding. The
esult (𝑆1) is modeled using the FEM method by incorporating ferrites
nd an aluminum shield. The design objective is to achieve a complete
ystem that closely maintains the values of self-inductances (𝐿𝑝𝑠) and
utual inductances (𝑀 , 𝑀𝑚𝑎𝑥 and 𝑀𝑚𝑖𝑛), in the three positions to
atch the values of 𝑆1 closely. To accomplish this, the size of the

luminum sheet and the distances between the different components
pecified by the Standard are taken as starting points, along with the
btained values of 𝑆𝑝𝑠. The number of primary and secondary turns
𝑁𝑝𝑠) is adjusted based on the value previously calculated in Phase 1,
nd adjustments are made to the surface area occupied by ferrites and
he distance between ferrites and coils, as needed. The coils section 𝑆𝑝𝑠
s also modified if necessary.

The obtained result 𝑆2 (40) provides the complete geometry of
he inductors, ferrites, and aluminum sheet and the values of mutual
nductances and self-inductances in the three positions. In addition,
rom the graphical design of the 3D model, the necessary details for
he construction of the system are also obtained.

2(𝑁𝑝𝑠, 𝑆𝑝𝑠, 𝐿𝑝𝑠, 𝐿𝑝𝑠𝑚𝑎𝑥, 𝐿𝑝𝑠𝑚𝑖𝑛,𝑀,𝑀𝑚𝑎𝑥,𝑀𝑚𝑖𝑛) (40)

As explained earlier, the variation in self-inductances with position
𝐿𝑝𝑠, 𝐿𝑝𝑠𝑚𝑖𝑛, 𝐿𝑝𝑠𝑚𝑎𝑥) cannot be calculated through equations; however,
t can be determined using finite element analysis. Thus, these values
re obtained in Phase 2, not Phase 1.

PHASE 3: Optimization of the complete optimal system. NSGA-
I is employed alongside three nested genetic algorithms in this phase,
kin to Phase 1. The objective here is to optimize the circuit compen-
ators 𝐶1, 𝐶2, 𝐶3, and 𝐿3 while concurrently determining the values of
𝑝, 𝑉𝑠, and 𝑓 necessary for operation in the three positions.

Beginning with the outcome 𝑆2 from Phase 2, the NSGA-II algo-
rithm generates a set of vectors with initial random values for 𝐾𝐶1 and
𝐾𝐶3, which are then utilized to derive the values of the compensator
elements within the circuit. These values undergo initial evaluation
in GA1, where the corresponding 𝑉𝑝, 𝑉𝑠, and 𝑓 required to attain
the target power 𝑃𝐷 in the central position are calculated, if feasible.
Should a solution be achieved for the central position, the compensator
values are concurrently transmitted to the GA2 and GA3 algorithms.
The values of 𝑉𝑝, 𝑉𝑠, and 𝑓 are calculated to obtain the target power at
the two remaining positions if there is a solution.

The outcomes of the three algorithms are returned to NSGA-II,
where two objective functions produce a new Pareto Optimal Set,
providing optimal results for 𝐾𝐶1 and 𝐾𝐶3. This results in three
scenarios:

• Scenario 1: When 𝐾𝐶1 approaches 1, the system tends toward
S–S behavior; conversely, an increase in 𝐾𝐶1 tends toward P–S
8

behavior.
Table 5
Number of individuals in the population and maximum number of generations of the
genetic algorithms (𝑁𝑚𝑎𝑥𝐺𝐴).

NSGA-II GA 1 GA 2 GA 3

Population 500 400 100 100
Generation (𝑁𝑚𝑎𝑥𝐺𝐴) 100 80 50 50

• Scenario 2: When 𝐾𝐶3 approaches 1, the system leans toward
P–S behavior; however, an increase in 𝐾𝐶3 tends toward S–S
behavior.

• Scenario 3: Represents intermediate behavior.

Since the objective is to leverage the advantages of the LCC-S topol-
gy over S–S and P–S, the desired solution lies within Scenario 3. This
cenario, while meeting all constraints, delivers superior performance
n current and voltage across passive elements while minimizing costs.
his solution is not immediate and must be carefully selected to obtain
he final optimal result 𝑆3.

3(𝑆2, 𝐾𝐶1, 𝐾𝐶3, 𝐶1, 𝐶2, 𝐶3, 𝐿3) (41)

Phases 1 and 3 share a nearly identical structure and calculation
process. As mentioned, each phase employs a multi-objective genetic
algorithm, NSGA-II, and three internal genetic algorithms: GA1, GA2,
and GA3. For this reason, both phases are simultaneously discussed in
Section 6, and their workflow is illustrated in Figs. 3 and 4.

The objective functions and constraints considered of NSGA-II are
elaborated in Step 5 of Section 6. The objective function and constraints
of GA1 are detailed in Step 2.2, while those of GA2 and GA3 are
presented in Step 2.3 and Step 2.4, respectively.

6. Optimization workflow for Phase 1 and Phase 3

Fig. 3 shows the computational procedure utilized in Phases 1 and
3, comprising 6 Steps:

• Step 1: Random initialization of the population.
• Step 2: Mathematical modeling of the system and calculation of

NSGA-II objective functions.
• Step 3: Evaluation of solutions using the Non-dominance test and

Crowding distance.
• Step 4: Tournament selection.
• Step 5: Obtaining the offspring using crossover and mutation

operators.
• Step 6: Obtaining the final Pareto set and solution selections.

The process concludes once it reaches the predefined maximum
number of generations.

Table 5 shows the values of populations maximum number of
generations used (𝑁𝑚𝑎𝑥𝐺𝐴) in the genetic algorithm described in the
paper.

6.1. Step 1: Random initialization of the population

This step involves the random generation of 𝑖𝑀𝑎𝑥 vectors of de-
ision variable vectors, denoted as 𝑥𝑖 ∈ 𝑋. Each vector represents an
ndividual within the initial population.

In Phase 1, the optimization focuses on the coils. Therefore, the
nitial random values are associated with the design of both coils,
pecifically 𝑁𝑝𝑠 and 𝑆𝑝𝑠. Additionally, to solve the circuit, it is necessary
o calculate the values of the capacitors. Thus, random values of 𝐾𝐶1

and 𝐾𝐶3 are generated within the specified maximum and minimum
limits, as indicated in Table 3

In Phase 3, the starting point is the well-designed coils from Phase
2, denoted as 𝑆2 (40), and only the capacitors and 𝐿3 are optimized
using 𝐾𝐶 and 𝐾𝐶 , so these are the random values used.
1 3
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Fig. 3. Optimization workflow for Phases 1 and 3.
Finally, the counter variable ‘𝑖’ is initialized at the beginning of both
phases for tracking purposes.

𝑃ℎ𝑎𝑠𝑒 1 ∶ 𝑅𝑎𝑛𝑑𝑜𝑚 𝑣𝑎𝑙𝑢𝑒𝑠 ∶ 𝑁𝑝,𝑖, 𝑆𝑝,𝑖, 𝑁𝑠,𝑖, 𝑆𝑠,𝑖, 𝐾𝐶1,𝑖, 𝐾𝐶3,𝑖

𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 ∶ 𝑥𝑖
(

𝑁𝑝,𝑖, 𝑆𝑝,𝑖, 𝑁𝑠,𝑖, 𝑆𝑠,𝑖, 𝐾𝐶1,𝑖, 𝐾𝐶3,𝑖
)

=

𝑥𝑖
(

𝑁𝑝𝑠,𝑖, 𝑆𝑝𝑠,𝑖, 𝐾𝐶13,𝑖
)

; 𝑥𝑖 ∈ 𝑋 ; 𝑖 = 1… 𝑖𝑀𝑎𝑥 (42)

𝑃ℎ𝑎𝑠𝑒 3 ∶ 𝑅𝑎𝑛𝑑𝑜𝑚 𝑣𝑎𝑙𝑢𝑒𝑠 ∶ 𝐾𝐶1,𝑖, 𝐾𝐶3,𝑖

𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 ∶ 𝑥𝑖
(

𝑆2, 𝐾𝐶1,𝑖, 𝐾𝐶3,𝑖
)

= 𝑥𝑖
(

𝑆2, 𝐾𝐶13,𝑖
)

; 𝑥𝑖 ∈ 𝑋;

𝑖 = 1… 𝑖𝑀𝑎𝑥 (43)

where 𝐾𝐶 refers to 𝐾𝐶 and 𝐾𝐶 together.
9

13 1 3
6.2. Step 2: Mathematical modeling of the system and calculation of NSGA-
II objective functions

In Step 2 the genetic algorithms GA1, GA2, and GA3 are executed,
comprising five internal steps:

• Step 2.1: Computation of the inductances 𝐿𝑝𝑠, 𝑀 , 𝑀𝑚𝑎𝑥, and
𝑀𝑚𝑖𝑛.

• Step 2.2: Design the optimal system at Position 1 using Genetic
Algorithm GA1.

• Step 2.3: Validation of the solution obtained in Step 2.2 for
Position 2 using GA2.

• Step 2.4: Validation of the solution obtained in Step 2.2 for
Position 3 using GA3.

• Step 2.5 Computation of NSGA-II Objective Functions
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Fig. 4. Detailed workflow of Step 2.

In Phase 3, Step 2.1 is unnecessary because the values of the
inductances 𝐿𝑝𝑠 and 𝑀 in the three positions are already defined in
𝑆2, obtained as a result of Phase 2.

Fig. 4 shows the detailed workflow of Step 2.

6.2.1. Step 2.1: Calculation of the inductances 𝐿𝑝𝑠 and 𝑀 , 𝑀𝑚𝑎𝑥, 𝑀𝑚𝑖𝑛
In Phase 1, the inductance values of the coils and mutual induc-

tances are computed for each element 𝑥𝑖 from Step 1, resulting in the
updated elements 𝑥𝑑,𝑖 (44).

However, in Phase 3, such calculation is not necessary since this
data is available and fixed as a result of Phase 2. To maintain workflow
clarity, the 𝑥𝑖 values from Phase 3 are renamed 𝑥𝑑,𝑖 (45) with no
alterations to their values.

𝑃ℎ𝑎𝑠𝑒 1 ∶ 𝑥𝑑,𝑖
(

𝑁𝑝𝑠,𝑖, 𝑆𝑝𝑠,𝑖, 𝐾𝐶13,𝑖, 𝐿𝑝𝑠,𝑖,𝑀𝑖,𝑀𝑚𝑎𝑥,𝑖,𝑀𝑚𝑖𝑛,𝑖
)

=

𝑥
(

𝑥 , 𝐿 ,𝑀 ,𝑀 ,𝑀
)

∈ 𝑋 (44)
10

𝑑,𝑖 𝑖 𝑝𝑠,𝑖 𝑖 𝑚𝑎𝑥,𝑖 𝑚𝑖𝑛,𝑖 𝑑
𝑃ℎ𝑎𝑠𝑒 3 ∶ 𝑁𝑜𝑡 𝑎𝑝𝑝𝑙𝑖𝑐𝑎𝑏𝑙𝑒 ∶ 𝑥𝑖 = 𝑥𝑑,𝑖 ∈ 𝑋𝑑 (45)

The inductances in (44) are calculated using (29) and (32).

6.2.2. Step 2.2: Design of the optimal system in Position 1 using Genetic
Algorithm 1 (GA1)

In this step, a Genetic Algorithm is applied to each 𝑥𝑑,𝑖 at Position
1, where the mutual inductance is given by 𝑀𝑖, to obtain a solution 𝑠𝑑,𝑖
with values for 𝐶1, 𝐶2, 𝐶3, and 𝐿3 that achieve the power closest to the
target power 𝑃𝐷. This process remains consistent in both Phases 1 and
3.

Step 2.2.1 Random initialization of GA1. To calculate the capacitors in
the electrical circuit (Fig. 1), it is necessary to solve the equations in
Section 2. This requires defining the values of the input voltage 𝑉𝑝,
the output voltage 𝑉𝑠, and the frequency 𝑓 . These values are randomly
selected and assigned to each individual (𝑥𝑑,𝑖 ∈ 𝑋𝑑) within specific
limits, as outlined in Table 4.

In both Phases, 𝑗𝑀𝑎𝑥 random values of 𝑓𝑖𝑗 , 𝑉𝑃 ,𝑖𝑗 and 𝑉𝑆,𝑖𝑗 are
assigned to each individual 𝑥𝑑,𝑖 resulting in:

𝑦𝑑,𝑖𝑗
(

𝑥𝑑,𝑖, 𝑓𝑖𝑗 , 𝑉𝑝,𝑖𝑗 , 𝑉𝑠,𝑖𝑗
)

∈ 𝑌𝑑,𝑖; 𝑖 = 1...𝑖𝑀𝑎𝑥; 𝑗 = 1...𝑗𝑀𝑎𝑥. (46)

Here, 𝑌𝑑,𝑖 represents the set of parents for evaluation in the next
step.

Step 2.2.2 Calculation of circuit parameters and objective function. In this
step, during the first iteration, the Parents 𝑦𝑑,𝑖𝑗 ∈ 𝑌𝑑,𝑖 obtained from
2.2.1 (46) are evaluated. During the second iteration and until the
last one, the children 𝑜𝑑,𝑖𝑗 ∈ 𝑂𝑑,𝑖 from Step 2.2.4 (56) are evaluated,
renaming the children in this case:

𝑌𝑑,𝑖𝑗+1 = 𝑂𝑑,𝑖𝑗 (47)

For each 𝑦𝑑,𝑖𝑗 , the process begins with the calculation of coil resis-
tance values 𝑅𝑝 and 𝑅𝑠 based on (33). Then the circuit equations of
Section 2 are solved with 𝐾𝐶13,𝑖𝑗 to obtain the values of the capacitors
𝐶1, 𝐶2, 𝐶3, and the coil 𝐿3. Finally, the common objective function
𝐽𝑃𝐷,𝑖𝑗 given from the following equation is calculated, being the same
for both Phases 1 and 3:

𝐽𝑃𝐷,𝑖𝑗 = 𝑎𝑏𝑠
(

𝑃𝑃𝐷 − 𝑃𝑆,𝑖𝑗
)

+

𝐾2(𝛥𝑉 𝐶123,𝑖𝑗 + 𝛥𝑉 𝐿𝑝𝑠3,𝑖𝑗 + 𝛥𝐼𝑝,𝑖𝑗 + 𝛥𝐼𝐿𝑝,𝑖𝑗 + 𝛥𝐼𝑠,𝑖𝑗 + 𝛥𝐴𝑟𝑔(𝐼𝑝,𝑖𝑗 )) (48)

where 𝑃𝑆,𝑖𝑗 represents the power of each 𝑦𝑑,𝑖𝑗 calculated using (28).
This equation evaluates the offspring whose power 𝑃𝑆,𝑖𝑗 closely

matches the target power 𝑃𝑃𝐷. In an ideal scenario where 𝑃𝑆,𝑖𝑗 = 𝑃𝑃𝐷,
the value of the objective function is zero: 𝐽𝑃𝐷,𝑖𝑗 = 0.

During the evaluation of the objective function, there may be cases
where the currents or voltages of the system components are exces-
sively high. To penalize these situations, the following parameters are
included in Eq. (48): 𝛥𝑉 𝐶123, to take into account the voltages on
capacitors 𝑉 𝐶1, 𝑉 𝐶2 and 𝑉 𝐶3; 𝛥𝑉 𝐿𝑝𝑠3, to take into account the voltages
at inductances 𝑉 𝐿𝑝, 𝑉 𝐿𝑠 and 𝑉 𝐿3; 𝛥𝐼𝑝, 𝛥𝐼𝑠, and 𝛥𝐼𝐿𝑝, to take into
account the values of the currents in these elements. Additionally,
the Zero Voltage Switching (ZVS) condition has been introduced to
penalize losses in the converter via 𝛥𝐴𝑟𝑔(𝐼𝑝). ZVS ensures that voltage
drops to zero before the IGBT switches on or off, eliminating the
overlap between voltage and current and minimizing losses. The above
parameters are equal to 1 if any voltage, current, or phase shift values
indicated in Table 6 exceed the maximum permissible value and are
equal to 0 when they are below.

Finally, in Eq. (48), the constant 𝐾 is a high-value parameter used
to penalize solutions that fail to meet the constraints. Moreover, it
is squared to prevent abrupt transitions. In the context of this study,
𝐾 = 2 × 109.
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Table 6
Permissible limit values of circuit parameters.

Circuit values Maximum(≤)

𝑉 𝐶123 [kV] 3.5
𝑉 𝐿𝑝𝑠3 [kV] 2
𝐼𝑝 [A] 40
𝐼𝐿𝑝 [A] 75
𝐼𝑠 [A] 60
𝐴𝑟𝑔(𝐼𝑝) [◦] 0

Subsequently, the value of the calculated primary and secondary
esistance (𝑅𝑝𝑠,𝑖𝑗), the values of the three capacitors (𝐶123,𝑖𝑗), the in-

ductance (𝐿3,𝑖𝑗), and the objective function value 𝐽𝑃𝐷,𝑖𝑗 are added to
each 𝑦𝑑,𝑖𝑗 . This process yields the updated set 𝑌 ′

𝑑,𝑖:

𝑦′𝑑,𝑖𝑗
(

𝑥𝑑,𝑖, 𝑓𝑖𝑗 , 𝑉𝑝,𝑖𝑗 , 𝑉𝑠,𝑖𝑗 , 𝑅𝑝𝑠,𝑖𝑗 , 𝐶123,𝑖𝑗 , 𝐿3,𝑖𝑗 , 𝐽𝑃𝐷,𝑖𝑗
)

=

𝑦′𝑑,𝑖𝑗
(

𝑦𝑑,𝑖𝑗 , 𝑅𝑝𝑠,𝑖𝑗 , 𝐶123,𝑖𝑗 , 𝐿3,𝑖𝑗 , 𝐽𝑃𝐷,𝑖𝑗
)

∈ 𝑌 ′
𝑑,𝑖 (49)

After this step, the offspring 𝑌 ′𝑑, 𝑖 resulting from Step 2.2.4, which
have been evaluated using the objective function, are combined with
the parents 𝑃𝑑,𝑖 (54) from Step 2.2.3, thereby upholding the principle
of ‘‘elitism’’. The next equation represents this merging process:

𝑍𝑑,𝑖 = 𝑌 ′
𝑑,𝑖 ∪ 𝑃𝑑,𝑖 (50)

Finally, the elements of 𝑍𝑑,𝑖 are sorted based on the value of their
objective function 𝐽𝑃𝐷,𝑖𝑗 . The 𝑗𝑀𝑎𝑥 individuals with the lowest values
of 𝐽𝑃𝐷,𝑖𝑗 are selected, while the rest are discarded.

Evaluation of Iteration Continuity.
At the end of Step 2.2.2, the algorithm evaluates the iteration

continuity based on three conditions. If any of these conditions are
met, the algorithm terminates the iteration process and proceeds to Step
2.2.5; otherwise, it continues iterating and moves to Step 2.2.3.

• Condition 1: Maximum Number of Generations. If the number
of generations exceeds the defined limit 𝑁𝑚𝑎𝑥𝐺𝐴, (Table 5) the
algorithm terminates the iteration and proceeds to Step 2.2.5

𝑁𝑢𝑚 𝑔𝑒𝑛𝐴𝐺 > 𝑁𝑚𝑎𝑥𝐺𝐴 (51)

• Condition 2: Check of the Objective Function Value. If any of
the objective function values 𝐽𝑃𝐷,𝑖𝑗 is lower than the specified
minimum 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝐽𝑃𝐷 𝑚𝑖𝑛 = 200, the algorithm considers that
there is at least one valid solution and finalizes the iteration
proceeding to Step 2.2.5.

min
(

𝐽𝑃𝐷,𝑖𝑗
)

< 𝐽𝑃𝐷 𝑚𝑖𝑛 (52)

• Condition 3: Comparison of Objective Functions Over Five Suc-
cessive Iterations. By analyzing the results of 𝐽𝑃𝐷,𝑖𝑗 from the
last five iterations, an elitism counter (Elitism) increments each
time the value of 𝐽𝑃𝐷,𝑖𝑗 repeats. If this value repeats for five
consecutive iterations, the algorithm deems it to have achieved
the best possible result. The iteration finalizes and proceeds to
Step 2.2.5.

If min (𝐽𝑃𝐷,𝑖𝑗 ) = 𝐽𝑃𝐷,𝑖𝑗𝑁𝑢𝑚𝑔𝑒𝑛𝐺𝐴−1,

then 𝐸𝑙𝑖𝑡𝑖𝑠𝑚 = 𝐸𝑙𝑖𝑡𝑖𝑠𝑚 + 1, else 𝐸𝑙𝑖𝑡𝑖𝑠𝑚 = 1 (53)

Step 2.2.3 Selection of parents. The selection process uses a tournament-
based selection method to choose Parents to generate the Offspring.
In this process, pairs of individuals from Step 2.2.2, represented by
𝑧𝑑,𝑖𝑗 ∈ 𝑍𝑑,𝑖, are randomly selected. Their objective function values
𝐽𝑃𝐷,𝑖𝑗 are compared. The individual with the higher 𝐽𝑃𝐷,𝑖𝑗 in each pair
is eliminated, resulting in a set of 𝑗𝑀𝑎𝑥∕2 selected parents 𝑝𝑆𝑑,𝑖𝑗 ∈ 𝑃𝑆𝑑,𝑖
for generating the offspring. The output of this step consists of two sets
as follows:
11
• The set of parents 𝑃𝑑,𝑖 which is sent to Step 2.2.2:

𝑝𝑑,𝑖𝑗 ∈ 𝑃𝑑,𝑖; 𝑖 = 1...𝑖𝑀𝑎𝑥; 𝑗 = 1...𝑗𝑀𝑎𝑥. (54)

• The set of selected parents 𝑃𝑆𝑑,𝑖 for generating the offspring,
which is sent to Step 2.2.4:

𝑝𝑆𝑑,𝑖𝑗 ∈ 𝑃𝑆𝑑,𝑖; 𝑖 = 1...𝑖𝑀𝑎𝑥; 𝑗 = 1...𝑗𝑀𝑎𝑥∕2. (55)

tep 2.2.4 Obtaining offspring. A process of crossover and mutation
enerates the offspring. Each pair of selected parents from the previous
tep (𝑝𝑆𝑑,𝑖𝑗 ∈ 𝑃𝑆𝑑,𝑖) undergoes crossover, resulting in initial offspring.
ubsequently, a random selection process is employed to perform muta-
ion on some of the offspring, producing the final offspring 𝑜𝑑,𝑛𝑒𝑟𝑎𝑡𝑒𝑖,𝑗 ∈
𝑑𝑖.

𝑑,𝑖,𝑗
(

𝑁𝑝𝑠,𝑖, 𝑆𝑝𝑠,𝑖, 𝐾𝐶13,𝑖, 𝐿𝑝𝑠,𝑖,𝑀𝑖,𝑀𝑚𝑎𝑥,𝑖,𝑀𝑚𝑖𝑛,𝑖, 𝑓𝑖𝑗 , 𝑉𝑝,𝑖𝑗 , 𝑉𝑠,𝑖𝑗
)

∈ 𝑂𝑑𝑖;

𝑜𝑑,𝑖,𝑗
(

𝑥𝑑,𝑖, 𝑓 𝑖𝑗 , 𝑉𝑝,𝑖𝑗 , 𝑉𝑠,𝑖𝑗
)

∈ 𝑂𝑑𝑖; 𝑖 = 1...𝑖𝑀𝑎𝑥; 𝑗 = 1...𝑗𝑀𝑎𝑥∕2. (56)

The crossover operation is based on a Simulated Binary Crossover
14,42–44], which is applied to each pair of selected parents, resulting
n two children 𝑐𝑖 and 𝑐𝑖+1, using the following expression:

𝑖𝑗 (𝑘𝑙) =
1
2
((1 − 𝛽𝑘)𝑝𝑆𝑑,𝑖𝑗1(𝑘𝑙) + (1 + 𝛽𝑘)𝑝𝑆𝑑,𝑖𝑗2(𝑘𝑙)) (57)

𝑐𝑖𝑗+1(𝑘𝑙) =
1
2
((1 + 𝛽𝑘)𝑝𝑆𝑑,𝑖𝑗1(𝑘𝑙) + (1 − 𝛽𝑘)𝑝𝑆𝑑,𝑖𝑗2(𝑘𝑙)) (58)

where 𝑘𝑙 represents the crossover variables 𝑓 , 𝑉𝑝, and 𝑉𝑠, whose limits
are provided in Table 4. 𝛽 is the spread factor, defined as the ratio of
the dispersion of offspring values to that of the parent values. It is com-
puted for each variable 𝑘𝑙 according to the following expression [45]:

𝛽 =

⎧

⎪

⎨

⎪

⎩

(2𝑢)
1

𝜂𝑐+1 if 𝑢 ≤ 0.5
1

2(1−𝑢)
1

𝜂𝑐+1
if 𝑢 > 0.5 (59)

𝑢 is a random value ranging from 0 to 1, and 𝜂𝑐 is the distribution
ndex. In this paper, 𝜂𝑐 = 20 is used, as it has demonstrated favorable
esults in a similar application [14,46–49].

The Mutation is derived by randomly altering the values of 𝑓 , 𝑉𝑝 and
𝑉𝑠 in any of the children (𝑐𝑖) using the following polynomial equation:

𝑚𝑖,𝑗 (𝑘𝑙) = 𝑝𝑆𝑑,𝑖𝑗 (𝑘𝑙) + (𝑘𝑙,𝑚𝑎𝑥 − 𝑘𝑙,𝑚𝑖𝑛)𝛿𝑘 (60)

With 𝑘𝑙,𝑚𝑎𝑥 and 𝑘𝑙,𝑚𝑖𝑛 representing the maximum and minimum
values of each optimization variable 𝑘𝑙, as defined in Table 4. 𝛿 is the
distribution that governs the dispersion factor, which is calculated for
each variable 𝑘𝑙 as follows:

𝛿 =

⎧

⎪

⎨

⎪

⎩

(2𝑟𝑘)
1

𝜂𝑐+1 if 𝑟𝑘 ≤ 0.5

1 − (2(1 − 𝑟𝑘))
1

𝜂𝑐+1 if 𝑟𝑘 > 0.5
(61)

Here 𝑟𝑘 is a value sampled from a uniform distribution between 0
and 1, and 𝜂𝑐 = 20 represents the distribution index.

Step 2.2.5 Obtaining the result. If any of the conditions of (51), (52) or
(53) is met, the iterative process is terminated, and the individual with
the lowest value of the objective function 𝐽𝑃𝐷,𝑖𝑗 from (50) is selected.
This is the best solution in Position 1, which is the nominal position:

𝑠𝑑,𝑖
(

𝑁𝑝𝑠,𝑖, 𝑆𝑝𝑠,𝑖, 𝐾𝐶13,𝑖, 𝐿𝑝𝑠,𝑖,𝑀𝑖,𝑀𝑚𝑎𝑥,𝑖,𝑀𝑚𝑖𝑛,𝑖𝐶123,𝑖𝑗 , 𝐿3,𝑖𝑗 , 𝐽𝑃𝐷,𝑖𝑗
)

= 𝑠𝑑,𝑖
(

𝑥𝑑,𝑖, 𝐾𝐶13,𝑖, 𝐶123,𝑖𝑗 , 𝐿3,𝑖𝑗 , 𝐽𝑃𝐷,𝑖𝑗
)

(62)

This marks the end of GA1, sending this solution to Steps 2.3, 2.4,

and 2.5.
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6.2.3. Step 2.3 and Step 2.4. Check if the Position 1 solution works in
Position 2 and Position 3 using genetic algorithms GA2 and GA3

The result from Step 2 of GA1 (62) represents the optimal solution
for a primary and secondary coil in their nominal positions. Steps 3 and
4 aim to evaluate the performance of this solution when the coils are
positioned in Position 2 and Position 3, respectively.

The process is the same for Phases 1 and 3, with the main difference
being:

• Phase 1: In this phase, the inductances 𝐿𝑝 and 𝐿𝑠 remain constant
regardless of the position, as (29) does not account for variations
in the distance between the primary and secondary coils.

• Phase 3: This phase accounts for variations in 𝐿𝑝 and 𝐿𝑠 due to
changes in the distance and air gap between the coils. Specifically,
𝐿𝑝𝑚𝑖𝑛 and 𝐿𝑠𝑚𝑖𝑛 are considered in Position 2 (Step 2.3), while
𝐿𝑝𝑚𝑎𝑥 and 𝐿𝑠𝑚𝑎𝑥 are taken into account in Position 3 (Step 2.4).
These values were calculated in Phase 2 using (37).

Step 2.3.1 and Step 2.4.1 Random initialization of GA2 and GA3. In these
steps, 𝑗𝑀𝑎𝑥 random values for 𝑓 , 𝑉𝑝 and 𝑉𝑠 are added to the solution
𝑠𝑑,𝑖 from (62). For Step 2.3.1 (GA2) and Step 2.4.1 (GA3), this results
in:

𝑆𝑡𝑒𝑝 2.3.1 (𝐺𝐴2) ∶ 𝑦𝑚𝑖𝑛,𝑖𝑗
(

𝑠𝑑,𝑖, 𝑓𝑖𝑗 , 𝑉𝑝,𝑖𝑗 , 𝑉𝑠,𝑖𝑗
)

∈ 𝑌𝑚𝑖𝑛,𝑖; 𝑖 = 1...𝑖𝑀𝑎𝑥;

𝑗 = 1...𝑗𝑀𝑎𝑥 (63)

𝑆𝑡𝑒𝑝 2.4.1 (𝐺𝐴3) ∶ 𝑦𝑚𝑎𝑥,𝑖𝑗
(

𝑠𝑑,𝑖, 𝑓𝑖𝑗 , 𝑉𝑝,𝑖𝑗 , 𝑉𝑠,𝑖𝑗
)

∈ 𝑌𝑚𝑎𝑥,𝑖; 𝑖 = 1...𝑖𝑀𝑎𝑥;

𝑗 = 1...𝑗𝑀𝑎𝑥 (64)

𝑌𝑚𝑖𝑛,𝑖 and 𝑌𝑚𝑎𝑥,𝑖 represent the sets of parents that will be evaluated
in the next step of the genetic algorithm process.

Step 2.3.2 and Step 2.4.2 Calculation of circuit parameters and objective
function. After the selection of parents in Step 2.3.1 for GA2 and Step
2.4.1 for GA3, the evaluation process begins. During the first iteration,
parents are evaluated using the objective function (48) and restrictions
in Table 6.

In GA2 it involves 𝑦𝑚𝑖𝑛,𝑖𝑗 from (63), and in GA3 it involves 𝑦𝑚𝑎𝑥,𝑖𝑗
from (64).

From the second iteration to the final one, the offspring 𝑜𝑚𝑖𝑛,𝑖𝑗 ∈
𝑂𝑚𝑖𝑛,𝑖 from (75) in Phase 1 and the offspring 𝑜𝑚𝑎𝑥,𝑖𝑗 ∈ 𝑂𝑚𝑎𝑥,𝑖 from (76)
in Phase 3 are evaluated, and these offspring are renamed:

𝑆𝑡𝑒𝑝 2.3.2 (𝐺𝐴2) ∶ 𝑌𝑚𝑖𝑛,𝑖𝑗+1 = 𝑂𝑚𝑖𝑛,𝑖𝑗 (65)

𝑡𝑒𝑝 2.4.2 (𝐺𝐴3) ∶ 𝑌𝑚𝑎𝑥,𝑖𝑗+1 = 𝑂𝑚𝑎𝑥,𝑖𝑗 (66)

The calculation of inductor resistances (𝑅𝑝𝑠) based on the frequency
𝑓 ) is essential as the resistances depend on the frequency. This is
one for each individual 𝑦𝑚𝑖𝑛,𝑖𝑗 ∈ 𝑌𝑚𝑖𝑛,𝑖 in GA2 (from (63)) and each
𝑚𝑎𝑥,𝑖𝑗 ∈ 𝑌𝑚𝑎𝑥,𝑖 in GA3 (from (64)). The values of capacitors 𝐶123,𝑖𝑗 and
oil 𝐿3,𝑖𝑗 are not calculated again as they are part of the solution 𝑠𝑑,𝑖
rom (62).

Once the objective function (48) and its restrictions are evaluated,
𝑃𝐷𝑚𝑖𝑛,𝑖𝑗 is obtained with GA2, and 𝐽𝑃𝐷𝑚𝑎𝑥,𝑖𝑗 is obtained with GA3. This
eads to the sets 𝑦′𝑚𝑖𝑛,𝑖𝑗 ∈ 𝑌 ′

𝑚𝑖𝑛,𝑖 for Step 2.3.2 and 𝑦′𝑚𝑎𝑥,𝑖𝑗 ∈ 𝑌 ′
𝑚𝑎𝑥,𝑖 for Step

.4.2.

𝑡𝑒𝑝 2.3.2 (𝐺𝐴2) ∶ 𝐹𝑜𝑟 𝑒𝑎𝑐ℎ 𝑦𝑚𝑖𝑛,𝑖 ∶ 𝑦′𝑚𝑖𝑛,𝑖𝑗 (𝑦𝑚𝑖𝑛,𝑖𝑗 , 𝑅𝑝𝑠,𝑖𝑗 , 𝐽𝑃𝐷𝑚𝑖𝑛,𝑖𝑗 ) ∈ 𝑌 ′
𝑚𝑖𝑛,𝑖

(67)

𝑡𝑒𝑝 2.4.2 (𝐺𝐴3) ∶ 𝐹𝑜𝑟 𝑒𝑎𝑐ℎ 𝑦𝑚𝑎𝑥,𝑖 ∶ 𝑦′𝑚𝑎𝑥,𝑖𝑗 (𝑦𝑚𝑎𝑥,𝑖𝑗 , 𝑅𝑝𝑠,𝑖𝑗 , 𝐽𝑃𝐷𝑚𝑎𝑥,𝑖𝑗 )

∈ 𝑌 ′
𝑚𝑎𝑥,𝑖 (68)

At the end of this step, the concatenation between 𝑌 ′
𝑚𝑖𝑛,𝑖 and 𝑃𝑚𝑖𝑛,𝑖

from Step 2.3.3 in the GA2 algorithm and between 𝑌 ′
𝑚𝑎𝑥,𝑖 and 𝑃𝑚𝑎𝑥,𝑖 from

Step 2.3.4 in the GA3 algorithm is produced, which results in:
′
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𝑆𝑡𝑒𝑝 2.3.2 (𝐺𝐴2) ∶ 𝑍𝑚𝑖𝑛,𝑖 = 𝑌𝑚𝑖𝑛,𝑖 ∪ 𝑃𝑚𝑖𝑛,𝑖 (69) G
𝑆𝑡𝑒𝑝 2.4.2 (𝐺𝐴3) ∶ 𝑍𝑚𝑎𝑥,𝑖 = 𝑌 ′
𝑚𝑎𝑥,𝑖 ∪ 𝑃𝑚𝑎𝑥,𝑖 (70)

The set 𝑍𝑚𝑖𝑛,𝑖 obtained in GA2 includes both the parents generated
in Step 2.3.3 and the offspring from Step 2.3.4. Similarly, the set 𝑍𝑚𝑎𝑥,𝑖
obtained in GA3 includes both the parents from Step 2.4.3 and the
offspring from Step 2.4.4, ensuring the principle of ‘‘elitism’’ in both
cases.

Lastly, in GA2, the elements of 𝑍𝑚𝑖𝑛,𝑖 are sorted based on their
objective function 𝐽𝑃𝐷𝑚𝑖𝑛,𝑖𝑗 , selecting the 𝑗𝑀𝑎𝑥 individuals with the
lowest values of 𝐽𝑃𝐷𝑚𝑖𝑛,𝑖𝑗 and discarding the rest. The same process is
applied in GA3 with the elements of 𝑍𝑚𝑎𝑥,𝑖 considering 𝐽𝑃𝐷𝑚𝑎𝑥,𝑖𝑗 .

Evaluation of the Continuity Condition
Both algorithms, GA2 and GA3, include the same conditions as GA1

((51), (52) and (53)) to determine whether to continue iterating in Step
2.3.3 and 2.4.3, respectively or to finalize the process and proceed to
Step 2.3.5 or 2.4.5 in each case.

Step 2.3.3 and Step 2.4.3 Selection of parents. The selection tournament
is the same as the one described in GA1, tailored for each algorithm,
GA2 and GA3.

The output of this step consists of:

• The set of parents sent to Step 2.3.2 in the case of GA2 or Step
2.4.2 in the case of GA3:

𝑆𝑡𝑒𝑝 2.3.3 (𝐺𝐴2) ∶ 𝑝𝑚𝑖𝑛,𝑖𝑗 ∈ 𝑃𝑚𝑖𝑛, 𝑖; 𝑖 = 1...𝑖𝑀𝑎𝑥; 𝑗 = 1...𝑗𝑀𝑎𝑥 (71)

𝑆𝑡𝑒𝑝 2.4.3 (𝐺𝐴3) ∶ 𝑝𝑚𝑎𝑥,𝑖𝑗 ∈ 𝑃𝑚𝑎𝑥, 𝑖; 𝑖 = 1...𝑖𝑀𝑎𝑥; 𝑗 = 1...𝑗𝑀𝑎𝑥 (72)

• The set of selected parents for generating the offspring sent to
Step 2.3.3 or Step 2.4.3 in the case of GA2 and GA3, respectively:

𝑆𝑡𝑒𝑝 2.3.3 (𝐺𝐴2) ∶ 𝑝𝑆𝑚𝑖𝑛,𝑖𝑗 ∈ 𝑃𝑆𝑚𝑖𝑛,𝑖; 𝑖 = 1...𝑖𝑀𝑎𝑥; 𝑗 = 1...𝑗𝑀𝑎𝑥∕2

(73)

𝑆𝑡𝑒𝑝 2.4.3 (𝐺𝐴3) ∶ 𝑝𝑆𝑚𝑎𝑥,𝑖𝑗 ∈ 𝑃𝑆𝑚𝑎𝑥,𝑖; 𝑖 = 1...𝑖𝑀𝑎𝑥; 𝑗 = 1...𝑗𝑀𝑎𝑥∕2

(74)

Step 2.3.4 and Step 2.4.4 Obtaining offspring. The process of obtaining
offspring is the same as explained in 2.2.4.

𝑆𝑡𝑒𝑝 2.3.4 (𝐺𝐴2) ∶ 𝑜𝑚𝑖𝑛,𝑖,𝑗
(

𝑠𝑑,𝑖, 𝑓 𝑖𝑗 , 𝑉𝑝,𝑖𝑗 , 𝑉𝑠,𝑖𝑗
)

∈ 𝑂𝑚𝑖𝑛,𝑖;

𝑖 = 1...𝑖𝑀𝑎𝑥; 𝑗 = 1...𝑗𝑀𝑎𝑥∕2. (75)

𝑡𝑒𝑝 2.4.4 (𝐺𝐴3) ∶ 𝑜𝑚𝑎𝑥,𝑖𝑗
(

𝑠𝑑,𝑖, 𝑓 𝑖𝑗 , 𝑉𝑝,𝑖𝑗 , 𝑉𝑠,𝑖𝑗
)

∈ 𝑂𝑚𝑎𝑥,𝑖; 𝑖 = 1...𝑖𝑀𝑎𝑥;

𝑗 = 1...𝑗𝑀𝑎𝑥∕2. (76)

tep 2.3.5 and Step 2.4.5 Obtaining the result. Similar to Step 2.2.5,
hen any of the conditions in (51),(52) or (53) is met, the iterative
rocess stops. The final solution for each algorithm is then selected by
hoosing the element from (69) for GA2 and (70) for GA3, with the
owest value of the objective function, 𝐽𝑃𝐷𝑚𝑖𝑛,𝑖 for GA2 and 𝐽𝑃𝐷𝑚𝑎𝑥,𝑖
or GA3, respectively.

𝑡𝑒𝑝 2.3.5 (𝐺𝐴2) ∶ 𝑠𝑚𝑖𝑛,𝑖(𝑠𝑑𝑖, 𝐽𝑃𝐷𝑚𝑖𝑛,𝑖) (77)

𝑡𝑒𝑝 2.4.5 (𝐺𝐴3) ∶ 𝑠𝑚𝑎𝑥,𝑖(𝑠𝑑𝑖, 𝐽𝑃𝐷𝑚𝑎𝑥,𝑖) (78)

These solutions are then sent to Step 2.5, concluding the process of

A2 and GA3.
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6.2.4. Step 2.5: Calculation of NSGA-II objective functions
In Step 2.5 the algorithm receives three solutions from GA1 (62),

GA2 (77), and GA3 (78). For each iteration of the counter i: 𝑠𝑑,𝑖, 𝑠𝑚𝑖𝑛,𝑖,
nd 𝑠𝑚𝑎𝑥,𝑖 share the same values as follows:

• In Phase 1, they share the same values of 𝑁𝑝𝑠𝑖, 𝑆𝑝𝑠,𝑖, 𝐾𝐶123,𝑖, 𝐿𝑝𝑠,𝑖,
𝑀𝑖, 𝑀𝑚𝑎𝑥,𝑖, 𝑀𝑚𝑖𝑛,𝑖, 𝐶123,𝑖, 𝐿3,𝑖.

• In Phase 3, they share the same values of 𝑆2 (40), 𝐾𝐶123,𝑖, 𝐶123,𝑖,
𝐿3,𝑖.

Each set of three solutions for 𝑖 is integrated into one: 𝑠𝑡,𝑖 = 𝑠𝑑,𝑖 ∪
𝑠𝑚𝑖𝑛,𝑖 ∪ 𝑠𝑚𝑎𝑥,𝑖, obtaining the solution of Phase 1 (79) and Phase 3 (80).

𝑠𝑡,𝑖
(

𝑁𝑝𝑠,𝑖, 𝑆𝑝𝑠,𝑖, 𝐾𝐶123,𝑖, 𝐿𝑝𝑠,𝑖,𝑀𝑖,𝑀𝑚𝑎𝑥,𝑖,𝑀𝑚𝑖𝑛,𝑖, 𝐶123,𝑖, 𝐿3,𝑖, 𝐽𝑃𝐷,𝑖,

𝐽𝑃𝐷𝑚𝑖𝑛,𝑖, 𝐽𝑃𝐷𝑚𝑎𝑥,𝑖
)

= 𝑠𝑡,𝑖
(

𝑠𝑑,𝑖 , 𝐽𝑃𝐷𝑚𝑖𝑛,𝑖, 𝐽𝑃𝐷𝑚𝑎𝑥,𝑖
)

∈ 𝑆𝑡 (79)

𝑡,𝑖

(

𝑆2,𝐾𝐶13,𝑖, 𝐶123,𝑖, 𝐿3,𝑖, 𝐽𝑃𝐷𝑑,𝑖, 𝐽𝑃𝐷𝑚𝑖𝑛,𝑖, 𝐽𝑃𝐷𝑚𝑎𝑥,𝑖

)

𝑠𝑡,𝑖
(

𝑠𝑑,𝑖, 𝐽𝑃𝐷𝑚𝑖𝑛,𝑖, 𝐽𝑃𝐷𝑚𝑎𝑥,𝑖
)

∈ 𝑆𝑡 (80)

The objective functions of the NSGA-II algorithm for each phase are
ow evaluated for every individual in 𝑆𝑡.

hase 1. Objective functions:
The Objective functions for Phase 1 (81) and (82) are the same

s those explained in [14] The objective is to minimize the volume
f copper used in the primary coil (𝑉 𝑜𝑙𝑐𝑢𝑝) and in the secondary coil
𝑉 𝑜𝑙𝑐𝑢𝑠), considering the three scenarios explained in Section 5.

𝑐𝑢𝑝 = 𝑉 𝑜𝑙𝑐𝑢𝑝+𝐾2(𝐽𝑃𝐷+𝛥𝐸𝑓𝑓+𝛥𝛿𝐼𝐿𝑝+𝛥𝛿𝐼𝑠)+𝐾(𝐽𝑃𝐷𝑚𝑎𝑥+𝐽𝑃𝐷𝑚𝑖𝑛) (81)

𝑐𝑢𝑠 = 𝑉 𝑜𝑙𝑐𝑢𝑠+𝐾2(𝐽𝑃𝐷+𝛥𝐸𝑓𝑓+𝛥𝛿𝐼𝐿𝑝+𝛥𝛿𝐼𝑠)+𝐾(𝐽𝑃𝐷𝑚𝑎𝑥+𝐽𝑃𝐷𝑚𝑖𝑛) (82)

where 𝑉 𝑜𝑙𝑐𝑢 for each coil is calculated as:

𝑉 𝑜𝑙𝑐𝑢 =
𝑑20
4
𝜋𝑛𝑡𝑁2(𝑎 + 𝑏) (83)

Here, 𝑎 and 𝑏 are the average coil size, 𝑛𝑡 is the number of strands
of each coil, and 𝑑0 is the strand diameter. The optimal strand diameter
for a working frequency between 79 and 90 kHz is 0.1 mm [38].

Obtaining:

𝑠𝐶,𝑖(𝑁𝑝𝑠,𝑖, 𝑆𝑝𝑠,𝑖, 𝐾𝐶13,𝑖, 𝐿𝑝𝑠,𝑖,𝑀𝑑,𝑖,𝑀𝑚𝑎𝑥,𝑖,𝑀𝑚𝑖𝑛,𝑖, 𝐶123,𝑖, 𝐿3,𝑖, 𝐽𝑐𝑢𝑝𝑠,𝑖) =

𝑠𝐶,𝑖(𝑠𝑑, 𝑖, 𝐽𝑐𝑢𝑝𝑠, 𝑖) ∈ 𝑆𝐶 (84)

Phase 3. Objective functions:
The objective of Phase 3 is to obtain the optimal capacitor values.

The system behavior depends on the relationship between capacitors
𝐶1 and 𝐶3, related by 𝐾𝐶1 and 𝐾𝐶3, as demonstrated in Section 2.
Therefore, the objective is to optimize both parameters considering the
three scenarios explained in Section 5.

𝐽𝐾𝐶1 = 𝐾𝐶1+𝐾2(𝐽𝑃𝐷+𝛥𝐸𝑓𝑓 +𝛥𝛿𝐼𝐿𝑝+𝛥𝛿𝐼𝑠)+𝐾(𝐽𝑃𝐷𝑚𝑎𝑥+𝐽𝑃𝐷𝑚𝑖𝑛) (85)

𝐽𝐾𝐶3 = 𝐾𝐶3+𝐾2(𝐽𝑃𝐷+𝛥𝐸𝑓𝑓 +𝛥𝛿𝐼𝐿𝑝+𝛥𝛿𝐼𝑠)+𝐾(𝐽𝑃𝐷𝑚𝑎𝑥+𝐽𝑃𝐷𝑚𝑖𝑛) (86)

Obtaining:

𝑠𝐶,𝑖(𝑠𝑑,𝑖, 𝐽𝐾𝐶1,𝑖, 𝐽𝐾𝐶3,𝑖) = 𝑠𝐶,𝑖(𝑠𝑑,𝑖, 𝐽𝐾𝐶13,𝑖) ∈ 𝑆𝐶 (87)

The objective functions of both phases include several penalizations
to ensure the design meets certain criteria. These include:

• Efficiency penalization (𝛥Eff ): A penalty is applied if the effi-
ciency in the central position is less than 99%. In this case, 𝛥Eff
equals 1; otherwise, its value is 0.

• Current density penalization (𝛥𝛿𝐼𝐿𝑝 and 𝛥𝛿𝐼𝑠): If the current
density in any of the inductors exceeds 3 A/mm2 [41], a penalty
is applied. If either density is exceeded, 𝛥𝛿𝐼𝐿𝑝 or 𝛥𝛿𝐼𝑠 equals 1;
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otherwise, they remain at 0.
• Power penalization in Position 1 (𝐽𝑃𝐷): This penalty favors de-
signs with higher power efficiency in the central position, result-
ing in lower 𝐽𝑃𝐷 values.

• Power penalization in Position 2 (𝐽𝑃𝐷𝑚𝑖𝑛) and Position 3 (𝐽𝑃𝐷𝑚𝑎𝑥):
The results of the optimization functions of the GA2 and GA3
algorithms are also considered.

The first three penalizations are multiplied by the factor 𝐾2, while
the last is multiplied by the factor K. This approach ensures that if a
specific design can deliver full power in the centered position while also
meeting efficiency and current density requirements, it is not discarded,
even if the power in extreme positions is not ideal but close to it.

6.3. Step 3. Evaluation of solutions

This step involves evaluating the set of solutions to identify the best
results. It consists of two fundamental processes: the Non-dominance
test and Crowding distance evaluation. The Non-dominance test cat-
egorizes the solutions into different Pareto-Optimal Sets, while the
Crowding distance is used to assess the solutions within the same
Pareto-optimal set.

Once Step 3 is completed, a validation check determines if the max-
imum number of generations has reached the defined limit 𝑁𝑚𝑎𝑥𝐺𝐴
Table 5). If this condition is unmet, the data proceeds to Step 4, and
he iterative procedure continues. On the other hand, the desired Pareto
ront is obtained, and the algorithm proceeds to Step 6.

.3.1. Step 3.1 Non-dominance test
In the context of a multi-objective optimization problem, the quality

f a solution is determined by the concept of dominance. The Non-
ominance test, utilized during Step 2.5, evaluates and compares the
btained results based on this principle. One solution is considered
uperior to another if it meets the following conditions [50]:

• Solution 𝑥1 is not worse than 𝑥2 in all objectives.
• Solution 𝑥1 is strictly better than 𝑥2 in at least one objective.

The dominance test is performed iteratively for each individual in
the solution set, generating a set of non-dominated solutions. This set
comprises all solutions that are not dominated by any other member
of the solution set in terms of their objectives. The non-dominated set
within the feasible decision space is referred to as the Pareto-Optimal
Set, and the boundary defined by the collection of all mapped points
of the Pareto-Optimal Set is known as the Pareto-Optimal Front.

This iterative process continues until all population members have
been categorized into different Pareto fronts.

6.3.2. Step 3.2: Determine crowding distance
In this step, the solutions within each Pareto front are ordered based

on their Crowding distance. The Crowding distance is calculated as the
Euclidean distance between each solution in the same Pareto front.
This distance is determined as a function of the Objective Functions.
To ensure that solutions located at the extremes of the front are not
discarded, infinite distance is assigned to them.

The equation that defines the Crowding distance is as follows:

𝑑𝑋,𝑖 =
2
∑

𝑚=1

|

|

|

|

|

𝐽𝑚(𝑥𝑖+1) − 𝐽𝑚(𝑥𝑖−1)
(𝐽𝑚𝑎𝑥

𝑚 − 𝐽𝑚𝑖𝑛
𝑚 )

|

|

|

|

|

=
|

|

|

|

|

𝐽𝑝(𝑥𝑖+1) − 𝐽𝑝(𝑥𝑖−1)
(𝐽𝑚𝑎𝑥

𝑝 − 𝐽𝑚𝑖𝑛
𝑝 )

|

|

|

|

|

+
|

|

|

|

|

𝐽𝑠(𝑥𝑖+1) − 𝐽𝑠(𝑥𝑖−1)
(𝐽𝑚𝑎𝑥

𝑠 − 𝐽𝑚𝑖𝑛
𝑠 )

|

|

|

|

|
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Where:

• 𝐽𝑚𝑎𝑥
𝑚 and 𝐽𝑚𝑖𝑛

𝑚 represent the maximum and minimum values of
the Objective Functions.

• 𝐽𝑚
(

𝑥𝑖+1
)

and 𝐽𝑚
(

𝑥𝑖−1
)

are the Objective Function values of the
neighboring solutions to 𝑥𝑖, for each objective function: 𝐽𝑐𝑢𝑝 (81)
and 𝐽𝑐𝑢𝑠 (82) for the Phase 1, and 𝐽𝐾𝐶1 (85) and 𝐽𝐾𝐶3 (86) for
the Phase3.
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6.4. Step 4: Tournament selection

In this step, two comparisons are made:

• First: The selection of the solution located in the best Pareto Set.
• Second: If the solutions belong to the same Pareto Set, the largest

crowding distance is used to determine the predominant solution.

The set of solutions obtained is the set of Parents, denoted as 𝑝𝐶,𝑖 ∈
𝑃𝐶 , where:

𝑃ℎ𝑎𝑠𝑒 1 ∶ 𝑝𝐶,𝑖
(

𝑁𝑝𝑠, 𝑆𝑝𝑠, 𝐾𝐶13
)

; 𝑝𝐶,𝑖 ∈ 𝑃𝐶 (89)

𝑃ℎ𝑎𝑠𝑒 3 ∶ 𝑝𝐶,𝑖
(

𝑆2, 𝐾𝐶13
)

; 𝑝𝐶,𝑖 ∈ 𝑃𝐶 (90)

The set of Parents is then sent to Step 3 and Step 5 to obtain the
Offspring.

6.5. Step 5: Obtaining offspring

The set of elements belonging to the Offspring (𝑜𝑖 ∈ 𝑂)is obtained
from the union of the individuals obtained by Crossover (𝑐𝑖 ∈ 𝐶) in Step
5.1 and a process of Mutation (𝑚𝑖 ∈ 𝑀) in Step 5.2, from the parents
𝑃𝐶 of Step 4.

𝑂 = 𝐶 ∪𝑀 (91)

The variables that are crossed and mutated are:

• Phase 1: 𝑁𝑝𝑠, 𝑆𝑝𝑠 and 𝐾𝐶13.
• Phase 3: 𝐾𝐶13.

Unlike the method used in GA1, GA2, and GA3, where the mutation
is applied to the offspring randomly, in this case, the mutation is
applied directly to the parent population.

The set of Offspring is then sent to Step 2, and from there, it is sent
to Step 3, where it will be evaluated together with the parents from
Step 4.

6.5.1. Step 5.1 Crossover
The same SBX process as explained in Step 2.2.4 is performed using

(57)–(59) to obtain the Crossover offspring: 𝑐𝑖 ∈ 𝐶.

6.5.2. Step 5.2 Mutation
The same mutation process of Step 2.2.4 using (60) and (61) is

employed to obtain Mutation offspring (𝑚𝑖 ∈ 𝑀). The distinction lies
in the fact that, in this case, the mutation is applied to the parents (𝑃𝐶 )
rather than to the Crossed offspring

6.6. Step 6 Final pareto front and solution selection

At the end of Step 3, the number of iterations is checked. If it reaches
the limit, the NSGA-II algorithm stops and proceeds to Step 6. In this
Step, the results are plotted, generating a Pareto front in each Phase:
Fig. 5 in the case of Phase 1, Fig. 6 in the case of Phase 3. Now, the
final solution can be selected.

Selection of the Phase 1 Solution (𝑆1):
In the case of Phase 1, the objective functions, (81) and (82), aim to

minimize the amount of copper required in the primary and secondary
inductors, respectively. Three Scenarios are defined:

• Scenario 1: Minimization of the copper volume of the ground coil.
• Scenario 2: Minimization of the volume of the on-board coil.
• Scenario 3: Compromise solution that minimizes both.
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Fig. 5. Pareto-front and scenarios of Phase 1.

Since the objective of this paper is to minimize the global price,
Scenario 3 is chosen.

The analysis of the results obtained in Scenario 3 leads to the
conclusion that there is a set of solutions in which the amount of copper
is very similar. Still, they have quite different currents, always within
the defined limits of Table 6. To select among these cases, the solution
involving maximum mutual inductance (𝑀) is sought. Increasing 𝑀
results in less current required in the primary inductor (𝐼𝐿𝑝), thereby
reducing the value of 𝐶1.

The process for choosing the final solution in Phase 1 consists of the
following steps:

• Search for the Solution 𝑆1𝐽𝑐𝑢𝑇𝑚𝑖𝑛 with the minimum value of
𝐽𝑐𝑢𝑇 = 𝐽𝑐𝑢𝑝 + 𝐽𝑐𝑢𝑠.

• Select the solutions from Scenario 3 whose value of 𝐽𝑐𝑢𝑇 differs
by less than 10% from that of 𝑆1𝐽𝑐𝑢𝑇𝑚𝑖𝑛.

• Order these solutions from highest to lowest 𝑀 .
• Select the solution with the highest 𝑀 , which becomes the final

solution of Phase 1: 𝑆1.

The result of this phase is a single defined individual 𝑆1 (39), which
provides the initial approximate values for:

• The number of turns: 𝑁𝑝 for the primary and 𝑁𝑠 for the sec-
ondary.

• The cross-section: 𝑆𝑝 for the primary and 𝑆𝑠 for the secondary.
• Inductances: 𝐿𝑝 for the primary and 𝐿𝑠 for the secondary.
• Mutual inductance in three positions: 𝑀 , 𝑀𝑚𝑎𝑥, and 𝑀𝑚𝑖𝑛.

Table 7 shows the values obtained for the solutions 𝑆1𝐽𝑐𝑢𝑇𝑚𝑖𝑛 and
𝑆1.

The values of the objective functions 𝐽𝑐𝑢𝑝 and 𝐽𝑐𝑢𝑠 represent di-
rectly the volume of copper used in the primary and the secondary,
respectively. As can be observed, the total copper volume (𝐽𝑐𝑢𝑇 ) of 𝑆1
is 1,45% greater than that used in 𝑆1𝐽𝑐𝑢𝑇𝑚𝑖𝑛. However, when analyzing
the performance (Table 8), it is evident that the current in the primary
winding, 𝐼𝐿𝑝, in solution 𝑆1, is 35.61% lower. Hence, 𝑆1 is chosen as
the solution for Phase 1.

Therefore, 𝑆1 is subjected to analysis in Phase 2 using a 3D finite
element program, in which ferrite and aluminum are incorporated.
This analysis yields 𝑆2 (40) with the final values of the previously
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Table 7
Results of 𝑆1𝐽𝑐𝑢𝑇𝑚𝑖𝑛 and 𝑆1 of Phase 1.

Parameter 𝑆1𝐽𝑐𝑢𝑇𝑚𝑖𝑛 𝑆1

𝑁𝑝 12 12
𝑁𝑠 12 18
𝑆𝑝 [mm2] 19.75 14.79
𝑆𝑠 [mm2] 8.11 11.52
𝐿𝑝 [μH] 162.09 173.9
𝐿𝑠 [μH] 116.9 189.23
𝑀 [μH] 34.7 43.6
𝑀𝑚𝑎𝑥 [μH] 40.75 50.02
𝑀𝑚𝑖𝑛 [μH] 25.31 33.39
𝐽𝑐𝑢𝑝 [cm3] 247.68 187.48
𝐽𝑐𝑢𝑠 [cm3] 68.439 133.23
𝐽𝑐𝑢𝑇 [cm3] 316.12 320.71

Table 8
Comparison of currents for solutions 𝑆1𝐽𝑐𝑢𝑇𝑚𝑖𝑛 and 𝑆1 in Phase 1.

𝐼𝑝 𝐼𝐿𝑝 𝐼𝑠
𝑆1𝐽𝑐𝑢𝑇𝑚𝑖𝑛 16.69 29.2 19.65
𝑆1 17.07 21.53 22.38

Fig. 6. Pareto-front and Scenarios for Phase 3.

mentioned parameters and the values of the inductances 𝐿𝑝 and 𝐿𝑠 in
the three defined positions.

Selection of the Phase 3 Solution (𝑆3):
For Phase 3, the selection of Scenario 3 is also based on the objective

functions (85) and (86), which aim to minimize the values of 𝐾𝐶1 and
𝐾𝐶3 respectively. As in the case of Phase 1, three scenarios are defined
depending on the behavior of the system:

• Scenario 1: The system tends toward S–S behavior.
• Scenario 2: The system leans toward P–S behavior.
• Scenario 3: Represents intermediate behavior.

Fig. 6 shows the Pareto front and scenarios for Phase 3.
As explained in Section 2, to leverage the advantages of both topolo-

gies, S–S and P–S, Scenario 3 is selected in this paper. Then, from this
Pareto front, the solution with the lowest value of 𝐽𝐾𝐶𝑇 = 𝐽𝐾𝐶1 + 𝐽𝐾𝐶3
is selected.

This result reduces the capacitance of 𝐶1, 𝐶3, and consequently
𝐿3, resulting in a more cost-effective solution for the compensators.
The obtained result, 𝑆3 (41), represents the optimized outcome of the
entire process. Its key parameters can be found in Table 7, with the
values of the number of turns, cross-sections, inductances, and mutual
inductance obtained from the Phase 2 result.
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Phase 3 allows obtaining not only the values of the components of
the circuit from Table 9 but also the values of the voltages 𝑉𝑝, 𝑉𝑠, and
frequency 𝑓 required to transfer the target power 𝑃𝐷 with maximum
efficiency. Table 10 shows these values in each position.

Convergence Analysis of an NSGA-II Algorithm Nested with Three
GAs

The performance of multi-objective algorithms can be evaluated
in various ways. [51–55] propose, among others, visual inspection of
the Pareto front and hypervolume. Visual inspection reveals generated
solutions’ distribution, dispersion, and quality, providing insights into
algorithm convergence and its ability to find optimal solutions. Simula-
tions are conducted with different population sizes and generations to
assess this. Hypervolume provides a quantitative measure of the quality
of the Pareto front. Higher hypervolume indicates better coverage and
diversity of solutions.

Both methods have been applied to the NSGA-II algorithms with
three nested genetic algorithms developed in Phases 1 and 3 to validate
the algorithm’s performance. Five simulations were performed with the
same number of individuals in the population and generations, and
the hypervolume was calculated, selecting the one with the best value.
Then, the number of individuals in the population and the number
of generations were increased, and the calculation was repeated. This
process was carried out until a satisfactory result was obtained from
a given number of individuals in the population and for different
generations.

Fig. 7 displays the Pareto fronts obtained with different combina-
tions of populations and generations. It can be observed that the Pareto
front obtained with 500 individuals in the population and 100 genera-
tions yields similar results to those obtained with 600 individuals in the
population and 120 generations, confirming algorithm convergence.

Furthermore, Tables 11 and 12 illustrate the evolution of hyper-
volume and computation time for the same cases depicted in the
figure. Results show that hypervolume increases with the number of
populations and generations, indicating algorithm convergence. Addi-
tionally, computation time increases, although all times obtained in the
simulations were low.

7. Phase 2: Optimal design of the complete system

Phase 2 receives the solution 𝑆1 from Phase 1, where ideal condi-
tions were assumed, neglecting ferrites and aluminum shielding, and
where the variation in primary (𝐿𝑝) and secondary (𝐿𝑠) inductance
values due to changes in primary and secondary positions cannot be
obtained. In this phase, a 3D finite element program is used to fully
design the windings, including ferrites and shielding, ensuring compli-
ance with the magnetic field limitation defined by ICNRIP 2010 [56]
in all positions, and obtaining the values of 𝐿𝑝, 𝐿𝑠 (37) and 𝑀 (38) in
the three design positions.

Since the solution 𝑆1 from Phase 1 is optimal, the goal of Phase
2, when adding ferrites and aluminum, is to achieve a system that
maintains inductance and mutual inductance values as close as possible
to those of 𝑆1.

To achieve this, the test platform described in the SAE J2954 Stan-
dard [13] is first drawn, as seen in Fig. 8. It consists of the following
parts:

• The inductors.
• Ferrite in both inductors.
• Shielding, made up of three aluminum sheets. The first is on the

primary, the second is attached to the secondary inductor, and
the third is on the vehicle.

• Ferromagnetic sheet, which simulates the bottom part of the
vehicle.
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Table 9
Final result (𝑆3) of Phase 3.
𝑁𝑝 𝑁𝑠 𝑆𝑝 [mm2] 𝑆𝑠 [mm2] 𝐾𝐶1 𝐾𝐶3 𝐶1 [nF] 𝐶2 [nF] 𝐶3 [nF] 𝐿3 [μH]

12 18 19.75 8.11 1.5323 1.5514 40.496 18.964 75.163 46.93
Table 10
Values of the voltages 𝑉𝑝, 𝑉𝑠 and frequency 𝑓 required in the three positions.

Position 𝑉𝑝 [V] 𝑉𝑆 [V] 𝑓 [kHz]

Position 1 678.76 708.71 83.641
Position 2 640.51 370.39 89.999
Position 3 672.5 780.91 80.224

Table 11
Hypervolumen analysis for the NSGA-II + 3GAs of Phase 1.

Pop Gen Hypervolumen Time [s]

100 20 0.1684 148.52
200 40 0.2182 525.22
300 60 0.238 1177.19
400 80 0.3387 2209.3
500 100 0.4804 2752.4
600 120 0.4635 3839.65

Table 12
Hypervolumen analysis for the NSGA-II + 3GAs of Phase 3.

Pop Gen Hypervolumen Time [s]

100 20 0.0285 189.42
200 40 0.0292 691.47
300 60 0.0269 1461.65
400 80 0.0379 2689.34
500 100 0.0341 4177.29
600 120 0.0348 6198.10

This platform is the basis for designing the inductors and individual
components and modifying component sizes and distances. In contrast
to the standard results for WPT2 and WPT3, the ferrite layer is de-
signed to consist of a single sheet, reducing the number of ferrites and
simplifying manufacturing, thus reducing costs.

For component modeling, the following simplifications are made:

• Inductors are modeled with uniform current density, with the
same number of turns as obtained in Phase 1.

• The surface occupied by the ferrites is square, exceeding the coil
width by five millimeters, with a central window.

• The thickness of the ferrites is selected according to the SAE
J2954 standard.

• The type of ferrite used is the Ferroxcube 3C90 [57], commonly
used in household heating systems and cost-effective, with char-
acteristics similar to those defined in the SAE J2954.

• In the search for the final solution, the aim is to ensure that
the inductance values obtained are as close as possible to those
obtained in Phase 1.

Ferrite geometry and the distance between components are opti-
mized using a parametric sweep. This optimization involves discretizing
the size of the ferrites and distances to carry out a series of sweeps,
allowing the identification of combinations that achieve results closest
to the Phase 1 solution, considering the worst-case scenarios for mutual
inductance:

• Position 2: Maximum mutual inductance.
• Position 3: Minimum mutual inductance.

From among the best options found, the solution 𝑆2 (40) that
minimizes the ferrite size is selected and sent to Phase 3. The results
are shown in Table 13. As seen, the number of turns from Phase 1 has
been maintained.
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Fig. 7. Pareto sets obtained for different numbers of individuals in Population and
Generations for the NSGA-II + 3GA in Phase 1 and Phase 3.

Table 13
Comparison of parameters from Phase 1 and Phase 2.

Parameter Phase 1 (S1) Phase 2 (S2)

𝑁𝑝 12 12
𝑁𝑠 18 18
𝑆𝑝 [mm2] 14.79 19.75
𝑆𝑠 [mm2] 11.52 8.11
𝐿𝑝 [μH] 173.9 136.41
𝐿𝑝𝑚𝑎𝑥 [μH] – 134.37
𝐿𝑝𝑚𝑖𝑛 [μH] – 143.84
𝐿𝑠 [μH] 189.23 190.1
𝐿𝑠𝑚𝑎𝑥 [μH] – 199.36
𝐿𝑠𝑚𝑖𝑛 [μH] – 177.11
𝑀 [μH] 43.6 50.13
𝑀𝑚𝑎𝑥 [μH] 50.02 59.91
𝑀𝑚𝑖𝑛 [μH] 33.39 29.11
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Fig. 8. Test platform designed according to SAE J2954.
Fig. 9. Electromagnetic field.

Even having included the ferrite and the shielding, the values of
𝑀 and 𝐿𝑠 have been successfully maintained practically the same.
However, the value of 𝐿𝑝 in Phase 2 is higher.

Finally, throughout the design process, it is confirmed that the value
of the magnetic field emitted at any position complies with the required
limits, as observed in Fig. 9 for Position 1 and Position 3.

Furthermore, all the essential parameters for its fabrication are
obtained, including:

• The size of the ferrite core.
• Distances between ferrite cores and conductors.
• Distances between ferrite cores and aluminum shielding.

8. Validation of results

Prototypes for primary and secondary coils were manually fabri-
cated for validation as seen in (Fig. 10). They have specific construction
limitations, mainly due to material constraints and the complexities
associated with the manual manufacturing process.

As seen in Fig. 10, achieving a design with uniformly distributed
turns was not possible, and the availability of materials for the coils
17
Fig. 10. Detail of the constructed primary and secondary coils.

necessitated using sections that were slightly different from the ideal
design. Furthermore, the exact distances between ferrites and coils as
those obtained in the optimal Phase 2 design were not achieved.

8.1. Inductance verification

The results obtained from simulating the inductors in Phase 2, in-
cluding ferrites and shielding, have been compared with those obtained
through measurements of the coils manufactured using a GW INSTEK
LCR 6300 measurement equipment. The results at various positions and
heights are shown in Table 14.

In Table 15, the relative error in the simulation compared to the
values measured in the prototype is shown.

It is observed that, despite the experimental design not being iden-
tical to the theoretical design, the results are very similar, especially
in the centered position. The error is more significant in the off-
center position because the model considers the inductor to have a
homogeneous current density. In contrast, the coils finally fabricated
were handmade with areas of higher current density than others due
to the non-uniform winding of turns, especially in the secondary coil.

8.2. Validation of performance

The results obtained through the use of equations have been verified
with a Matlab-Simulink model [14,58,59] of the system in different
positions, as well as through experimental tests, the results of which
can be seen in Table 16.

The coils were tested in the laboratory (Fig. 11) by supplying the
primary with a power electronics configuration at two different airgap
distances and three misalignment positions, conducting six tests. The
electronic configuration used is an initial version with limitations in
adjusting control parameters, so in all cases, 𝑉𝑝 = 800 V and 𝑓 =
85 kHz had to be used. Moreover, to optimize performance using the
actual inductance values, the circuit compensators have been adjusted
as follows: 𝐶 = 37.6 nF; 𝐶 = 19.83 nF; 𝐶 = 70.5 nF; 𝐿 = 49 μH.
1 2 3 3
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Table 14
Inductance values from Phase 2 and values measured on the prototype.

Position 𝐿𝑝 Exp [μH] 𝐿𝑠 Exp [μH] 𝑀 Exp [μH] 𝐿𝑝 FEM [μH] 𝐿𝑠 FEM [μH] 𝑀 FEM [μH]

Pos 1 135.24 189.66 13.61 136.41 190.10 50.13
Pos 2 135.00 195.00 15.00 134.37 199.37 59.91
Pos 3 140.18 182.59 10.60 143.84 177.11 29.11
Table 15
Comparison of results in Table 14.

Position Error 𝐿𝑝 [%] Error 𝐿𝑠 [%] Error 𝑀 [%]

Pos 1 0.87 0.23 0.21
Pos 2 0.47 2.24 2.67
Pos 3 2.61 3.00 5.43

Fig. 11. Experimental test bench.

Table 16
Result of the values obtained through equations, simulation, and experimental testing.

Pos Test Vs [V] 𝐼𝑝 [A] 𝐼𝑠 [A] 𝑃𝑝 [kW] 𝑃𝑠 [kW] 𝐸𝑓𝑓 [%]

1 Exp 778.8 13.78 13.63 11.023 10.613 96.28
1 Sim 778.8 17.73 12.57 11.023 10.878 97.44
1 Eq 778.8 13.89 12.59 9.247 9.064 98.03
3 Exp 476.3 13.81 21.98 11.046 10.473 94.81
3 Sim 476.3 16.05 22.07 10.863 10.585 97.44
3 Eq 476.3 13.3 20.07 9.045 8.743 96.66

The differences observed in the table are primarily due to two
reasons. Firstly, the values of the inductances and compensation circuit
components used in the equations and the Matlab-Simulink simulation
are those obtained in Phase 3 (Table 9), which are slightly different
from those of the experimental setup. Secondly, due to the limitations
of the power electronics, for a more realistic comparison in both
equation modeling and Matlab-Simulink simulation, consistent values
have been maintained across all cases, with 𝑉𝑝 = 800 V and 𝑓 = 85 kHz,
albeit not corresponding to the optimal values derived in Phase 3
(refer to Table 10), consequently, the target power 𝑃𝐷 is not achieved,
particularly in equation-based modeling.

Fig. 12(a) and (b), obtained with the oscilloscope, represent in the
upper part the value of 𝑉𝑝 in blue, with 250 V∕𝑑𝑖𝑣𝑖𝑠𝑖𝑜𝑛, and 𝐼𝑝 in gray.
At the bottom, 𝐼𝐿𝑝 in green, and 𝐼𝑠 in pink, for Position 1 and Position
3, respectively. It can be seen that the waveform of the primary current
(𝐼𝑝) is not sinusoidal, although it is sinusoidal in the two inductor coils.

9. Conclusions

The paper presents a comprehensive methodology for the optimal
design of an 11 kW WPT3 Z1 LCC-S system in compliance with SAE
J2954 [13]. The process is developed in three phases, each building
on the previous one, gradually increasing in complexity and allowing
holistic optimization of the complete system.

Phase I focuses on the simplified system comprising only the coils
and compensation circuit components, excluding ferrite and shielding.
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Mathematical equations are used for the electromagnetic modeling
of the inductor coils, allowing them to be included in a designed
multi-objective NSGA-II algorithm, facilitating iterative calculations
and reducing the required computation time. This algorithm optimizes
local solutions in three different positions by nesting three genetic
algorithms (GA1, GA2, and GA3) and including a set of design and
performance constraints. This ensures the system will operate correctly
at any misalignment and air gap position. The three positions are:

• Position 1: Centered and maximum height, allowing for the de-
termination of nominal or design mutual inductance: 𝑀 .

• Position 2: Centered and minimum height, allowing for determin-
ing maximum mutual inductance: 𝑀𝑚𝑎𝑥.

• Position 3: Maximum misalignment and maximum height, al-
lowing for the determination of minimum mutual inductance:
𝑀𝑚𝑖𝑛.

The NSGA-II genetic algorithm developed employs two opposite
objective functions, resulting in three optimization scenarios that allow
the designer to choose between minimizing copper in the primary
winding, minimizing copper in the secondary winding, or minimizing
the total copper used. In this work, the solution corresponding to the
third scenario is chosen. This scenario has a set of solutions with very
similar copper volumes and slight differences in behavior. Therefore,
a second selection process is applied among those solutions with a
copper volume no more significant than 10% of the optimal theoretical
solution, selecting the solution with the maximum mutual inductance
(𝑀). This reduces the current in the primary inductor (𝐼𝐿𝑝) and,
therefore, the value of 𝐶1 and 𝐿3, lowering the cost of both components.

In Phase 2, a detailed 3D finite element electromagnetic modeling is
employed to design the inductor system based on the data obtained in
Phase 1. This phase includes ferrites and aluminum shielding, providing
final values of inductances 𝐿𝑝 and 𝐿𝑠 and the mutual inductance 𝑀 for
the three Positions, along with comprehensive manufacturing details.

Phase 3 uses the data from Phase 2 for the final optimal compu-
tation of the compensation circuit elements. Another NSGA-II genetic
algorithm has been designed that also nests three local search genetic
algorithms at each of the three positions and a set of design and
performance constraints. This algorithm uses two opposite objective
functions to obtain three decision scenarios: minimize 𝐾𝐶1, making the
system behave as an S–S; minimize 𝐾𝐶3, making it behave as a P–S; or
minimize both simultaneously, looking for an intermediate behavior.
The chosen solution, corresponding to Scenario 3, while achieving
the combined advantages of an S–S and P–S system, minimizes the
combined cost of 𝐶1, 𝐶3, and 𝐿3. The values of the voltages and
frequencies with which the system electronics must be controlled to
obtain the desired power with maximum efficiency are also obtained
from this phase.

From the outset, this approach ensures that the designed system
works in the central position and the other two positions defined by
the standard, thus guaranteeing its performance in any intermediate
position. This represents an improvement over the reviewed literature,
where the design is typically performed only for the nominal position
and subsequently tested for performance in other positions. A remark-
able aspect of the work is that it combines two different methodologies
in electromagnetic analysis: equations in the genetic algorithms, reduc-
ing computational costs, and FEM for shielding design, obtaining values
very close to the real ones.

Validation of the results is carried out rigorously. The theoret-

ical results of Phase 2 are compared with the measured values of
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Fig. 12. Waveform obtained with the oscilloscope for Vp (blue), Ip (gray), ILp (yellow), and Is (pink) at different positions.
the fabricated coils, showing slight differences. In addition, the sys-
tem performance is verified by comparing the results obtained from
equations with a Matlab-Simulink model and an experimental setup,
demonstrating consistent results.

This adaptive procedure can be applied to other WPT designs with
minor adaptations. Depending on the desired topology, it will be nec-
essary to adjust the circuit equations to the desired topology, select the
optimization parameters and their constraints, and adapt the objective
functions of the genetic algorithms, if necessary.
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