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Density and Magnetic Field Asymmetric Kelvin‐Helmholtz
Instability
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Lihui Chai4 , Brandon Burkholder5,6 , Andrew Dimmock7 , Yu‐Lun Liou1 , and
Shiva Kavosi1

1Embry‐Riddle Aeronautical University, Daytona Beach, FL, USA, 2University of Alaska Fairbanks, Fairbanks, AK, USA,
3University of Colorado Boulder, Boulder, CO, USA, 4Institute of Geology and Geophysics, Fairbanks, AK, USA,
5University of Maryland, Baltimore, MD, USA, 6NASA Goddard Space Flight Center, Greenbelt, MD, USA, 7Swedish
Institute of Space Physics, Uppsala, Sweden

Abstract The Kelvin‐Helmholtz (KH) instability can transport mass, momentum, magnetic flux, and
energy between the magnetosheath and magnetosphere, which plays an important role in the solar‐wind‐
magnetosphere coupling process for different planets. Meanwhile, strong density and magnetic field asymmetry
are often present between the magnetosheath (MSH) and magnetosphere (MSP), which could affect the
transport processes driven by the KH instability. Our magnetohydrodynamics simulation shows that the KH
growth rate is insensitive to the density ratio between the MSP and the MSH in the compressible regime, which
is different than the prediction from linear incompressible theory. When the interplanetary magnetic field (IMF)
is parallel to the planet's magnetic field, the nonlinear KH instability can drive a double mid‐latitude
reconnection (DMLR) process. The total double reconnected flux depends on the KH wavelength and the
strength of the lower magnetic field. When the IMF is anti‐parallel to the planet's magnetic field, the nonlinear
interaction between magnetic reconnection and the KH instability leads to fast reconnection (i.e., close to
Petschek reconnection even without including kinetic physics). However, the peak value of the reconnection
rate still follows the asymmetric reconnection scaling laws. We also demonstrate that the DMLR process driven
by the KH instability mixes the plasma from different regions and consequently generates different types of
velocity distribution functions. We show that the counter‐streaming beams can be simply generated via the
change of the flux tube connection and do not require parallel electric fields.

1. Introduction
The Kelvin‐Helmholtz (KH) instability is driven by a large sheared flow (Chandrasekhar, 1961), which is an
important physical mechanism for the viscous‐like interaction between the Earth's magnetosphere (MSP) and the
solar wind (SW) (Axford, 1964; Axford & Hines, 1961). There are lots of in‐situ observation events during both
north‐ and southward interplanetary magnetic field (IMF) conditions at low‐latitudes (Blasl et al., 2022; Eriksson,
Lavraud, et al., 2016; Henry et al., 2017; Hwang et al., 2011; Kavosi et al., 2023; Li et al., 2013, 2016, 2023; Rice
et al., 2022; Wilder et al., 2023; Yan et al., 2014, 2022), as well as at high latitudes with IMF mostly along the
dawn or dusk direction (Hwang et al., 2012; Ma et al., 2016; Nykyri et al., 2021). Kavosi and Raeder (2015) shows
that for Earth's magnetopause, KH waves occur about 19% of the time. About 35% were for near northward IMF,
about 20% for radial or quasi‐radial IMF, and only about 10% for southward IMF. It has also been shown that the
KH instability can occur at Mercury (Paral & Rankin, 2013), Venus (Dang et al., 2022; Pope et al., 2009; Walker
et al., 2011), Mars (Poh et al., 2021), Jupiter (B. Zhang et al., 2018; Ma et al., 2022; Desroche et al., 2012), and
Saturn (Desroche et al., 2013; Ma et al., 2015; Masters et al., 2012), as well as in the solar corona (Foullon
et al., 2011, 2013; Nykyri & Foullon, 2013; Ofman & Thompson, 2011).

Assuming an infinitely thin sheared flow boundary, Chandrasekhar (1961) demonstrated that the KH growth rate,
γ, for an incompressible magnetohydrodynamics (MHD) system is given by

γ =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

α1α2[(u1 − u2) ⋅ k]2 − α1(uA1 ⋅ k)2 − α2(uA2 ⋅ k)2
√

, (1)

where the subscripts 1 and 2 represent the value on each side of the sheared flow boundary layer, αi= ρi /(ρ1+ ρ2),
ρ is the mass density, u is the bulk velocity, uA = B/

̅̅̅̅̅̅̅
μ0ρ

√
is the Alfvén velocity, B is the magnetic field, μ0 is the
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vacuum permeability, k is KHwave‐vector. Equation 1 reveals that a large flow shear can increase the KH growth
rate and the magnetic field in the KH wave‐vector direction can stabilize the KH instability. Equation 1 also
indicates that a large density ratio between the magnetosheath (MSH) and the magnetosphere can reduce the KH
growth rate.

It is important to notice that for heliophysical objects there is often a large density asymmetry or magnetic field
asymmetry across the sheared flow layer. For instance, the typical Earth's magnetosheath number density is about
10 times larger than the magnetospheric number density, while the magnetosheath and magnetospheric magnetic
fields are comparable (Ma et al., 2020). However, if a plasmaspheric plume reaches the magnetopause, the
magnetospheric number density will be comparable to or even larger than the magnetosheath number density
(Walsh et al., 2015). The typical number density ratio across Venus' ionopause boundary is about 100 to 1,000,
while there is no or weak magnetic field in Venus' ionosphere (Möstl et al., 2011). For Mars and Saturn, the
magnetosheath number density is about 10 times greater than the magnetospheric number density. However, the
ion population in the magnetosphere is much heavier than the proton, which leads to the mass densities being
comparable across the sheared flow layer (Delamere et al., 2013; Poh et al., 2021). These large density or
magnetic field asymmetries (and consequently temperature asymmetry) affect the growth of the KH waves as
well as the secondary instabilities (e.g., magnetic reconnection).

At the Earth's magnetopause during the northward IMF condition, the large vortices driven by the nonlinear KH
instability can drag low‐latitude magnetosheath magnetic field lines in the sun‐ward direction and low‐latitude
magnetospheric magnetic field lines in the tail‐ward direction, reminiscent of a “candy wrapper.” This process
can generate strong anti‐parallel magnetic field components at mid‐latitude and consequently trigger a pair of
mid‐latitude reconnection sites, which is often referred to as double‐mid‐latitude‐reconnection (DMLR)
(Eriksson et al., 2021; Faganello et al., 2012; Otto, 2006). The net effect of this DMLR process exchanges the
low‐latitude magnetosheath and magnetospheric flux tubes, which provides a net mass transport from the
magnetosheath into the magnetosphere (Ma et al., 2017). It is expected that such a scenario can also occur at
Venus' ionopause boundary layer as the ion escape mechanism. The presence of heavy ions with a weak
magnetic field on the ionospheric side is likely to increase the mass transport rate. However, strong density
asymmetry is likely to reduce the KH growth rate and the weak magnetic field is expected to limit plausibly
exchangeable magnetic flux. Thus, it is interesting to explore the influence of large density and magnetic field
asymmetry on the mass transport rate. Meanwhile, the DMLR at the Earth's magnetopause also indicates the
mixing of plasma with different temperatures, which is expected to generate different types of velocity dis-
tribution functions (VDFs).

In the case of strong magnetic asymmetry, the DMLR process can generate magnetic bottle structures. Both
bottle‐body (i.e., the weaker magnetic field region) and bottle‐neck (i.e., the stronger magnetic field region) for
newly reconnected magnetic field lines can be present in the vicinity of the equatorial plane. It is, therefore,
interesting to examine whether charged particles can be trapped or accelerated in this structure. Previous sim-
ulations and observations have shown that particles can be effectively accelerated in magnetic bottle structures
created by magnetic reconnection at high latitudes (diamagnetic cavities) (Burkholder et al., 2020; Kavosi
et al., 2018; Nykyri et al., 2012, 2019).

At the Earth's magnetopause during the southward IMF condition, both the KH instability and magnetic
reconnection can operate simultaneously (Ma et al., 2014a, 2014b). A fast reconnection rate (i.e., Petschek
reconnection rate) can be achieved even without including kinetic physics due to the fast expansion of the x‐line.
However, the total open flux is limited, since the KH instability diffuses the large‐scale current sheet. A strong
magnetic field asymmetry is expected to decrease the reconnection rate due to the lower magnetic field strength at
one side which lowers the Alfvén speed. Thus, it is interesting to explore whether the asymmetric reconnection
rate influenced by the KH instability can still reach the Petschek reconnection rate.

In this paper, we will mainly use numerical MHD simulations as well as test particle simulations to explore
the influence of density asymmetry and magnetic asymmetry on KH instability. Section 2 will roughly de-
scribe the numerical methods used in this study, the main simulation results will be presented in Sections 3 and
4. We will discuss the application of these results in Section 5. The main results will be summarized in
Section 6.
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2. Methods
2.1. MHD Simulation

The MHD KH instability is numerically simulated by solving a full set of
normalized resistive MHD equations using a leap‐frog scheme in a Cartesian
coordinate system (Ma et al., 2014a, 2017, 2019; Nykyri & Otto, 2001; Otto
& Fairfield, 2000). All physical quantities are normalized by their normali-
zation values, which are given by length scale L0 = 640 km, number density
n0 = 10 cm− 3, the mass density is ρ0 = mpn0, where mp = 1.67 × 10− 27 kg is
the proton mass, magnetic field magnitude B0 = 70 nT, and the normalization
value of other quantities can be derived from these three quantities. These
parameters are chosen to be close to the MMS KH event observed by
Eriksson, Lavraud, et al. (2016), which is only used for the test particle
simulations. All MHD results do not depend on these normalization values.
For all simulations, the x direction is the normal direction of the unperturbed

sheared flow layer, the y direction is along the sheared flow direction, and the z direction is determined by the
right‐hand rule, which is also along the unperturbed magnetic field direction. In this study, we only investigated
the configuration with a magnetic field initially perpendicular to the sheared flow direction (i.e., v0 ⊥ B0). In this
condition, the whole process is symmetric with respect to the plane z = 0 (Ma et al., 2017, 2021; Otto, 1999).
Thus, we only need to simulate the upper‐half domain, which is given by [− Lx, Lx] × [− Ly, Ly] × [0, Lz] along the
x, y, and z‐directions, where Lx = 25, Ly = 10, and Lz = 120. The x direction is uniformly resolved by 203 grid
points with the best resolution of 0.1 in the middle of the simulation domain, and the y and z directions are
uniformly resolved by 203 grid points.

The initial steady state is a one‐dimensional transition layer with a flow shear. The velocity profile is given by v
(x) = 0.5 tanh(x)ey. The density profile is given by ρ(x) = 1/2(ρ1 + ρ2) + 1/2(ρ1 − ρ2) tanh(x). The magnetic field
Bz profile is given by Bz(x)= 1/2(Bz1+ Bz2)+ 1/2(Bz1 − Bz2) tanh(x). The other components of the magnetic field
and velocity are set to zero. Here subscript 1 and 2 represent the value in Region 1 (i.e., x > 0) and Region 2 (i.e.,
x < 0), respectively. This transition layer maintains the total force balance across the sheared flow layer (i.e., the
sum of the thermal pressure and magnetic pressure is constant, ptot). For all simulation cases, the minimum plasma
beta is always 0.5. The values of ρi and Bi for each case have been listed in Table 1. Whether Region 1 or Region 2
represents the magnetosheath or magnetosphere is also indicated in Table 1. Notice that for 2‐D simulation, the
N = 1, 5, 10, 20, 30, 50, 100. For Case N‐M3, the density profile is proportional to the thermal pressure profile so
that the temperature is constant across the sheared flow.

The KH instability is triggered by a velocity perturbation localized in the vicinity of the equatorial plane (i.e.,
z = 0), which is given by v = ∇Φ(x, y) × ez f(z). Here, the stream function is Φ(x, y) = δv cos(x/lx) cosh

− 1(kyy),
lx = 2, ky = π/Ly and δv = vy /20, and the localization function f(z) is given by f(z) = 0.5{tanh[(z + zd)/Dz] − tanh
[(z − zd)/Dz]}, zd = 20, and Dz = 3 for 3‐D simulations, and f(z) = 1 for 2‐D simulations.

The boundary conditions along the y direction are periodic. Along the x direction, the boundaries are closed, in
which vx = 0 and ∂x = 0 for the rest of the quantities. Notice, that the dimension along x is large enough to ignore
the boundary influence. To maintain the top boundary from the perturbation, an artificial friction term − ν(z)
(v − v0) is applied to the right‐hand side of the momentum equation in 3‐D simulations (Ma et al., 2017). Here, v0
is the unperturbed bulk velocity, which also represents the solar wind or ionosphere speed. The friction term tends
to force the plasma to move at its initial velocity, or equivalently it absorbs perturbations, maintaining the initial
boundary layer away from the equatorial plane. Therefore, the friction coefficient is given by ν(z) = 0.5{2 − tanh
[(z + zν)/Dν] + tanh[(z − zν)/Dν]}, zν = 30, and Dν = 3, which has been switched on only near the top and bottom
boundaries (Ma et al., 2017, 2021). In this study, we applied a large dimension along the z‐direction to fully damp
the Alfvén wave before it reaches the top boundary during the simulation interval.

In the 3‐DMHD simulation, one can always trace a magnetic field line from any given point to the top boundaries
at any given time. Notice, that the top boundaries in this simulation represent the unperturbed region, the magnetic
field line is considered to connect to Region 1 (2) if the location of the magnetic field line's footprint on the top
boundary is in Region 1 (2). Since the whole simulation is symmetric with respect to the equatorial plane, we refer
to the magnetic field line with the top on the magnetosheath (magnetospheric) side as magnetosheath

Table 1
List of Values of Free Parameters for Each Case

ρ1 ρ2 B1 B2 Region 1 Region 2

2D 4/(N + 1) 4 N/(N + 1) 1 1 MSP MSH

N‐D 2.5 0.25 1 1 MSH MSP

N‐M1 1 1 1 1 MSH MSP

N‐M2 1 1 1 0.5 MSH MSP

N‐M3 1 2.78 1.5 0.5 MSH MSP

S‐M1 1 1 1 − 1 MSP MSH

S‐M2 1 1 1 − 0.5 MSP MSH

S‐M3 1 1 1.5 − 0.5 MSP MSH

Journal of Geophysical Research: Space Physics 10.1029/2023JA032234
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(magnetospheric) field lines. A magnetic field line with one end connecting to the magnetosheath side and the
other end connecting to the magnetospheric side is referred to as an open field line. For Cases N‐M1, N‐M2, and
N‐M3, we also trace the 401 × 401 fluid parcels dx/dt= u(x(t)) in the equatorial plane, uniformly covering area of
[− 20, 20] × [− 10, 10] from t = 0, which gives a resolution of dx = 0.1, dy = 0.05. Thus, for each fluid parcel, the
magnetic flux associated with this fluid parcel is given by dΦ = B0dxdy, in which B is the magnetic field in the
location of the fluid parcel at t = 0. For each fluid parcel, we also trace the magnetic field line that goes through
this fluid parcel at each snap‐shot (i.e., one Alfvén time). If the footprint of the field line on the top boundary
changes from Region 1 (2) to Region 2 (1), then this field line experiences a double‐reconnection process, and the
total double reconnected magnetic flux is the integration of this type of magnetic flux (Ma et al., 2017, 2021).

2.2. Test Particle Simulation

The full set of non‐relativistic Lorentz equations are solved using the traditional Boris method (Boris, 1970),
which has been used to investigate high‐energy particles in the cusp diamagnetic cavity (Nykyri et al., 2012), and
KH instability (Ma et al., 2019, 2021). Linear interpolation is applied to obtain the magnetic field B and bulk
velocity u at any given time, in which the magnetic field and bulk velocity are from the MHD simulations one
snapshot every Alfvén time. The electric field at the ion's position is given by E = B × u to eliminate the parallel
electric field introduced by the temporal interpolation method. The velocity distribution function for any given
point at any time during the simulation interval can be obtained by temporal forward tracing particles, repre-
senting the evolution of the whole 6‐dimensional phase space density from the beginning of the simulation, which
requires a large number of test particles. To investigate the particle velocity distributions for the selected points at
any given time, it is efficient to trace the particle temporally backward and reconstruct the velocity distribution
function with the assumption of Liouville's theory (Birn et al., 1997, 1998). The symmetric treatment of the time
derivative in the Boris method maintains the temporal reversibility of the Lorentz equation. Thus, this code is
suitable for the backward tracing method, which has been cross‐validated by comparing the zero‐to second‐order
moments of velocity distribution functions using the forward tracing and backward tracing methods in a 3‐D KH
instability MHD simulation (Ma et al., 2021). To find the ion phase space density f(x, v, t) at the point x with a
velocity v at time t, an ion with velocity v is launched from point x and traced backward in time to t = 0 when the
ion was located at X with a velocity of v(t = 0). Then with the assumption that Liouville's theory is satisfied, the
ion phase space density is estimated based on the shifted Maxwellian distribution, which is given by f(X, v) = n
(2πT )− 3/2 exp[(v − u)2/(2T)], where n, T, u is the number density, temperature, and bulk velocity in point X at
t = 0. In this study, the velocity resolution is 0.08, and the results are convergent when using a higher velocity
resolution. During the test particle simulation, the time step was chosen to fully resolve the gyro‐radius motion,
and the results are convergent to smaller time steps.

3. Density Asymmetry
3.1. KH Growth Rate

The linear theory Equation 1 shows that strong density asymmetry decreases the KH growth rate with an
asymptotic behavior γ ∝

̅̅̅̅̅̅̅̅̅̅̅
ρ1/ρ2

√
, where ρ1 ≪ ρ2. This is easily understandable since the flow with a small density

has relatively lower energy to change the direction of the flow with heavy mass. In this study, we carried out a
series of 2‐D MHD KH instability simulations (i.e., Case 2D‐N, N = 1, 5, 10, 20, 30, 50, 100), which maintains
ρ1 + ρ2 = 4 and changes ρ2/ρ1 from 1 to 100. Figure 1a plots the growth of the KH instability (i.e., range of the
normal velocity, Δux = max(ux) − min(ux) as a function of time) for different density ratios. This shows that the
KH instability's growth is not sensitive to the density ratio. Notice, that the Δux temporal profile always shows a
small dip at the beginning of the simulation, indicating the system needs relaxation of a fewAlfvén times, which is
likely because the initial perturbation is not the exact eigenmode. For better visualization, we shift the start time to
the time corresponding to the minimum of Δux and re‐normalize the velocity so that the minimum of Δux is the
same for all cases. Notice, that this operation will not change the growth rate of KH instability. We also estimate
the KH growth rate γ by linearly fitting the ln(Δux) as a function of time in the linear stage (i.e., 0 < t < 35), which
is ≈0.05 for all cases. Figure 1b plots the KH growth rate as a function of density ratio from simulations (black
line) and linear theory (red line). To easily compare the tendency, these two lines are normalized by their value at
ρ2/ρ1 = 1, which clearly shows that the KH growth rate does not decrease as the prediction of the linear theory.
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This deviation between numerical simulation and linear theory is due to the compressibility included in the
numerical simulation. For the compressible fluid system, the fastest information propagation speed is the local

fast mode speed (i.e., uf =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

u2A + c2s
√

, where uA is the Alfvén speed and the cs is the ion acoustic speed). Flow

shear with a velocity greater than the fast mode speed prevents information of the obstacle from propagating to the
upstream region, which suppresses the growth of the KH instability (Miura, 1984). Thus, the KH growth rate no
longer increases with the increase of flow shear, a maximum growth rate is associated with a value between zero
and the fast mode speed. For asymmetric density conditions, the fast mode speeds, and the associated Mach
numbers, from both sides of the sheared flow layer, are different, which adjusts the KH instability growth rate.

One should also keep in mind, that the conclusion of comparing asymmetric configuration depends on the
“reference point.” For instance, Figures 1c and 1d show the results of re‐normalizing the result of Figures 1a and
1b based on the minimum density, respectively. In this normalization, ρ1 always equates to one, and ρ2 varies
from 1 to 100. As such, the growth rate decreases with the increase of ρ2, which is consistent with what we would
expect as well as the study by Amerstorfer et al. (2010). Notice, that the velocity is normalized to the Alfvén
speed, which is also dependent on the density. Therefore, the re‐normalization of the density also affects the value
of the normalized velocity, which leads to a faster decrease in the red line in Figure 1d. However, the growth rate
from numerical simulation still decreases more slowly than the linear theory prediction, which is consistent with
the results based on normalization by the average density (i.e., Figure 1b).

It has been shown that the fastest mode occurs near 4πa/L ≈ 0.5 ∼ 1, where L is the KH wavelength and a is the
half‐width of the flow shear (Amerstorfer et al., 2010; Miura & Pritchett, 1982), which yields
L ≈ 4π ∼ 8π= 12.6 ∼ 25.2, being close to our simulation domain along the y‐direction (i.e., 20). Thus, the growth
rate of our simulation is close to the fastest growth rate. Since the relationship between KH growth rate and the

Figure 1. Panel (a) shows the range of the normal velocity Δux as a function of time for different density ratios, and Panel (b) shows the normalized Kelvin‐Helmholtz
instability growth rate as a function of density ratio (black dots) and compares with the linear theory value (red line). Panels (c) and (d) re‐normalize Panels (a) and
(b) based on the minimum density, respectively.
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wavelength has been well studied by Miura and Pritchett (1982); and Amerstorfer et al. (2010). We will not study
the influence of the wavelength in this study. To avoid the change in the growth rate due to different wavelengths,
we fix the KH wavelength (i.e., the simulation domain along the y‐direction) for all 2‐D and 3‐D simulations.

3.2. Particle Mixing With Different Temperatures

Under northward IMF conditions, a magnetospheric magnetic flux tube that has undergone the DMLR process
driven by the 3‐D KH vortex, is composed of part of a low‐latitude magnetosheath flux tube and two parts of a
high‐latitude magnetospheric flux tube in each hemisphere, and vice versa. Thus, the density in this newly
reconnected magnetospheric flux tube at low latitudes is much higher than the density in the same flux tube at high
latitudes. Figure 2a plots the ratio between the density in the equatorial plane, ρeq, and density at the top boundary,
ρtp, along the same field line (i.e., ρtp/ρeq) on the equatorial plane in the nonlinear stage (i.e., t= 90) of Case N‐D,
in which the dark blue region indicates the double‐reconnected magnetospheric magnetic flux and the dark red
region indicates the double‐reconnected magnetosheath magnetic flux. Figure 2b is the density profile of the black
line in Figure 2a and (ie., x = − 0.46 in the equatorial plane), showing that this line crosses the magnetosheath
region (i.e., high‐density region) and magnetospheric region (i.e., low‐density region) multiple times. Notice, that
for case N‐D, a strong density asymmetry between the magnetosphere and magnetosheath with a uniform
magnetic field across the boundary indicates a strong temperature asymmetry between the magnetosphere and
magnetosheath. Figure 2c is the reconstructed ion parallel velocity (i.e., vb) distribution along the black line by
using backward tracing test particle simulation with an assumption of Liouville's theorem. The narrow band with
a dark red color indicates a cold dense plasma, which indicates the magnetosheath plasma. The broadband with a
light red color indicates a hot tenuous plasma, being the indication of the magnetospheric plasma. The parallel
velocity distribution function also shows a transition layer between the magnetosphere and magnetosheath (e.g.,
near y ≈ − 3), in which the maximum value decreases about one order of magnitude while the distribution be-
comes broad. The plasma mixing from the magnetosheath and magnetosphere can also be observed near y = − 7,
where both the dark red region and broad distribution appear simultaneously. In some points, the parallel velocity
even shows a pair of small dips (i.e., the white area, being located outside of the magnetosheath ion distribution,
and inside of the magnetosphere ion distribution), clearly indicating that there are three populations of the plasma
present in this region. The ions with a parallel speed lower than the white areas are the cold magnetosheath

Figure 2. Panel (a) shows the ratio of the density on the equatorial plane and top boundary along the same field line. The green
and magenta stars indicate the location of selected fluid parcels, Point A1 and Point B, respectively. Panels (b and c) show the
density and the ion parallel velocity distribution function along the black line in Panel (a), respectively.
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population, while the ions with a parallel speed higher than the white areas are the hot magnetospheric population
from the high latitudes on each hemisphere, and the pair of dips indicate the magnetospheric ions with a lower
parallel speed have not yet reached these points.

Figure 3a plots the velocity distribution in the phase space vbve‐plane for Point A1 on the equatorial plane at t= 90
(i.e., green star in Figure 2a and black dashed lines in Figures 2b and 2c), showing a cold population in the center
with two distinct ion beams that propagate both parallel and anti‐parallel to the local magnetic field. Here, ve is the
unit vector along the direction of B × u. This distribution of two counter‐streaming ion beams appears to be
similar to the observational results during the 8 September 2015 MMS KH instability event (Eriksson, Lavraud,
et al., 2016; Eriksson, Wilder, et al., 2016). Figures 3b and 3c plot the x and z coordinates of the location of the test
particles at t = 0 (i.e., the original location of the ion), respectively, showing that the cold population is from the
low‐latitude magnetosheath and the two counter‐streaming ion beams come from the high‐latitude magneto-
spheric region of both hemispheres, which is consistent with the scenario of the DMLR process (Eriksson
et al., 2021). Figure 3d compares the parallel velocity at t = 0 and at t = 90, indicating that these two counter‐
streaming beams have not been strongly accelerated. This result suggests that the formation of the counter‐
streaming beams can be simply due to the mixing of the plasma with different temperatures via the change of
the flux tube connection, even without involving the acceleration by the reconnection parallel electric field.

Figure 4 illustrates the evolution of the magnetic field line that goes through the fluid parcel Point A1 in the xz
plane in Panel (a) and a 3‐D perspective in Panel (b). Here the fluid parcel trajectory is obtained through the
backward tracing of Point A1 from t= 90 by numerically solving dx/dt= u(x(t)). This selected magnetic field line
has a high density and a footprint at the top boundary on the magnetosheath side at t = 85, which is a typical
magnetosheath field line. However, this field line has a high density (i.e., ρ > ρ0, here ρ0 is the density in x = 0 at
t = 0) at low latitudes (i.e., |z| < 7) and low density at high latitudes (i.e., |z| > 7) with a footprint at the top

Figure 3. Panel (a) shows the velocity distribution in the phase space vbve‐plane at t = 90 for Point A1 in Figure 2a. Panels
(b) and (c) show the X and Z components of the particles' original location for Point A1, respectively. Panel (d) shows the
change of the parallel velocity magnitude for Point A1.
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boundary on the magnetosheath size at t = 86, indicating the change of flux connection due to a magnetic
reconnection site near around z = 7. Recall, that Figure 3a shows the parallel speed of the magnetospheric
population is greater than about 1.45, and reconnection occurs about dt = 4 earlier than the “observational time,”
which means the slowest magnetospheric ion travels about dL ≈ 6 from the reconnection site to the “observation
point”, being close to the distance between the Point A1 and the reconnection site. Notice, that this reconnection
site is very close to the equatorial plane because it is generated by the secondary KH instability, which can be
observed in Figure 2a. At t = 90, the magnetic field line has a similar pattern as the magnetic field line at t = 86,
however, the density at high latitude becomes lower and the footprint at the top boundary connects to the further
magnetospheric direction (e.g., negative x direction), indicating that it could have experienced another recon-
nection process. However, this second reconnection process occurs between two magnetospheric magnetic field
lines. This also gives us a hint that a clear distribution of two counter‐streaming ion beams with a cold thermal
population could be easier observed in a small separation of double reconnection sites since a large separation of
reconnection sites requires a longer travel time from one reconnection site to the middle of the two reconnection
sites. During this interval, the ongoing reconnecting process will continuously change the flux connection, which
brings a different component of the ion population and further modifies the particle distribution.

One should keep in mind, that the detailed ion velocity distribution functions could be somewhat sensitive to the
experience of magnetic flux and the observational location and time. Figure 5 shows two examples, which are
close to Point A1 but with different ion velocity distribution functions. Figure 5a shows the ion velocity distri-
bution in the phase space vbve‐plane for Point A2, which is along the same magnetic field line as Point A1 but
away from the equatorial plane, being close to the reconnection site in the North Hemisphere. Thus, the high‐
latitude ions with an anti‐parallel velocity in the North Hemisphere can easily reach Point A2, appearing to
connect with the cold magnetosheath population. However, ions from the South Hemisphere require a relatively
higher parallel speed to reach Point A2, which appears a small distinguished distribution with a low density.
Figure 5b shows a ring/shell ion distribution in the phase space vbve‐plane for Point B, which is also close to the
magnetosheath and magnetosphere boundary. The formation of this distribution is due to the change of flux tube
connection via the DMLR process as well as finite gyroradius motion near the equatorial panel. All these different

Figure 4. The evolution of the magnetic field line that goes through the fluid parcel Point (a) Panel (a) shows the magnetic
field lines at t= 85, 86, and 90, in the xz‐plane, and Panel (b) shows the samemagnetic field lines in a 3‐D perspective and the
density in the equatorial plane. The green and cyan stars indicate the location of Points A1 and A2, respectively. The brown‐
to‐black line in the equatorial plane is the trajectory of the fluid parcel Point (a) The blue‐to‐yellow color bar represents the
density, while the brown‐to‐black color bar indicates the time.
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types of non‐Maxwellian distributions indicate temperature anisotropy, which consequently can trigger different
types of secondary instability. These secondary processes will eventually dissipate the free energy and form a new
Maxwellian distribution.

4. Magnetic Asymmetry
4.1. Reconnected Flux

Figure 6a plots the range of the ux as a function of time for different magnetic fields (i.e., CASE N‐M1, N‐M2, N‐
M3, S‐M1, S‐M2, and S‐M3). For better visualization, we shift the start time to the time corresponding to the
minimum of Δux and re‐normalize the velocity so that the minimum of Δux is the same for all cases. Figure 6a
shows that the growth rate is identical for all six cases, which is consistent with linear theory. There are several
spikes in the nonlinear stage in some cases, which is due to the smaller‐scale secondary instabilities (e.g.,
magnetic reconnection, and secondary KH instability). This panel demonstrates that the KH growth rate under
southward IMF conditions is the same as the KH growth rate under northward IMF conditions if other conditions
are the same. However, for southward IMF conditions, the width of the initial flow shear can be modified by the
growth of magnetic reconnection. Therefore, with the interaction between the KH instability and magnetic
reconnection, the observational signature of KH instability can hardly be recognized under southward IMF
conditions, which does not mean that the KH instability prefers northward IMF conditions. The identical growth
rates also indicate the sizes of the KH vortex in the nonlinear stage are mostly the same.

For northward IMF conditions, the DMLR process exchanges a part of the magnetosheath flux tube with a part of
the magnetospheric flux tube at low latitudes. Thus, the double‐reconnected magnetic flux in the magnetosphere
must equate to the double‐reconnected magnetic flux in the magnetosheath. This means that if the magnetospheric
magnetic field is weaker than the magnetosheath magnetic field, more area on the magnetospheric side must be
involved to participate in the exchange process driven by the KH instability. The red lines in Figure 6b represent
the double‐reconnected flux for different magnetic fields under northward IMF conditions. The symmetric case
(i.e., B1z : B2z = 1 : 1) serves as the reference case, which has a total double‐reconnected flux of 60. Reducing the
magnetospheric magnetic field to 0.5 (i.e., B1z : B2z= 1 : 0.5) decreases the total double‐reconnected flux to about
35, which is close to half of the value in the symmetric case. This indicates that the area associated with the
double‐reconnection process in the magnetosheath remains the same, while the area associated with the double‐
reconnection process in the magnetosphere reduces to about half of its value in the symmetric case. Increasing the

Figure 5. Panels (a and b) show the velocity distribution in the phase space vbve‐plane for Point A2 (see Figure 4a) and Point B (see Figure 2a) at t= 90. The dashed black
contour indicates that the x coordinates of the location of the test particles at t= 0 equator to zero, (i.e., the separation of magnetosheath and magnetosphere population).
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magnetosheath magnetic field to 1.5 (i.e., B1z : B2z = 1.5 : 0.5) does not change the total double‐reconnected flux,
suggesting no more area in the magnetosphere can participate in the DRLM process. Notice, that the area
associated with the double‐reconnection process is also proportional to the size of KH instability, being deter-
mined by the growth of the KH instability, which is identical in these three cases. Thus, one can conclude that the
total double‐reconnected flux is determined by the magnetic field with the weaker strength and the growth of the
KH instability. Furthermore, the net transport mass through the DRLM process is only dependent on the growth of
the KH instability.

For southward IMF conditions, the KH instability and magnetic reconnection can operate simultaneously. In this
case, magnetic reconnection occurs at low latitudes, connecting the magnetosheath magnetic field line with the
magnetospheric magnetic field, which generates a significant amount of open flux (Ma et al., 2014a, 2014b). The
blue lines in Figure 6b represent the open flux, Φr, for different magnetic fields under southward IMF conditions,
showing different case saturates at different total open flux at the end of the simulation, regardless of the identical
KH growth rate for all those cases. The saturation of the open flux is because the initial current layer is widened by
the KH instability as a macro‐scale diffuse process (Ma et al., 2014b). However, the value of the total open flux is
not simply dependent on the KH growth rate. It has been shown that the KHI can generate multiple thin layers in
the nonlinear stage, these multiple thin current layers can trigger patchy reconnection (Ma et al., 2014a). In this
situation, a magnetic field line can experience multiple reconnection sites, and whether it is an open or closed field
line can be changed rapidly, which is the cause of strong fluctuations in reconnection rate.

Figure 6c plots the reconnected rate (dΦr /dt)/L for the blue lines in Figure 6b. Here, the derivative of open flux
with respect to time (dΦr /dt), is normalized by the dimension along the y direction (i.e., L= 2Ly) to compare with
the reconnection rate based on 2‐D geometry. The symmetric case (i.e., B1z : B2z = 1 : − 1) serves as the reference
case, which has a maximum reconnection rate of about 0.12, being close to the Petschek reconnection rate. In this

Figure 6. Panel (a) shows the range of the ux as a function of time for different magnetic fields, and Panel (b) shows the reconnected flux for different magnetic fields.
Panel (c) shows the reconnection rate for southward interplanetary magnetic field conditions, and Panel (d) re‐normalizes the values in Panel (c) based on the
asymmetric reconnection rate.
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case, reconnection is switched on at the beginning of the nonlinear stage, which is the time when the current layer
is thin enough to trigger magnetic reconnection. This moment is somehow determined by the detailed dynamics of
the KH instability. As a comparison, the asymmetric case with a weaker magnetosheath magnetic field but the
same initial current density (i.e., B1z : B2z= 1.5 : − 0.5) triggers magnetic reconnection about 20 Alfvén time later,
with a lower maximum value. The other asymmetric case with a smaller initial current density (i.e., B1z : B2z = 1 :
− 0.5) has only a slightly later reconnection onset time and a lower reconnection rate. Theoretical studies of
reconnection have demonstrated that the asymmetric reconnection rate without being influenced by the flow shear
is proportional to Er = (B1B2)

3/2/ (B1 + B2) (Cassak & Shay, 2007). The blues lines in Figure 6d represent the
reconnection rate in Figure 6c normalized by Er, showing an almost identical maximum normalized reconnection
rate for all three cases, which suggests that the scaling for typical asymmetric reconnection conditions also applies
to magnetic reconnection interacting with the KH instability. This is likely because reconnection is a local process
with respect to the KH instability. Although, strong flow shear exists in the system, which eventually tears the
open flux along the flow direction (La Belle‐Hamer et al., 1995). The reconnection electron diffusion region
(EDR) is about a few electron inertial scales since the frozen‐in condition is broken in the electron inertial scales.
The plasma momentum is mainly carried by ions, thus the width of ion flow shear is limited by the kinetic
processes on the ion inertial scale (e.g., finite gyroradius effect). Therefore, the total flow jump across the
reconnection EDR region can be negligible. Thus, the scaling analysis that ignores the flow shear can still be
applicable for reconnection interacting with the KH instability. This result also indicates that the fast reconnection
rate during the interaction between the KH instability and magnetic reconnection is mostly due to the fast
expansion of the X‐line.

It is interesting to notice that magnetic reconnection starts earlier in N‐M2 and N‐M3 than in S‐M2 and S‐M3. The
onset condition of magnetic reconnection is a sufficient thin current layer (or equivalently, strong anti‐parallel
magnetic field components). However, the mechanisms of generating anti‐parallel magnetic field components
by the KH instability under southward and northward are different. For northward IMF, reconnection occurs
between the magnetic field By components, and the twist of the magnetic field generates the magnetic field By

component through the low latitude vortex. The exact time to form a mid‐latitude thin current layer likely depends
on the dynamics of the KH instability and the local resistive model, which is hard to predict. For southward IMF,
there is a pre‐existed anti‐parallel magnetic field component, which is the magnetic field Bz component. However,
the KH instability can modulate the width of the current sheet and consequently control the onset time of magnetic
reconnection as well as the length of the X‐line. Thus, the reconnection onset time under southward and northward
IMF conditions cannot be compared directly.

4.2. The Magnetic Bottle Structure in the DMLR Process

If the magnetosheath magnetic field strength is greater than the magnetospheric magnetic field, the newly
reconnected magnetic field line via the DMLR process connects magnetic fields with different magnitudes,
forming a magnetic bottle structure, in which the bottle body is near the equator plane for the newly reconnected
magnetosheath magnetic field line, and the bottleneck is near the equator plane for the newly reconnected
magnetospheric magnetic field line. Figure 7a shows the ratio of the magnetic field on the equatorial plane Beq and
top boundary Btp along the same field line in the equatorial plane at t = 115 for Case N‐M, in which the red and
blue regions indicate the magnetic bottle body and bottleneck structures, respectively. The two brown‐to‐black
lines are the trajectories of the selected fluid parcels, Point C and Point D. The evolution of the magnitude of
the magnetic field B along the magnetic field line that goes through fluid parcels Point C and Point D are presented
in Figures 7b and 7c, in which the horizontal axis represents the time, the vertical axis represents the z‐coordinate
of the magnetic field line, and the color index represents the magnitude of the magnetic field. These two panels
show that both magnetic field lines experienced the double reconnection process at about t = 85 with a recon-
nection site at a distance of about Δz= 60 away from the equatorial plane. The ratio between the magnitude of the
magnetic field in the bottle body and the bottleneck is about 1.2–1.7.

Figure 8a shows the square‐like velocity distribution in the phase space vbve‐plane at t = 115 for Point C, being
consistent with the Double Star 1 observational results (see, Figure 2f by Taylor and Lavraud (2008)). Figures 8b
and 8c show the X and Z components of the particles' original location, respectively. The black lines indicate the
boundary of the loss cone, based on the pitch angle α = arcsin

̅̅̅̅̅̅̅̅̅̅̅̅
1/1.5

√
with an assumption of an average Bmax/

Bmin = 1.5. Figure 8b shows that ions with a low parallel velocity still remain in the loss cone because there is not
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enough time for these particles to leave the loss cone. Here, the separation between the magnetosheath and the
magnetospheric population is about vb = 2. Notice, that double reconnection occurred at about t = 85, (i.e.,
Δt = 30 earlier than the observational time). This yields a reconnection site about Δz = vbΔt = 60 away from the
observational point, being consistent with Figure 7b. Figure 8c further confirms that the trapped population
mostly comes from the low‐latitude regions. The trapped ions from high latitudes have high field‐aligned speeds,
which have been reflected by the mirror point. Notice, that the Fermi acceleration between two approaching
mirror points is a common mechanism to increase the parallel speed. Figure 8d plots the change in the parallel
speed, illustrating that the reflected trapped ions indeed increase the parallel speed. However, one should keep in
mind, that the Fermi acceleration mechanism is not expected to be efficient for the thermal ion population in the
magnetic bottle structure generated by the DMLR process via the KH instability for two reasons. First, the typical
thermal ion bouncing time between the two mirror points is comparable to the KH growth time. Therefore, the
thermal ions can hardly bounce multiple times before the change of the magnetic bottle structure due to the
collapse of the KH vortex. In contrast, electrons or energetic ions may be accelerated more efficiently in the
magnetic bottle structure. However, a detailed analysis is out of the scope of this paper, but it has been discussed
by Leroy et al. (2019). Second, once the thermal ions have been trapped in the magnetic bottle, the magnetic bottle
size merely decreases unless the magnetic field line experiences a secondary KH instability. Thus, the ions can
hardly be further accelerated after the first reflection.

Figure 9a plots the velocity distribution in the phase space vbve‐plane at t = 115 for Point D, showing three ion
components. Figures 9b and 9c represent the particles' original location's X and Z components, respectively. The
black lines correspond to the boundary of the “loss cone” with the assumption of Bmax/Bmin = 1.2. Figure 9b
shows the separation between the magnetosheath and the magnetospheric population is mainly along the |vb| = 2,
which corresponds to the lowest speed that the magnetospheric ions reach Point D, being the same as Point C.
Figure 9c also indicates the existence of reflected ions in the “trapped” region. These ions are likely trapped by the

Figure 7. Panel (a) shows the ratio of the magnetic field on the equatorial plane and top boundary along the same field line at
t= 115 for Case N‐M. The brown‐to‐black lines in the equatorial plane are the trajectories of the selected fluid parcels, Point
C and Point (d) Panels (b and c) present the evolution of magnitude of the magnetic field along the magnetic field line that
goes through fluid parcels Point C and Point D, respectively.
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strong magnetic field near the mid‐latitude, which is generated by the twisting of the magnetic field line due to the
localized KH vortex before the DMLR process (see yellow region in Figure 7c). Notice, after the DMLR process,
the “trapped” magnetosheath ions have no barrier to leave the low‐latitude region, while the high‐latitude
magnetospheric ions are still trapped at the high latitudes. This structure allows the free mixing of ions in the
loss cone region and dilutes the low‐latitude magnetosheath population in the trapped region, forming anisotropic
temperature and eventually triggering secondary instability. The net effect would help to mix the ions from both
sides and increase the local specific entropy (Johnson & Wing, 2009; Johnson et al., 2014). Figure 9d shows no
prominent parallel accelerating process except for the bouncing motion of the trapped ions.

5. Discussion
5.1. Transport Rate in Different Planets

Our simulation results demonstrate that the total double reconnected flux, Φd, is based on the KH wavelength, L,
and the lower magnitude of the magnetic field, Bm, for a KH wave under the ideal case when IMF is parallel to the
planet's magnetic field, which can be formally written as Φd= αL2Bm. Here, α < 1 represents the width associated
with the double reconnected flux (e.g., in our simulation α = 0.15), which is determined by the growth of the KH
mode. In the following estimation, we always assume that the KH mode operates at its highest growth rate, which
is close to our simulation cases. Thus, we set α = 0.15. Here, the “ideal” means that the sheared flow is
perpendicular to the magnetic field in the equatorial plane, which should be considered as the upper limit of our
following estimation (Ma et al., 2017). Assuming the double reconnection site is about one wavelength away from
the equatorial plane (Ma et al., 2014a), the mass loss from the planet is aboutMo= 2ρmspαL

3 and the loading mass

Figure 8. Panel (a) shows the velocity distribution in the phase space vbve‐plane at t= 115 for Point (c) Panels (b and c) show
the X and Z components of the particles' original location, respectively. The black lines indicate the boundary of the loss cone.
Panel (d) shows the change of the parallel velocity magnitude.
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to the planet is aboutMi= 2ρmshαL
3 for a KH wave. Notice, that the exchanged mass only depends on the volume

being exchanged, and the density in the exchanged volume.

One can estimate the lifetime of the KH wave based on the advection time. The advection time is the duration that
the KH wave moves from the subsolar point to the terminator flank region. It can be estimated by τd = Ls /uk,
where Ls is the distance from the original of the KH instability to the place where the KH instability decays, and uk
= (ρmspumsp + ρmshumsh)/(ρmsp + ρmsh) is the advection speed of the KH wave. Thus, the average double
reconnection rate is Φd /τd, and the mass loading rate and loss rate are Mi /τ and Mo /τ for a single KH wave,
respectively.

One can also estimate the lifetime of the KH wave based on the growth time τg = γ− 1. Our simulation shows that
the double reconnection process saturates about 3τg after the KH wave becomes nonlinear (see Figures 1 and 6),
and the duration between the linear stage to the nonlinear stage is about log(ΔV/V0)τg, where ΔV is the total
velocity jump between magnetosheath and magnetosphere, and V0 is the initial velocity perturbation, which is
assumed to be 20 km s− 1 for all planets. Thus, the time interval for KH from the initial perturbation to the
saturation is about τs = [log(ΔV/V0) + 3]τg.

If the KH wave is mainly moving tailward, the advection time τd is similar to the saturation time τs. However, the
KH wave can also be roughly stationary due to the momentum balance between sunward co‐rotational magne-
tospheric flow and tailward magnetosheath flow (e.g., dawnside of the giant magnetosphere) or due to the heavy
ion in the magnetosphere (e.g., Venus). In this case, the KH instability can decay before it moves from the up-
stream region to the downstream region, where it has been observed. Therefore, the downstream KH instability is
likely to be locally generated, and the whole region where KH can be observed should be considered as the KH

Figure 9. Panel (a) shows the velocity distribution in the phase space vbve‐plane at t= 115 for Point (d) Panels (b and c) show
the X and Z components of the particles' original location, respectively. The black lines indicate the boundary of the loss cone.
Panel (d) shows the change of the parallel velocity magnitude.

Journal of Geophysical Research: Space Physics 10.1029/2023JA032234

MA ET AL. 14 of 22

 21699402, 2024, 3, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023JA

032234 by E
m

bry-R
iddle A

eronautical U
niversity, W

iley O
nline L

ibrary on [01/04/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



active region. Thus, the average double reconnection rate is (Ls /L)Φd /τs, and
the mass loading rate and loss rate are (Ls /L)Mi /τs and (Ls /L)Mo /τs for the KH
active region, respectively.

The KH growth rate for each planet is estimated based on our 2‐D simulation
result, showing a normalized KH growth rate γ0 ≈ 0.05 in our simulation
parameter. We further assume that the γ ∝ kΔV, where k = 2π/L is the wave‐
vector, and ΔV is the total velocity jump between magnetosheath and
magnetosphere or ionosphere. The sum of the magnetospheric and magne-
tosheath number density is equal to 4n0. For heavy species, the number
density needs to be multiplied by μ = mi /mp, where mi is the weight of the
heavy ion. The sum of the magnetospheric and magnetosheath magnetic
fields equals 2B0. The half‐width of the initial flow shear a equates to the
length scale L0 = 3Ld, where Ld is the maximum value of the ion gyroradius
and ion inertial length on the magnetosheath side and magnetospheric or
ionospheric side.

The typical values of the upstream solar wind, magnetosheath, and magne-
tosphere or ionosphere parameters for Venus, Earth, Jupiter, and Saturn have
been listed in Table 2, the detailed reference sources for these values are
discussed in the appendix. The KH properties and associated transport
quantities for each planet are listed in Table 3. The program for calculating
these values is available in our data package (Ma, 2023), which allows readers
to validate and compare with other planets, as well as improve the estimation
based on the new data.

Table 3 shows that the Earth and Juptier's KH wavelength is relatively longer
compared to the local kinetic scale, while Venus and Saturn have a relatively
shorter KH wavelength, which is likely due to the heavy ion species. For

Earth, the advection time is comparable to the saturation time, which is consistent with our assumption. For
Venus, the advection time is much longer than the saturation time due to the dense ionosphere, suggesting the KH

Table 2
Summary of the Plasma Properties for Different Planets

Venus Earth Jupiter Saturn

Solar Wind Conditions

Velocity (km s− 1) 300 350 378 400

Magnetic field (nT) 12 4 0.2 0.5

Cross‐section length (RP) 4 40 200 120

Magnetosheath

Density (cm− 3) 40 10 1 0.1

Temperature (eV) 20 100 188 200

Velocity (km s− 1) 200 210 352 200

Magnetic field (nT) 48 16 4 5

Ion gyroradius (km) 9.5 64 350 289

Ion Inertial Length (km) 36 72 228 720

Magnetosphere/Ionosphere

Species O+ H+ O+, S+ H2O
+

Density (cm− 3) 5.9 × 103 0.5 0.01 ∼ 1 0.01

Temperature (eV) 0.25 1000 188 ∼ 18,800 200

Corroational speed (km s− 1) 0 0 200 100

Magnetic field (nT) 5 ∼ 20 16 4 5

Ion gyroradius (km) 2.6 ∼ 10 201 350 ∼ 3502 289

Ion Inertial Length (km) 12 322 911 ∼ 9109 9661

Table 3
Summary of the Kelvin‐Helmholtz Instability Properties and Associated Transport Quantities for Different Planets

Jupiter Saturn

Venus Earth Dawn Dusk All Dawn Dusk All

Wavelength (Rp) 0.4 10 20 10

2ka 0.54 0.19 0.25 0.62

Advection Distance (Rp) 1 50 132 50

Advection Speed (km s− 1) 0.08 200 168 ∼ 276 209 ∼ 331 7 136

Advection Time (h) 22 0.44† 9 ∼ 15 8 ∼ 13† 113 6†

saturation time (h) 0.02† 0.45 4.4† 13 3† 7.4

Reconnected Flux (MWb) 0.09 19 7740 1170 8910 1272 254 1526

Reconnection Potential (kV) 1.3 12 484 27 ∼ 42 510 ∼ 526 115 12 127

Solar Wind Potential (kV) 87 357 1057 1398

Particle Loading Rate (log10s
− 1) 25 27 30 28 30 27 26 27

Mass Loading Rate (kg s− 1) 0.02 1.6 566 31 ∼ 49 597 ∼ 615 4.5 0.5 5

Particle loss rate (log10s
− 1) 27 26 28 ∼ 30 27 ∼ 28 28 ∼ 30 26 25 26

Mass loss rate (kg s− 1) 50 0.08 91 ∼ 9050 8 ∼ 497 98 ∼ 9550 8 0.8 8.8

Internal Loading Rate (kg s− 1) 0 0 260 ∼ 1400 12 ∼ 250

Note. † indicate which lifetime of the Kelvin‐Helmholtz wave is used to calculate the transport rate.
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vortex is mostly stationary. For the giant magnetospheres, the advection times are much longer than the saturation
times on the dawn sides and are comparable to the saturation times on the dusk sides.

For Earth, the double‐reconnection potential is about 12 kV, which is close to the upper limit of viscous
contribution to the convection pattern estimated by Milan (2004). As a comparison, we also calculate the solar
wind potential U = BsusLc, where Bs is the solar wind magnetic field, us is the solar wind speed, and Lc is the
length of the cross‐section at the terminator flank region. For Earth and Venus, the double‐reconnection rate is less
than 5% of solar wind potential, while it is close to 50% of the solar wind potential in Jupiter, indicating the
viscous‐like interaction plays an important role in the solar‐wind‐magnetosphere coupling in Jupiter. For Saturn,
the double‐reconnection potential is about 10% of the solar wind potential, indicating that Saturn is an inter-
mediate state between the Earth and Jupiter.

The plasma loading rate in the Earth is about 1 × 1027s− 1, being consistent with the previous estimation (Ma
et al., 2017). Table 3 confirms that the KH instability is a major ion escaping mechanism for Venus. Nevertheless,
we also notice that the estimation of the loss rate for Venus is higher than the other studies (e.g., Lammer
et al. (2006); Dang et al. (2022)), which could be due to the overestimation of the ionospheric density. A lower
ionospheric density due to a higher boundary between the ionosphere and magnetosheath can largely reduce the
loss rate by one to two orders of magnitude. One should keep in mind, that this estimation is based on the
assumption that the magnetic field is not fully vanishing in the ionosphere. If the magnetic field drops at a
relatively higher altitude, then the oxygen‐loss rate will decrease. Both giant magnetospheres mainly lose their
heavy ions on the dawn side, where the flow shear is large. The plasma loss rate for Saturn is comparable to its
internal plasma source, indicating that the vicious‐like interaction may be as important as the Vasyliunas (1984)
cycle for Saturn's magnetospheric dynamic. Although typically the plasma loss rate for Jupiter is much smaller
than its internal source, it is roughly proportional to the magnetospheric density. Thus, for a dense magnetospheric
boundary due to the radial outward transport process driven by the internal interchange instability (Schok
et al., 2023), the plasma loss rate can be even higher than the internal loading rate.

5.2. Expansion of X‐Line

Our simulations show that the KH instability can lead to a high reconnection rate when IMF is anti‐parallel to the
planet's magnetic field. However, the peak reconnection rate is proportional to Er = (B1B2)

3/2/ (B1 + B2)

(Cassak & Shay, 2007), indicating that the high reconnection rate is mainly achieved by fast expansion of the X‐
line. This is because reconnection is a local process with respect to the KH instability. On the length scale of the
magnetic reconnection site, the flow shear is negligible. Notice, that a current sheet with a strong asymmetric
magnetic field is also equivalent to a large plasma beta gradient, which can suppress the magnetic reconnection
rate due to the kinetic effect (Swisdak et al., 2003). This effect cannot be simulated by using the MHD model.
However, based on our analysis, it is presumable that such an effect should still apply to magnetic reconnection
modified by the nonlinear KH instability. Nevertheless, this hypothesis should be validated by using hybrid or full
kinetic simulations in the future.

The X‐line expansion speed is important to understand the solar‐wind‐magnetosphere coupling from a global
perspective, see detailed discussion by Walsh et al. (2018) and Zou et al. (2018, 2019). The local MHD simu-
lations suggested that the X‐line expansion speed can be highly modified by the growth of the KH instability
under southward IMF conditions. Thus, measuring the X‐line expansion speed from the ground observation may
require a high spatial resolution of several hundred kilometers mapped to the equatorial magnetopause and a high
temporal resolution of a few seconds. Meanwhile, in‐situ measurement of the X‐line expansion speed requires
two separate groups of measurement to provide the displacement (i.e., about a few hundred kilometers) and delay
time. To further separate the temporal variation from the spatial variation, each group of measurements requires at
least a 2‐point measurement with a separation of tens of kilometers. This type of satellite separation is not
designed by any of the current missions, thus a white paper has been proposed to provide the possibility for such a
measurement (Hwang et al., 2023).

It is also important to notice that both magnetic reconnection and KH instability are important mechanisms
for the generation of field‐aligned currents (FACs) (Ma & Otto, 2013; Johnson & Wing, 2015; Johnson
et al., 2021; Wing & Johnson, 2015), which eventually affects the auroral signature. However, a quantitative
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understanding of how the nonlinear interaction between the KH instability and reconnection affects the FACs
is still an open question.

5.3. Particle Distributions

In this study, we use MHD with test particle simulations to demonstrate that two counter‐streaming ion beams,
ring/shell ion velocity distribution, and square‐like velocity distribution, that have been observed in the KH event,
can be generated by mixing the plasma through the DMLR process. In our study, we did not find a significant
parallel ion acceleration process for two reasons. First, the test particle simulation does not include the parallel
electric field from the MHD simulation, since the size of the parallel electric field is exaggerated by the MHD
simulation. Second, the thermal ion species cannot be efficiently accelerated through the Fermi acceleration
mechanism, since the bouncing time between two magnetic mirror points is comparable to the KH growth/
advection speed. Thus, by the time the satellite can clearly identify the KH structure (i.e., before the KH vortex
becomes turbulent), thermal ions may only have bounced one or two times between the magnetic mirror points.
Furthermore, the overall size of the magnetic bottle structure generated by the DMLR process does not reduce
significantly during the growth of the KH instability, which consequently, cannot provide energy to accelerate the
thermal ions in the parallel direction. Nevertheless, the presence of secondary processes (e.g., KH instability and
Rayleigh‐Taylor instability (Matsumoto & Hoshino, 2004, 2006; Matsumoto & Seki, 2010; Yan et al., 2022,
2023)) can generate a smaller magnetic bottle structure which provides a second acceleration process and allows
more bounce times between the mirror points.

This study does not include the dynamics of the electrons during the KH instability, since the electrons are more
sensitive to the parallel electric field, which is more suitable to be investigated by using hybrid or full kinetic
simulations. For instance, Delamere et al. (2021) show that bidirectional electron beams can be expected from the
parallel electric fields associated with the strong guide field reconnection during the KH instability. Nevertheless,
the electrons have smaller gyro‐radii compared to the ions, thus the mechanisms for velocity distribution
generated by the change of the flux connection should still be applicable to the electrons if the majority of the
population does not go through the mid‐latitude diffusion region. It is worth noticing that, the KH vortex bends the
magnetosheath magnetic field sunward and the magnetospheric magnetic field tailward, which generates a
northward and a southward current on the dawn side of the north hemisphere and south hemisphere, respectively.
With a northward background magnetic field, this indicates that the DMLR process has a pole‐ward parallel
electric field on the dawn side, and an equator‐ward parallel electric field on the dusk side. This dawn‐dusk
asymmetry may affect the electron dynamics during the KH instability, which should be further examined by
using hybrid or full kinetic simulations.

One should also keep in mind that the mixed ion velocity distribution strongly depends on the initial magneto-
sheath and magnetosphere ion velocity distributions, which could be anisotropic. Such distribution could trigger
kinetic instabilities, and those kinetic instabilities can be the trigger of the KH instability as well as interact with
the KH instability. The detailed process is interesting but is out of the scope of this paper.

6. Summary
Strong density asymmetry and magnetic field asymmetry across sheared flow boundaries are often present at a
planetary magnetopause. Our MHD simulations demonstrate that.

• The KH growth rate in the compressible system is not sensitive to the density asymmetry, which is
different from the prediction by the incompressible linear theory. When IMF is parallel to the planet's
magnetic field, the nonlinear KH instability can generate DMLR.

• The total double‐reconnected flux depends on the lower magnitude of the magnetic field for a KH wave
under the ideal case.

• Plasma with different temperature mixing via the DMLR process can form two counter‐streaming ion
beams as well as a ring/shell ion velocity distribution, which have been observed to generate kinetic
magnetosonic waves (Eriksson et al., 2021; Moore et al., 2016, 2017).

• The asymmetric magnetic field across the sheared flow can generate the magnetic bottle structure through
the DMLR process driven by the KH instability, in which both the bottle body and the bottleneck part can
exist in the vicinity of the equatorial plane. The ongoing particle‐loss processes outside of the loss cone
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mixing with the plasma from the newly reconnected flux tube can form a square‐like velocity
distribution.

• When the IMF is anti‐parallel to the planet's magnetic field, the nonlinear interaction between magnetic
reconnection and the KH instability leads to a fast reconnection (i.e., close to the Petschek reconnection
even without including kinetic physics). The peak value of the reconnection rate still follows the scaling
of the reconnection rate without including the flow shear, because the size of the reconnection site is
much smaller compared to the width of the sheared flow even during the onset of the KH instability. The
fast reconnection rate is mostly due to the fast expansion of the X‐line, which is increased by the growth
of the KH instability.

• We also compared mass transport rate and double reconnection potential driven by the KH instability for
Earth, Saturn, Jupiter, and Venus, showing that KH instability plays an important role in solar‐wind‐
magnetosphere/ionosphere coupling in these four planets.

Appendix A: The Reference Sources for Table 2
For Earth, the typical solar wind has a density of about 4 cm− 3 and speed of us = 350 km s− 1 with an IMF
Bs = 4 nT near 1 AU (Ma et al., 2020). The typical magnetosheath has a density of about 10 cm− 3 and a tem-
perature of about 100 eV (Ma et al., 2020) and an average bulk velocity close to 0.6us (Dimmock &Nykyri, 2013)
with a magnetic field strength of about 16 nT (Dimmock & Nykyri, 2013). The magnetopause has a density of
about 0.5 cm− 3 and a temperature of about 1 keV (Ma et al., 2020) with no bulk velocity, and the magnetic field
strength is close to the magnetosheath magnetic field. It has been shown that the KH wavelength can reach about
10 Earth Radii (i.e., RE = 6371 km), at 50RE away from the subsolar point (Lin et al., 2014).

For Jupiter, the typical solar wind speed is about 378 km s− 1 (Thomsen et al., 2019) and the magnetic field is about
0.2 nT near 5.2 AU (B. Zhang et al., 2018; Nichols et al., 2017). Themagnetosheath has a proton number density of
about 1 cm− 3 and a temperature of about 188 eV (Ranquist et al., 2019), and the magnetosphere has a heavy ion
(e.g., O+ and S+) number density of about 0.01 cm− 3 (Delamere et al., 2011). The magnetosheath bulk velocity is
about 352 km s− 1 (Ranquist et al., 2019) tailward, and magnetopause sub‐co‐rotational flow speed is about
200 km s− 1 (Delamere et al., 2011). Both magnetosheath and magnetosphere are assumed to have a magnetic field
of about 4 nT, and the magnetospheric temperature is assumed based on the pressure balance. The Jupiter's
magnetopause standoff distance is about 63 Jupiter's Radii (i.e.,RJ= 71,492 km) for the compressed state and 92R J

for the expanded states (Joy, 2002). Recently, the KH instability has been observed 40R J tailward away from the
terminator flank region by Juno satellite (Montgomery et al., 2023). The KH wavelength is assumed to be about
20RJ based on the MHD simulation (Zhang et al., 2018). Nevertheless, Schok et al. (2023) demonstrated that the
magnetopause density can be largely modified by the radial outward transport process driven by the internal
interchange instability, and the number density can reach 1 cm− 3.

For Saturn, the solar wind velocity is about 400 km s− 1 (Thomsen et al., 2019) and the magnetic field is about
0.5 nT (Jia et al., 2012) near 9.5 AU. The magnetosheath has a proton number density of about 0.1 cm− 3 and the
magnetopause has a water group (i.e., H2O

+) number density of about 0.01 cm− 3 (Masters et al., 2010). The ion
temperature is about 200 eV on both magnetospheric and magnetosheath side (Thomsen et al., 2010, 2019). The
magnetosheath bulk velocity is about 200 km s− 1 (Burkholder et al., 2017) tailward, and magnetopause sub‐co‐
rotational flow speed is about 100 km s− 1. This yields a KH advection speed of 7 km s− 1 on the dawn side and
136 km s− 1 on the dusk side. The magnetosheath and magnetopause magnetic fields are about 5 nT. The Saturn's
magnetopause standoff distance is about 20 Saturn's Radii (i.e., RS = 60,268 km) (Kanani et al., 2010). Cassini
observed that the KH instability exists 30RS tailward away from the terminator flank region. It is estimated that
the longest KH wavelength is about 10RS (Masters et al., 2012).

For Venus, the solar wind has a density of about 10 cm− 3, and the IMF is about 12 nT (Dang et al., 2022;
Russell et al., 2006). The solar wind speed near 0.7 AU is often estimated as about 400 km s− 1 (e.g., Dang
et al. (2022)), which is likely based on the report of solar wind speed of 440 km s− 1 by Russell et al. (2006).
However, this value could be overestimated due to the sampling during the solar maximum. Here, we estimate
the typical solar wind speed near Venus is about 300 km s− 1 based on the statistical solar wind speed at 1 AU
(Ma et al., 2020). As an unmagnetized planet, the KH instability is expected to occur at the Venus ionopause.
The altitude of the ionopause varies from 400 km near the subsolar point to 900 km at 90 solar zenith angle
(SZA) (T. Zhang et al., 2008). Global simulations suggested that the KH wavelength L is about 2000–3000 km
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after the terminator flank region with a travel distance of about two Venus Radii (i.e., RV = 6051.8 km) (Dang
et al., 2022; Terada et al., 2002). Notice, that for α = 0.15, the width of the KH mode should at least be wider
than αL (i.e., 300–450 km near 90 SZA), which is allowable. Assuming the oxygen number density profile
near the terminator flank region is close to its value near 65 SZA, then the ionopause has an oxygen number
density of 7 × 103 cm− 3 with a temperature about 2.9 × 103 K at about 900 km altitude (Miller et al., 1984).
The ionopause magnetic field varies from about 5 to 20 nT (Zhang et al., 2008). Thus, the oxygen gyroradius
(≈6–11 km) and the oxygen inertial length (≈6 km) are much smaller than the KH wavelength. Assuming the
magnetosheath properties basically follow the maximum compression rate of 4, the magnetosheath has a
proton density of about 40 cm− 3, and a magnetic field about 48 nT. We further assume the average
magnetopause speed is about 200 km s− 1 (i.e., about 60 % of the solar wind speed).

The length of the cross‐section at the terminator flank region for each planet is estimated based on their
magnetopause model (Dang et al., 2022; Joy, 2002; Kanani et al., 2010).

Data Availability Statement
The data and visualization tools for all figures presented in this paper are publicly available (Ma, 2024). Some of
the colormaps used in this study are supported by Liu (2023).
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