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Multipacket reception of passive UHF RFID

tags: a communication theoretic approach

Karsten FyhnMember, IEEERasmus M. JacobseMember, IEEE Petar PopovskiSenior
Member, IEEE Anna Scaglionefellow, IEEE,and Torben Larserenior Member, IEEE

Abstract

This work develops a communication theoretic model for thgigh and analysis at the physical layer
of a reader receiver structure for passive UHF RFID. Theatlve is attaining multi-packet reception
capabilities which in turn help the fast resolution of npiki tags through a more rapid and power
efficient arbitration of the tags collisions. In particylare derive a parametric continuous time model
for the subspace of a tag signal at the noisy receiver/readdch in addition to being affected by
fading and receiver delay, exhibits wide variations in thimisol frequency and transmission delay, due
to imperfections in the RFID hardware design. Our main dbation is in showing that channel fading,
the difference in delay and the tags frequency dispersionbeatransformed from foes to friends by
exploiting them in a multipacket receiver. In fact, signatdliding from different tags are more easily
separable by estimating the sensor specific variation gquéacy and delay and using these estimates in a
multiuser receiver. In our study, we specifically considauacessive interference cancellation algorithm
followed by a maximum likelihood sequence decoder, thahifieely reconstructs one signal contribution
at a time and then removes it from the received signal.

Numerical simulations show that the estimates and propafgatithm are effective in recovering
collisions. The proposed algorithm is then incorporated & numerical simulation of th€—protocol

for UHF RFID tags and is shown to be effective in providingtfasd power efficient arbitration.
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. INTRODUCTION

In the current standard for UHF Radio Frequency IDentifica(®RID), the protocol imposes a simple
tag—to—reader communication to allow for a simple tag stmec[1]. Collisions occur at the reader when
multiple tags simultaneously reply to a query sent from aeearo combat this, a range of anti—collision,
or arbitration protocols have been designed to ensure that@ally, during the arbitration, all tags are
queried individually. Since tags need to be cheaply produtey modulate the backscattered signal with
large variations, explicitly allowed in the EPCglobal UHF §3al Generation—2 (EPC Gen2) standard.
The two parameters that vary across tags are the link fregquamd the time of reply, see Figl 1. The
most significant difference is in the tag reply symbol frequyerfior which the tolerance limits, as defined
in the EPC Gen2 standard! [1], can vary up#@2% per message from th@ominal link frequency,
denoted as the backscatter link frequency (BLF). The arrivaddi of tag responses also vary in a range
as large a®4us, for some BLFs, which corresponds to the duration of severabaed symbols; this
discrepancy is not caused by propagation effects, but rdthealifferences in the response of the tag,
which is also assumed to be variable to minimize the syndébation demands for the tag.

Currently, readers are assumed to be equipped with a cahe®@iver structure taope with the side-
effects of these variations [2]. In this work we propose, insteadleteerage on them, considering the
attenuation, frequency and delay differences as the empbdiatures that allow to resolve multiple tag
signals received concurrently. To do so, we introduce a comication theoretic framework, in which
such variations across tags are accurately captured iretever observation model. We argue that the
production tolerances can be seen ashaap form of CDMAencoding, that facilitates the separation of
the signal contributions.

There is a vast literature on wireless multipacket recep@ee e.g..[3],14],[[6],[I6]) which documents
its potential benefits on wireless networks stable throughmut the typical assumption is that there are
multiple active communication transmitters. In the spedifimtext of passive transmitters most of the
papers have investigated the problem of tag populatiomnesitn, see e.gl [7]/[8]/[9]/[10]; some of
these works also suggest to exploit the difference in the RfdEameters to detect the number of tags

in a collision. However, these papers do not provide algoré to decode multiple tag replies.
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Fig. 1: Signal level of a collided tag signal, with two partiaimg tags, as measured by a reader. The
nominal link frequency (BLF) ist4.44kHz, which is the reason for the small delay difference. The tags
are synchronized to begin with, but differ later in the conmiation, as shown by the red circles.

Multi-tag signal decoding is investigated specifically lifJland [12]. In [11] the authors show how
to decode up to four LF tags using joint detection on the I/Q ponents of the signal. However, they
assume that a centralized, reader—controlled link frequenists and, in light of the discussion above,
it is clear that this is not a valid assumption for UHF tags.[18] the authors propose a method to
decode up to two UHF tags replies, using zero forcing andessiee interference cancellation. Neither
work uses a maximum likelihood sequence detector (MLSD) torave the decoding. Other authors
have suggested using multiple antennas for the separdtionltiple tags [13], [14], [[15]. Our model is
based on a single antenna system, but can yield improvedrpehce if generalized to a multi-antenna
receiver setting.

To the best of our knowledge, our work is the first to propose thatefor resolving at the physical
layer more than two concurrent replies from UHF RFID tags bgl@ing the intrinsic diversification
of the tag parameters.

Compared to the prior art, we adopt the classic communicdtieoretic methodology of defining
the communication signal space, deriving first the detailedtiouous time parametric model of the
received signal from the digital noisy link between tag aedder, and then elaborating our technique
on the proposed model. The mathematical representationeoUthF RFID (see Sectionlll) is novel,
and provides the basis for the frequency and delay estimdtierived in Sectioh 1ll), for MLSD and
subsequent interference cancellation technique, (show®ection 1V). To verify the usefulness of the
receiver design we include the multipacket reception cidipalm the so calledQ—protocol from the EPC
Gen2 standard in Sectign V, which is used for arbitration géta

The Q—protocol is a slotted ALOHA—-based protocol, meaning thagader splits up the time domain

into slots, in which the tags are then asked to respond. The ¢hgose one of the possible slots at
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Fig. 2: An overview of our implementation and where it is apglin the@—protocol.

random, without using any carrier sensing, and transmésethA slot is therefore classified into one of
three categories: Single if only one tag responds, Collifianore than one tag responds or Idle if no
tags respond. In the present implementation of@hgrotocol only if a slot is Single can the contained
tag be resolved.

A visualization of our implementation and its place in tQeprotocol is shown in Fid.]2.

We show in Section VI that by using our work to resolve some ef @ollision slots, we can attain
a significant gain compared to using t@e-protocol without multi-packet reception. Note that thead
presented here are applicable beyond UHF RFID, to a wide rahgeenarios with cheap, passive,

clock-less tags and sensors.

Il. SIGNAL AND CHANNEL MODEL

This section describes the mathematical framework we haxieedefor representing tag signals and
the channel model we employ to simulate their transmissian the air. We begin with the derivation of
basis functions and the signal space representation of UFPB g to reader communication, which is
based on either FMO or Miller encodingl [1]. As tag to reader kamication is based on backscattering
[16] of a carrier wave, the tag transmission signal shouldden as @ontrol signal specifying whether
a tag backscatters the carrier wave or not.

An example of the control signal for the short preamble in FM@agling is shown in Fig.]13. This
example is used in the remainder of this section to explanstgnal encoding. We first define the basis
functions and signal waveforms used to generate each thdiVisymbol. Then we describe the state

machine that generates sequences of FMO and Miller symbols.
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Fig. 3: FMO preamble control signal witi’Rext = 0 (short preamble). The bit sequence is
{1,0,1,0,v,1}, where thev is a symbol breaking the encoding (more on this later). Thestmn the
x-axis denote a symbol duration.

A. Basis Functions for FMO and Miller Encoding

Let M, = {mg,m1,...,mn,—1},m, € {0,1} be the data message backscattered byptagter
a reader query, not including pre— and postamble. This mesisathe reply message in a slot during
arbitration with the@—protocol. It contains a 16—bit random number (RN16), andVsq = 16. To
transmit this message, a tag first encodes it using FMO or Mitldes, and then the signal is backscattered
to the reader, through the channel. The FMO and Miller basistimms are not rigorously defined in! [1],

but the signal waveforms for the respective encoding scheane specified.

Let ¢1'(¢), k = 0,1 be basis functions havingupport durationV/T. That is¢? (t) = 0 for t < 0 and

t > MT, whereM is a symbol period multiplier. For FMQ)/ = 1, and the basis functions are:

¢FM0’T(t) 1 rect - % — rect - % quMO’T(t) 1 rect | — % 1)
0 - \/T % 1 - \/T T ’

where the uses akct(-) are scaled so the bases have unit erﬂar@jye tag signal is generated here with

Nl

ideal on—off keying. Noise and the hardware limitations dbailow pulse shaping with an instantaneous

transition, however the difference is considered nedlgibs in e. g.[[11],[[17]. For Millerpl = 2,4, 8,

INotice that the basis functions dmt have zero mean, i.e. they correlate highly with the readers carrier ecne However,
because the tag signal has overall zero mean, as is shown later, thisaiprablem.



corresponding to the number of subcarrier cycles in thestfasiction:
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The basis functions are depicted in Hig. 4, when evaluatem&)nag dependent subcarrier periddfined

from the tag dependent link frequency &g, = whereflp is the link frequency for tag where

the allowed frequency variation is included.
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Fig. 4: Basis functions for FMON = 1) and Miller with M = 2.
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B. Possible Signal Waveforms using Basis Functions

RFID tags modulate the received waveform by alternating thatrol signal between two states: 0
(OFF) and 1 (ON). In the OFF state the tag absorbs the power ilvescand in the ON state it reflects

it back. The control signal is generated in two steps:

1) Signal waveforms are derived from the encoding dependasis functions in Eqnél 1 amd 2 with

H 1
signal levelst3.

2) A constant offset o% is added to the encoded message to create the control signal.



In the first step, a set of signal waveforms are found as a lioeanbination of the basis functions. This

is accomplished using the following signal space represiemt

VMT,, 10 -1 0
=V, 'V (3)

2 01 0 -1

Ve =

This matrix is used in later sections as a dictionary of pdssignals. Using this signal space represen-
tation, the possible signal waveforms are generated as:

1

st () =300 (t), 4)

§=0
wherew; ; picks out an element frorW¢ in Eqn. [3),¢;TFL=P (t), 7 = 0,1 are the encoding dependent basis
functions and where the signal IeveH{% when the tag absorbs ar%o\Nhen it reflects. Adding the signal
level offset% to these signal waveforms in their support duration givesdbntrol waveforms illustrated

in Fig.[B.

0 f 1 — 1 1 1

@50 " () + ). B) s ) F (). (©) o () A (). (d) sy () + Ye(t):
1
0 l_|1=‘. t l_l ¢ l_l I_I ¢ }
MTy , MTy MT, , MTy
(€) 507 (t) + 1 (1). () 517 (8) + 7o (t)- @ 53 7 () +7p(6). (h) 5517 (8) + ().

Fig. 5: Control waveforms for FMO (top) and Miller with/ = 2 (bottom) wheresy(t) andss(t) encodes

MTy ,

symbol-0 ands; (¢) and s3(t) symbol-1.7,(t) = 3 rect (tMTfp> is the offset added in the support
duration.

The control waveforms now allow us to generate single symfdie following describes how symbol
sequences are generated using the memory in the encodiegnaeshWe exploit this memory later in the

decoding, which significantly improves the decoding.



C. Generating the Control Signal using the Inherent Encoditgmory

An important property for FMO and Miller encoding is the inBet memory of the data encoding, i.e.
the signal waveforms used for encoding of the symhgldepends on the previously sent symbg|_;.
Let the signal waveformsf"”(t) correspond tcstate s, then the state machine for FMO and Miller is

in Fig.[8, from which we obtain the symbol-dependent tramsithatricesH,,, , m,, = {0,1}:

(a) FMO. (b) Miller.

Fig. 6: State diagrams for FMO and Miller encoding. A 0 and 1 iaths the symbol sent for the transition
to take place, andy indicates the state representing the signal wavefg?r?(t) used to encode a symbol.

1 001 0 00O
0 000 10 01
H) L, = , H,, % =
0110 0 00O
0 000 01 10
0 011 0 00O
. 0 00 A 10 01
I , i -
1100 0000
0000 0110

where the(k, ¥')th entry equal tol indicates a valid transition from statg._; to states;_;. Also, let
Sm, be a4 x Ny, state select matrix generated usig, H; and the messag#1,,. Each column vector

sm,n IN Sy, is one of the coordinate column vectasg, wherek = 1,2, 3,4 denotes the state, s1,



s9, Of s3, respectively, used to encode thth symbol in M,

SMp:[SMp,o SM,,1 " SM,,,NM—J:[HmOSimt Hpso -+ Hpy o SNu-2)> (5)

wheres;n; denotes the state prior to the first symbolAt,. This state follows from the last symbol in

the preamble.

An example is the state select matrix used to generate thalsig Fig.[3:

1000 01
0010

o o O
—

0
0 00O
01 01PO0

From EPC Gen2 it is known that the state for the last transmittetbel in the preamble is; for FMO

and sz for Miller, and the respective initialization vectors are:

FMO Miller
Sinit = €2, and s = ey. (6)

The control signal waveform describing the message partaigp tdirectly follows as:

Nm—1 3

T
em, ()= 3 D el Sueniasy” (t—nMTip) + (1),
n=0 k=0
Npy—1 1
-5 TS Vegltr MT, 7
= Z Zek+1 M, €n+1 S¢k (t—n l,p)+7p(t)a (7)
n=0 k=0

DMP
where D, = T;,M Ny, is the duration of the data message, ap) = 1 rect (%J) adds the

p

offset ensuring that the control signal has signal levels 0.0

Pre— and postamble control signals are added to the messag®lcgsignal, where the preamble
depends on whether FMO or Miller is used for encoding. &gt,(t) be the preamble control signal
generated with tag link frequencf ,, and letD,, , be the support duration of the preamble. Also, let
cpo,p(t) be the postamble control signal, with support durationeent to the duration of one symbol.

The complete transmitted signal from tags:

cp(t) = cprp(t) + crmp(t — Dprp) + Cpoyp (t = Dpryp — DMp) :
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In the following sections we use an alternative represimtaif the above equation, where the message
and the postamble symbol are included in a combined strictuis known from EPC Gen2 that the
postamble symbol is symbol-1 which corresponds to stater s; depending on the state of the last
encoded symbol in\,,. Let the state select matr%, be 4 x (N + 1) where the last entry is for the

postamble symbol:

Sp = [SM;, HlsNMq}

which follows from Eqgn. [(b). We then have the following defioiti of a tag signal, rewritten as an
extended version of Eqri1(7):

Nym 3

Tip
cp(t) = cprp(t) + Z Z e;§+1spen+15k 7(t = Dprp —nMTjp) + (1), (8)
n=0 k=0

2
Tl pM(NM""l)

B 7T,’,pJvI(NM+1)
where the support duration gf(¢) is increased to include the postamble symfygt) = % rect <t Dory >

D. Channel Model and Received Signal

Let y,(t) be the signal corresponding to a single tag reply where tieetedf the channel between tag
p and the reader is captured. We assume a linear time—invgtigh channel, i.e. the tags do not move
during the communication and the channel is assumed statingdone reading of the tag population.
As RFID is a narrowband communication system, this also méansntire channel is more likely to be

coherent. Therefore, assuming a LTI channel with flat fadingnduthe short period of communication:

yp(t) = Hrrryp A Ty cp(t), 9)

wherec,(t) is the on—off key modulated square wave control signal fgrztdrom Eqn. [8),7; is the
fraction of the power, which the tag is able to backscatt8t,[and A is the amplitude of the transmitted
carrier wave from the readefiprr, is the complex channel coefficied{rrr, = Hpr, = Hig
which models that the channel coefficient between the readeértagp, Hgrr)p, is the same as the
channel between tag and the reader{rg ,, due to reciprocityHd rrr, captures fading, antenna gains,

and path-loss. Then the received signal at the reader is:

2Z(t) = yp(t — 1) + L+ O(1), (10)
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where P is the number of tags that participate in the respomsés the unknown random delay for tag
p, L is the leakage from the reader’s transmit antenna and thtesesof the unmodulated carrier wave,
and O(t) is additive white Gaussian noise (AWGN) added at the reddere specifically, the antenna
leakage can be decomposedias- HrrA + Lant, Where Ly,; is the antenna leakage, aiitizr is the
complex channel coefficient for the reader-to—reader chakvie model Hrr, with Rayleigh fading
because the line of sight component is captured by the dineteinna leakagé,.,;.

Note thaty,(¢) in Eqn. [9) has infinite bandwidth because of the on—off keyettrob signalc,(t).
However all other components if,(t) are low—pass. To model the effect of the receive filter at the
reader, we introduce an ideal low—pass filter at the reader digfined a%;(¢) = 2 sinc(2Wt), where
W is the positive bandwidth of the low—pass equivalent sigAdtitionally, all tag replies are amplitude
modulated, thus only the envelope of the received signatriboites to the information ir’(¢). This
envelope detection is done in some RFID reader systems, faly 48], as more advanced readers are
able to extract the complex envelope of the signal, presgrite linearity of the overall link. In our
case, we use the envelope detection because it is simpléjtbhue work should investigate other, more

advanced, receiver structures. The received low—passapavein the reader is:

z(t):‘/ it — T)dr

o | P-1
= / ZHRTRpATbCp(T_Tp)+HRRA+Lant+O( ) hl(t—T)dT (11)

[1l. PARAMETER SET ESTIMATION

After having developed a detailed model for a tag signal dnitsutput through the communication
channel, the next step is to derive the structure for theasigarameters estimation. Specifically, the
estimation module described in this section estimatesnkdrequency,l; ,, and delayy,, of the strongest
tag in the received signal, as defined in Ednl (11).

The information in a tag reply is encoded using the tag depenctentrol signalc,(t), which is true
for all tags in the reply. For estimating the two parametin frequency and delay, it is important to
have a—priori known information about the structure of thg teplies inz(¢). The estimation procedure
is designed to exploit the fact that in a reg@)f tags, independent of the link frequency and delay chosen

by tag p, use the same structure in the preamble control sigpal(t) to control the absorb and reflect
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state during backscatter of the preamble in a reply. Thetsirién the preamble is the key used in the
estimation framework introduced, wherenather function(t), representing the preamble structure is
designed. Then, a number of derivatives of this mother fonare created, denoted @sughter functions

1q(t), which arescaled(a) andtranslated) versions of the mother function. This framework is similar
to that used in wavelet signal processing, see e.g. [19].edew a wavelet transform is an orthogonal
transform and is used to decompose a signal, where our frarkes non-orthogonal and is used only

as a correlation framework to identify which signals are tribgly present in the received signal.

A daughter function is defined as:

a

Yanlt) = ¥ (t - b) (12)

Each daughter function isorrelatedwith the received signat(¢) and the largest magnitude is used to
estimate the frequency and delay of the strongest tag imtt@ming signal. This approach is motivated
by the fact that the mean of the received preamble signal reagpproximated by:

t—>

where « is an estimate of the signal leved, is the offset added to remove the zero mean property of
the mother function (more about this later), abg, is the duration of the preamble. The expectancy

operation averages across the white noise.

The correlation framework is defined using the received signdl a daughter function:
T(a,5) = (2(8), ap(t)) = / () dbap(t)dt, (14)
Calculation ofI’(a, b) for a range of: andb results in a three—dimensional representation, where aumea
of the correlation of the received signalt) with various daughter functions are given. Similarly, if the
scalogramE(a, b) = T?(a, b) is considered, then:

b)) = E(a,b 15
(ap,bp) arg max (a,b) (15)

is the pair telling that it is very likely that tag, with link frequencyf;, = % delayedb, is present in
z(t). We use scalogram since if the channel has incurred a ph#fsetish received signal has a large

negative peak in the correlation representation. The searges fore andb, A and B, respectively, are
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defined in the standard and depend on the settings of the reader

In an implementation, the cardinality od and B must of course be finite, meaning that we must
generate the scalogram according to some grid. But the tagsse the two parameters, link frequency
and delay, from a continuous distribution. This therefosuls in scenarios where two tags are different
in one or both parameters, but because of the chosen gridtee appear identical in the scalogram.
This fact, and the fact that neither tag signals nor daughigctfons are orthogonal to each other, means
that the more tags participating in a response, the harderdt decode several of them.

The objective is then to explicitly evaluate Eqn.](15). The reotlunction is designed to capture the
preamble structure in Section IlltA, and the scaling anddia@ion of the mother function leads to the

definition of the daughter function in Sectibn 1II-B.

A. Mother Function

Let ¢(¢) be the real valued mother function that satisfies the follgwimo requirements:

« 1(t) must have finite energy, i.4.”>_1?*(t)dt < cc. This ensures that the correlation is bounded in
time.

« ¥ (t) must have no zero—frequency (DC) component in its suppartidu, i.e. it must be zero
mean. Thereby the function is able to differentiate betwagnass based on their structure rather

than their signal level.

Furthermore, the mother function is designed such that eécim la symbol has duratior% seconds

ensuring that the link frequency of the mother functionli$z in the support duration, and so each
symbol in the preamble has unit energy. Thanks to this nomai@din the link frequency of a daughter
function (which is designed in the following section) be@sm /a when evaluated with the scaling
parametera. The preamble structure consists of linear combinationshefldasis functions derived in

Sectionl, and the signal waveforms with unit energy are:

4710 = ef ), sT=10) = 67=10),

s3 (1) =—¢ (1), s3 (1) =~ (1) (16)

The mother function depends on whether FMO or Miller is useddi#ahally, in the query sent by the

reader, the parametéfRext specifies, which of two different preambles to use for a giveooding
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when a tag replies. LeV,, be the number of symbols in a preamble, ant>a NV, state select matrix

S,r is generated in the same way as in Secfion Il from the preanthletsres in EPC Gen2 as:

GFMO,T Rext=0 _
or — |2 €3 €4 e} €4 €

SFMO,TRext:l _
pr —|€e1r e - €

SFJWO,TRezt:O:|
p'f’

12

S]Willer,TRe:ct:O _
or —|é1 €1 €3 e €1 €y €3 €4 €3 €4

gMiller,TRext=1 _ [ gMiller.T Rewt=0
pr

e €e - €1 pr ]7

16

wheree;, indicates the state,_;, or equivalently that signal waveforg),_,(¢) in Eqn. [16) is used to

generate the mother function. With this in mind, let the squevave modulated mother function be:

N, —1 3 Np—1 1
Y(t) = Z Z eZHSprenHSg:l(t —nM) = Z Z eZ_HVSpren-HQs{:l(t —nM), (17)
n=0 k=0 n=0 k=0

whereV is the signal constellation matrix from Eqhl (3). Notice ttie preamble structure has zero mean
and that the inherent memory structure of both FMO and Millezogling is violated in the preambles.
This ensures that it is not possible for the designed fundtiocorrelate as strongly to the data as to the

preamble.

A final consideration on the design is thatt) contains the low-pass filtered signal. However, since
each daughter function is recalculated for each value aridb, to contain the computational complexity

we consider the daughter functions square-wave modulated.

B. Daughter Function

A daughter function of the mother function is defined as:

bap(t) = w(a)y <t - b) 7 (18)

a
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where the scaling and translation parameters are used ev#heation of the mother function, and where
w(a) is a weight, which ensures that all configurations of a daudhtection are equally weighted and
not biased by the parameter $efb) when matched onto the input signal in the correlatioft), ¢, 5()).
The amplitude level for a tag when a bit is backscattered iss#me during communication no matter
what link frequency is used. Thus the energy in a tag preamdg@lating with a fast frequency is less
than the energy in a tag preamble oscillating with a slowdesgy. The match constraint to determine
w(a) therefore takes into accountt).

Lemma 1:(Proved in the Appendix) The weight ensuring that daughtectfans are correctly scaled

for all values ofa andb in a reply containing only one tag reply is:

w(a) = 1 (19)

IV. DATA DECODING

The estimates of the link frequen%yand the delay offset obtained using the framework presented
above makes it possible to decode one and possibly sevgragplies in a received signal, even when
they are dispersed in time and frequency. This correspondsetdag resolution part shown in Figl. 2,
which is the subject treated in this section.

One shortcoming of using UHF RFID as a use case for generalpteuttensor decoding is that EPC
Gen2 does not currently support multiple Ack commands ateollided reply, which clearly affects the
possible gain in data decoding. This is not included in theeturstandard, as it has no use for it and
its introduction would require careful system design toidwibeadlocks, etc. Our method would work
even with the current standard, but would then only be ablpréwide optimized decoding of a single
tag, by estimating its parameters and then decoding itsages&Vhen acknowledging that tag, the other
participating tags would return to their arbitrate state &g unresolvable in that slot. In the description
of the data decoding algorithm that follows, we assume thatipe Ack commands are implemented
in the standard, to show the true potential of our method.

To decode multiple tag replies an iterative, greedy algorjt Successive Interference Cancellation
(SIC), is used, as opposed to the more complex joint detecBefore explaining the SIC algorithm
further, the next section derives the optimum decoder strador a single tag, using the above described

estimators.
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A. Optimized Single Tag Decoding

The optimal algorithm for a detector, where the memory in aisage satisfies the Markov property
as thenth symbol in a sequenaenly depends on thén — 1)th decoded symbol, is the Viterbi algorithm
[20]. In addition to the memory structure in the encodingesuob, there are two additional a—priori known

structures in EPC Gen2 to improve the decoding:

1) The last symbol in the preamble and the signal waveform ts@deate it is a—priori known and
are previously found in Eqn[{(6).

2) The postamble symbol after the data part is a—priori knawhet symbol-1.

Recall from Sectiof II-C that the structure containibgth the memory, the data messagé and the
postamble symbol is the 4-b{N ( + 1) state select matri$ = [sl Sy - SNM+1]’ where each
s; is a coordinate vectog;, andk = 1,2, 3,4 indicates which of the respective signal waveforsgé&t),

s1(t), sa(t), andss(t) is used to encode a symbol in the tag reply. The objective ietbee reformulated

to estimate the state select mat#ixas it contains the memory structure, encoded message, atahyide.

Let the signal processed in thiéh iteration of the SIC algorithm be;(t), with ro(t) = z(¢), and
assume that it only contains one tag reply with parameteaad b. The expected value of;(¢) is then
similar to the control signat,(¢) in Eqn. [8):

Ny 3

Elri(t)] = ai< Lo+ 35 el Seqsisi (t — bi — Dy — naiM) + %—(t)) 18, (20)
n=0 k=0

whereq; is the signal level at the reader side. Notice here that thegliar function has a superscript
1 attached. This is because this daughter function must bedstalhaveunit energy per symbotather
than to have correct scaling for all values @fand b in a reply containing only one tag signal. This

results in changing the weight in Eqni._[19) froﬁnto —L_. This change in scaling allows for the

vVaM'
correct scaling afterwards to the signal level, v;(t) is the offset introduced to ensure signal levels that
correspond to the way a tag backscatters its reply (recall Ef)h 5 is an estimate of the reader leak

and Dy,,; = a;M Ny, is the estimated duration of the preamble. The signal warefor

sg' (1) = ¢’ () s1'(t) = o7 (1) sy’ (t) = =g’ (1) s3'(t) = —o7' (1), (21)
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follow from the symbol basis functions in Eqiill (1) and Eqnd. () @an be represented in terms of the
signal space representation matkxas:

1
sp(t) = el Ver 169 (). (22)
j=0

initial s_tate—»
end state candidates— MLSD A

7 ——

H——

Fig. 7: Black box illustration of the MLSD. A correlation matri& and a transition matriH are used
with the information of the initial state and possible endtas to estimate the most likely transmitted
state select matriss.

Let the outcome of the MLSD be an estimateSfdenotedS, and consider the Viterbi algorithm as

the black box for MLSD in Figl17; for optimal decoding it uses theeke data structures:

« Initial state vectorsi,y — The initial state seeding the decoding which follows frone tbtate
corresponding to the last symbol in the preamble. For FM@, $kate iss; and for Miller it is s3,
and the vector is defined in Eg.] (6).

e A 4x(Ny+ 1) matrix Z — Cost matrix not considering memory, where each elementsepts
how well each of the four signal wavefornag(t), k = 0, 1,2, 3, match a singled out symbol part in
the residual, where a large element value indicates a gotchmalues are found for th& ,, = 16

data symbols and the postamble symbol.

o A 4 x 4 matrix H — Memory structure representing the allowed paths betwesessobserved for
two adjacent encoded symbols.
The memory structure matrik is given by the valid state transitions. In the generationhef control
signal at the tag in Sectidn Il}C, the two matridds, —, andH,,, —; are derived describing the transition
to make, conditioned on the symbwal,, to send.H follows as the version where the transmitted symbol

is unknown:

FMO __ yyFMO FMO Miller __ yyMiller Miller
H = HO + H1 H - HO + Hl

andH,, ;, = 1 indicates that it is possible to go from staig_; to states;_;.
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The two matricesZ and H can be represented as a trellis, where each node (excepbdleeim the
preamble) represent the entrieshbfnd the possible transitions are given by the entridd.iThe reason
why there are only two possible states for the first symbol & the previous state is known a—priori.
The same applies for the postamble as it is known to be a syrhbol-

It is useful to remark that, if the channel for the tag to beadied in theith iteration incurs a complete
phase shift on the backscattered reply in the residual nieians that the state of the last symbol in the
preamble iss3 instead ofs; for FMO, ands; instead ofss for Miller. The phase shift can be detected in
several ways; for example if; < 0 or T;(a;, b;) < 0 a phase shift is introduced. In the sequel this effect
is neglected to simplify the description of the decodingwéweer, it is important for an implementation

to detect the phase shift and flip the initializing state in deeoder.

B. Successive Interference Cancellation for Data Decoding

The SIC algorithm has originally been used for multiuser deirdn CDMA systems|[[21],[[222],[[23]
and is a general, iterative framework for multiuser detectivhere a user is singled out and removed in
each iteration, treating the remaining users as interéerém the signal. The algorithm is often coupled
with e.g. least-squares or matching pursuit [23], whichgsduto find the strongest signal component in

each iteration. Théth iteration of the algorithm is defined as follows:

riv1(t) = ri(t) — q(t),

wherer;(t) is the current residual signaj(t) is an estimate of the strongest signal component; ity
andr;,1(t) is the resulting residual, used in the next iteration.

The estimate of théth tag signal, which shall be subtracted from the residudlipw from Eqn. [25).
To model the transmitted message sigfi@t), we use the decoded messagje

Ny 3

Gi(t) = o (%,bi )+ 33 el Senss - si (t — b — Dyri — na;M) + %(t)), (23)
n=0 k=0

where theith modulation depth estimate; follow from Lemmal2 in the Appendices ang(t) =
b, — Poritai (Nt

w(a;) rect ( Do ia (Nt D) ) The weightw!(a;), is to ensure unit energy per symbol of the signal

before scaling withy;.

If the signals being estimated and removed are orthogdmalStC algorithm would correspond simply
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to projecting a signal down into each component subspacedooding. This is however not the case

in this scenario, where the signal are non-orthogonal ardSIC must therefore instead estimate and

remove them one at a time. This means that when the amplituefoient «; is estimated, it may be

influenced by other tag signals in the residual. This degraduegérformance of the decoding, but is an

inherent property of tag signals, differentiated by partmsechosen from a continuous distribution.

The algorithm is summarized as follows: L&t= {vg, v1,...},v; = (as, b;) be the history of estimates,

assumez(t) contains only one tag reply, se(t) = z(¢) and leti = 0, then:

1)
2)

3)

4)
5)
6)
7)

Find theith scalogram, as in Eqri_(14), and determine whether a phifséas occurred.
Find estimates for the strongest contribution in the newlynd scalogram:
v; = (ai, b;) = argmax F;(a,b)

a€A,
beB

Decode a message from(t) with location parameter&:;, b;) using the Viterbi algorithm described
in the previous section.

Generate an estimate of the complete tag contribution from Eqn. [23).

Subtract the estimate from the residugl; (t) = r;(¢) — ¢ ().

LetH = {H,v;} if HNov; ={}.

Based on a termination criteria, decide whether to breaknorement: and re—iterate. This
termination criteria may be e.g. the saturation of the resid; (), a fixed number of iterations
based on the probability of decoding any remaining tagsFsg or perhaps a threshold decision
on the scalogram in the next iteration. It is tempting to uséngple digital termination technique,
where the reader attempts to decode and request acknowledgé&om tags, until it receives no
more acknowledgements, However, this is inefficient becaasding an acknowledgement request
is very expensive, as is shown in Table |. Because the tetiomaeriteria has a large impact on the
resolution efficiency, it should be analyzed thoroughly to fihd best solution, which is outside
the scope of this paper. Therefore, in the numerical sinaratwe assume that the reader knows
when a signal is either idle or contains no more tag signalss iEhdone for both the classical

reader and the multipacket reception reader.

It is interesting to make a short analysis of the complexityhis algorithm. The novelty in this work

is in the creation of the scalogram, which may be describetblémwvs: Let the signal under analysis
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Reader

Name Contents other than payload | No. of bits in payload
Query delimiter, data-0, RTcal, TRcal 22
QueryRep delimiter, data-0, RTcal 5

Ack delimiter, data-0, RTcal 18

Tag

Name Contents other than payload | No. of bits in payload
RN16 preamble, postamble 16

PC/XPC + EPC + CRQ preamble, postamble 128

TABLE |: Transmitted reader and tag commands [1].

consist of N samples and let the cardinality of the rangésand B be K, then the computation of the
scalogram consists df 2N multiplications andK?(N — 1) additions. These computations may be done
using the FFT, which would greatly increase the efficiency. Thistnbe analyzed further, but as this
paper focuses on the information theoretic possibilitiethe idea, rather than their implementation, this

is not treated further here.

V. IMPLEMENTING MULTIPLE TAG DECODING IN THE Q—PrROTOCOL

With the algorithm concluding the previous section, it issgible to decode a single slot shown in
Fig.[2. This section describes how this is extended to becomeopan entire arbitration protocol run,
using the@Q—protocol of EPC Gen2. It is useful to evaluate the effect mldttag decoding has on the
Q-protocol, if acknowledging multiple tags is allowed. Tioable this, the Q-protocol is implemented in
MATLAB and Monte Carlo simulations are run, to determine howcimtime it takes to resolve an entire
tag population and how martyansmissiont takes. The results can be used to evaluate the following (1)
Is multiple tag decoding in th@—protocol more time efficient than single tag decoding? (2yistiple
tag decoding more energy efficient, with respect to transamsscount from the reader?

In the numerical simulations the transmissions by botheeadd tag are counted as listed in Tdble I.
Based on the duration of each of these commands and the itmeautsT;, 7> and7; from the standard,

the duration of the inventorying can be calculated.

Design Assumptions for Q—Protocol Implementation

Prior to an experiment, we assume a Select command has beed &sd received correctly by all

tags. This defines the scope of the experiment to inventoryiriggs alone. Additionally, all tags have
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their inventoried flag for the selected session set to the satue, either A or B. This means that out

of N tags,N tags participate in the inventorying.

For simplicity the command QueryAdjust is not usduting a round to change the value €f Instead,
a round is always completed with a chos@rafter which a new Query command is issued with a new
value of Q). A QueryAdjust can increment or decreméptduring an inventory round, and when to use
it during arbitration must be analyzed thoroughly first, talerstand its effect on time and energy usage.
We have therefore not optimized tlig-protocol for multiple tag decoding and we expect that a &igh

gain is achievable if this is done.

It is assumed that the reader can determine perfectly whethsot is idle or not and whether a
slot contains any remaining tag signals. As mentioned indéscription of the SIC algorithm in the
previous section, this is of course not possible, but we @otthfocus our results on tag decoding, not
on detecting whether there are tags to be decoded. Ourgdhkaliefore provide an upper bound on the
performance with respect to this parameter. In a future émgintation, this detection could instead be
done based on the saturation of the residual. As the variahtige noise can be estimated before tag
to reader communication, it can be decided whether one oertags are present, if enough samples
cross a detection threshold based on the variance duringotagader communication. This threshold
may also be used for detecting when the residual in the SICridigo contains no more tags. In the
case of UHF RFID tags an Ack transmission from a reader is gxpensive and should be avoided if
possible. Otherwise, the termination criteria of the althon could be based on @gital decision where

the SIC algorithm terminates if no sensor replies the Ack.

Because each iteration of the SIC algorithm is dependent @mpitvious iterations and the accuracy
of the estimates ok, b and the signal level, the estimation of the signal level isuased perfect in
this implementation, to focus exclusively on the impact afltiple tag decoding based on estimation
of link frequency,a, and delayp. Also, the reader is assumed to be unable of detecting esicol]iit
will always attempt to decode the strongest tag. If a tag isectly singled out, the Ack and EPC are
correctly transferred and decoded. This, to allow for sioiffliand because if a tag RN16 has already
been successfully singled out, the probability of erroréneiving the Ack and transmitting the EPC is
smaller. Additionally, we assume that the forward link (feato-tag) is error free, to be able to focus

fully on multiple tag decoding.
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When a single tag is resolved, an extra frame is conducteshdore that no weaker tags are unresolved.
For fair comparison, this is done for both the original and meader. A change in the UHF RFID standard
for the tags is assumed, namely that when a tag receives awifftla wrong RN16, it does not transition
to state arbitrate, but remains in state Reply. Only when erpar QueryRep command is received does
the tag transition to state Arbitrate. This allows for mu#ipag acknowledging by sending an Ack and
receiving and decoding the EPC of the resolved tag in eachtigaraf the SIC, rather than only being

able to send one Ack per slot.

VI. RESULTS

To show the benefit of having multiple tag decoding in a reaslethave performed two simulation tests.
Both tests are performed as Monte Carlo simulations to wehiat the result converges to some value.
This of course does not prove convergence, but shows statistiidence indicating convergence. The first
test illustrates the probability of decoding a given numtifetags. The second test is a comparison of the
duration of an inventory round using tlig-protocol when using a reader with and without multiple tag
decoding. The tests have been made for a scenario where thehtagse their link frequency according
to a Gaussian distribution with mean equal to a nominal BLEOXHz and a variance such the$.73%

(30 using the empirical rule) of the generated link frequenciad delays fall within the EPC Gen2
requirements. Also, a long preamblERext = 1), F M0 encoding is used, the distance between reader
and tags is set td meter and the low—pass filter employed has a bandwidihdfiHz. The noise power

at the reader antenna is sett60dBm.

In the first test a number of experiments and runs are perfardedn is defined as the generation
of a received signal, as in Eqri._{11), and the following demgdif that signal. After decoding, the
estimated message and the actual encoded message is cbrgradeif the decoding was incorrect,
the run is marked asrroneousAn experimentis a series of runs. For the first test, 100 experiments,
each containing 100 runs, has been performed. The resulhaven in Fig[ 8, where the gain for four
different tag cardinalitiesP = {2, 3, 4,5} is illustrated. Note that our proposed method resolvesipialt
tags at the physical layer, where these tags transmit ingdesgiot. With a directed antennae, it may be
possible to spatially isolaté or less tags with high probability, however this cannot bguased with
an omnidirectional antennae. Since the correlation framiewsobased on non-orthogonal waveforms, at

P > 5 the probability of decoding® > 5 tags in a single slot is small. On the other hand, on top of
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Fig. 8: Numerically simulated collision resolution succgssbability for multiple tag decoding. The
distance is 1 meter an®t = {2, 3, 4,5} tag replies are collided. The vertical lines represent thadsird
deviation at a given parameter point.

this physical layer mechanism, there is a MAC-layer medraninotably the Q-protocol, that randomly
divides the total set of tags into smaller subsets in ordenttble the collision resolution process. Hence,
if the number of tags in a given collision is larger than €5,ghen the proposed physical layer mechanism
will likely not resolve any tags and the slot needs to be aersid as a collision. Therefore, for a larger
tag set, the Q-protocol operates in conjunction with thgpsed multi-tag detection. It can be understood
that the proposed mechanism only takes effect when thesiaollislot contains a small number of tag
signals. The result of one experiment is used to calculatpeneentage of runs ending in a given number
of decoded tags. The results from all the experiments areubed to calculate the standard deviation of
this statistic. The figure shows that it is possible to decodtipieltags, even when there are up to five
tags present in the collision. Even though the total five tagsrarely decoded, the results show that in
50% of the cases some of the tags are decoded, which is a gain oednjeepresently used methods. On
the figure, it might look confusing that faP = 3, 4, the probability of resolving only one of the tags
is higher than forP = 2. However, it should be noted that this is because when onbytags collide,
the probability of resolving both tags in one slot is veryhhig

In the other test, we implement tkig—protocol with multiple tag decoding and compare it to a rarm

reader, which only decodes one tag per slot. The initial vafu@ is set to4 and 1000 runs are conducted.
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Fig. 9: The duration of the inventorying in the numerical siatign of multiple tag decoding in the
@—-protocol. The vertical lines is the standard deviation aivargparameter point.
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Fig. 10: The distribution of the transmitted commands durimgeintorying in the numerical simulation
of multiple tag decoding in th€)—protocol.

In each run, a randomly generated tag set is resolved usin@tprotocol. The time it takes to resolve
the tag set is found, by counting the transmitted commansispacified in the previous section. The
result is averaged over the 1000 runs and plotted in[Fig. 9. T$tahkdition of the commands is further

elaborated on in Fig._10. As can be seen from Eig. 9, multipledeegpding decreases the duration of
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the inventorying, especially for a large number of tags. Fim [10, it is clear that with multiple tag
decoding, fewer Queries and QueryReps are sent. The RN1@ puwust be further explained. If more
than one tag transmit their RN16 at the same time, there idligian, which is counted as one RN16,
as the duration is independent of the number of particigatgs in the collision. The number of RN16s
sent out has also decreased dramatically, as several tagbecdecoded in one slot. The number of
collisions has increased when using multiple tag decoding by a very small amount when compared
to the savings. The number of idle slots and acknowledgenametsoughly the same for both single
and multiple tag decoding. The number of EPC commands is exalghtical, as is expected for full
resolution. The reason why the difference is not larger inBig. that the number of the most expensive
transmissions, the acknowledgement, is unchanged. Ifribtegol is changed to allow for acknowledging
multiple tags with a single composite Ack, the performandegreatly improve. Overall, the results show
that multiple tag decoding does provide savings in time aretgy and this gain increases approximately
linearly, meaning that for tag populations in the hundreu$ #ousands, this would provide a significant

increase in time and power efficiency.

VIlI. CONCLUSION

The concepts presented in this paper show that tag vanjabédit be transformed from foe to friend, by
using such differences to decode multiple colliding UHF RFE#D replies. We first presented a detailed
mathematical model of the tag signals using standard sigmksentation techniques, which, to the
knowledge of the authors, has not been presented in thik déetail before for both FMO and Miller
encoding. This model may be of use in future work in this arefopwother problems related to RFID
at the physical layer. It may also allow for easier abstoactf these areas, by capitalizing on the more
general representation presented here.

Using our own model and by utilizing the knowledge of the tagnal, we then show that it is
possible to distinguish and decode individual tag signalsumerical simulations by using an estimation
framework that estimates the delay and frequency of theithal tag signals, to enable better decoding.
For the decoding, we use first the iterative SIC algorithm tarede individual tag signals, which are
then removed from the residual, enabling further decodingieaker tag signals. Using these estimates

and the Viterbi algorithm, we are able to decode the indizidag replies.
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The final tests where multiple tag decoding is incorporated the Q—protocol shows a potential for

time and transmission savings, in terms of fewer transthitttmmands from the tags.

in

APPENDIXA

PROOF OFWEIGHT ENSURING CORRECTSCALING OF DAUGHTER FUNCTIONS

Lemma 1: The weight ensuring that daughter functions are correcidyescfor all values ot andb

a reply containing only one tag reply is:

w(a) = e

Proof: The following simplifications are made for the derivation:

« Only one tag is assumed to be present in the reply with link frequencyé, and the duration of the
encoded preamble in the replyl,,, that is, the tag preamble contributes:to) for b < t < b+D,,.

« w(a) is determined for the pait, b that leads to a maximum or minimum in Eqh.](14), i. e. only
the case where the duty cycle duratioffior the encoded tag in(¢) and the duration of the mother
function M N, satisfy D,,, = aM N, whereM is the number of subcarrier cycles per symbol and

Ny, is the number of symbols in the preamble.

The property to be satisfied is that a daughter function, whereleded with z(¢) should satisfy a

parameter independent correlation level:

(Elz1(t)], Ya, b, () = (El22(D)]; Va5, () (24)

should be satisfied, where the tag replyzitit) is encoded withdifferent link frequencyaij and delayb,

but with thesame channgthus the signal levels iy () andz(t) are equal. In the interval < ¢ < b+D,,

the received signat(t) has the property that its expected value can be written imgesf a weighted

mother function with the same configuration as the contrataigised to modet(¢):

t—>

E[z(t)] = ay (a) + 5, b<t<b+ Dy, (25)

t—b

wherea controls the signal level and the DC component in(t). Rewriting, lettingt’ = =2:

a

E[z(at' +b)] = ap(t') + 8,  0<t' < MN,,. (26)
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As the signal levels irnz(t) clearly does not depend on the encoding parameteand b, then the
correlation of Eqn.[(26) with the mother function is theref@onstant for all encoded tag replies with

differenta andb. That is:

(Elz1(aat +01)], ¢ (1)) = (Elz2(azt + ba)], ¢(t)) (27)

is a property that is always satisfied wheyi-) is encoded with parametets andb;, and thus is the
property requested in Eqi._{24). As the daughter functionsisaded and translated version of the mother
function, combine Eqn[(24) and Eqh. [27):

/Oo El=(at + b)]o(t)dt /OO El2(8)]w(a)y (t - b) it = w(a)a/oo Elz(at’ + b)J(¢)dt’

—0o0 —o0 a o

wheret’ = % anddt’ = %, and the weight isv(a) = % which completes the proof. [ |

APPENDIX B

PROOF OFOPTIMAL ESTIMATOR OF «

Lemma 2:Aim for the lowest contribution for the tag with parametemfiguration (a;, b;) in the

scalogram evaluated in the next iteratios 1, then the optimal estimator fay; is:

VaiTi(ag, b;)
Q= ———7, (28)
VN,

whereT;(a;, b;) is the value from Eqn[(14) corresponding to the estimateghdb;, M is the number of

subcarrier cycles per symbol in the encoding schemegpds the number of symbols in the preamble.

Proof: The problem to be optimized is:

«; = argmin E;1(a;, b;),
a€R

i. e. find thea; which minimizes the contribution in iteratiofi + 1) of the tag found in iteration. The
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scalogram as a function of théh residual and the contribution to be removed is:

Bip(an b) = ( | Bl <t>dt)2 - ( | B - a0 v <t>dt)2

—00 —0o0

. e 2
(7B 01— aitvh 0, 0+ 25(0)] v 0

o0 o0 2 a;vVMN, ?
— (Ti(ab) — o / B (e (Ot — o / (e (Dt ) 2 [ Tias,br) — 2V
. . V@
MNG — 2V/MN,Ty(ai bi
2012 Y oy P ((I, )+Ei(ai,bi), (29)

e V@
where:) follows as the support duration af,, ;. () ensures thag;(¢) is not evaluated in the part where
the extra half symbol is added &(¢), and wherei) follows firstly because the daughter function is zero
mean in the interval of the support durationnft) and secondly by evaluating the daughter function
and the daughter function with unit energy per symbol in gwhthe mother function:
ee > t—b; 1 & vVMN,
L () g ()dt = w! / 2 L) dt = / 2t = /2
[ v O n e = o @uta) [0 (S T | =

Eqn. [29) is a quadratic function where the quadric coefficisntositive, the function is convex, and

thus its minimum is where the derivative is zero:

dE;+1(as, b;) 2MN},  2v/MN,,T;(ai, b;)
do a; Vai

Solving for «; completes the proof. [ |

=0.
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