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We report new Gaussian boson sampling experiments with pseudo-photon-number-resolving detection,
which register up to 255 photon-click events. We consider partial photon distinguishability and develop a
more complete model for the characterization of the noisy Gaussian boson sampling. In the quantum
computational advantage regime, we use Bayesian tests and correlation function analysis to validate the
samples against all current classical spoofing mockups. Estimating with the best classical algorithms to
date, generating a single ideal sample from the same distribution on the supercomputer Frontier would take
∼600 yr using exact methods, whereas our quantum computer, Jiǔzhāng 3.0, takes only 1.27 μs to produce
a sample. Generating the hardest sample from the experiment using an exact algorithm would take
Frontier ∼ 3.1 × 1010 yr.
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Quantum computational advantage (QCA) [1–5] marks
an important milestone in the development of quantum
computers. By solving certain quantum sampling problems
[6,7] that are intractable for classical supercomputers, QCA
experiments [8–12] have provided strong evidence for the
long-anticipated quantum speed-up theoretically conceived
∼40 yr ago. Similar to Bell tests [13] which were designed
to refute the local hidden variable theories [14], these QCA
experiments offered evidence of the violations of the
extended Church-Turing thesis [3].
Interestingly, these QCA experiments have motivated

growing study of faster classical simulations. For boson
sampling, these efforts can be divided into three
approaches. The first approach is reducing the classical
simulation overhead of exactly simulating an ideal imple-
mentation of the Gaussian boson sampling protocol [15–
17]. In this case, one expects that the exponential gap

between the classical and the quantum persists, but it is
possible to bring down the overhead. The leading result is
Ref. [17] which uses photon collisions to achieve better
exact classical simulation that could reduce the computa-
tional overhead by orders of magnitudes lower than brute-
force algorithms. The second approach is using imperfec-
tions in the experimental setup [18–20], such as photon loss
and partial photon distinguishability, to come to a faster
simulation of the experimental data produced by an
imperfect experiment. In this case, one can hope for more
efficient classical simulation if the level of imperfections or
experimental noise becomes strong enough. The final
approach is spoofed distributions [17,21–23], i.e., distri-
butions which are not constructed to be close in variational
distance to the ideal boson sampling distribution, but which
are designed to reproduce some statistical aspect of the
experiment. In particular, the recently proposed more
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competitive squashed state mockup [12] exhibits better
agreement with the ground truth than the thermal state
mockup. Moreover, the treewidth sampler [22], designed to
spoof experiments with restricted circuit connectivity, and
the independent pairs and singles (IPS) sampler [17],
designed to emulate experiments of limited quantum
interference, have not been reported to be ruled out in
previous Gaussian boson sampling (GBS) QCA
experiments.
In return, these new challenges from the classical

counterparts motivate the development of higher-fidelity
and larger-scale quantum computers, new methods for
validation and characterization [24–27], as well as better
modeling and understanding of the increasingly complex
system [28–36], which is a fundamental endeavor in its
own right [37–39]. Indeed, only by such a continuous
quantum-classical competition can the QCA milestone be
progressively better established.
In this direction, we report in this Letter a new, higher-

efficiency GBS [40,41] machine with up to 255 photon
clicks in the output using pseudo-photon-number-resolving
detectors (PPNRDs), which overcomes both the most
powerful exact classical simulation algorithms and all
known approximate algorithms and spoofing algorithms.
The PPNRD scheme overcomes the shortcoming of thresh-
old detection that it is incapable of resolving photon-
number information, and significantly increases the exact
sampling task’s computational complexity by more than 6
orders of magnitude. We validate the samples against all the
emerging classical mockups, particularly including the
squashed state [12], the treewidth sampler [22], and the
IPS sampler [17] mentioned above. A new model that
includes the partial photon indistinguishability is used to

characterize the system, and exhibits better agreement with
the experiment than previous modeling methods. The
computational complexity of this new GBS device,
Jiǔzhāng 3.0, is analyzed and a new QCA frontier is
established.
The first GBS experiments [9,10] in the QCA regime

used threshold detectors to register the samples. In those
cases, there was a possibility of photon collision, that is, the
photons can bunch at the outputs. New classical algorithms
[17] could exploit photon collision to reduce the simulation
overhead. A recent work [12] has reported time-bin-
encoded GBS with photon-number resolved detection, in
a fiber loop-based configuration similar to an earlier single-
photon boson sampling experiment [42]. However, the
relatively high photon loss in the fiber loops has allowed
only three loops in the implementation, restricting the depth
and universality of the interferometer. Additionally, the
long recovery time of the transition-edge sensors could
render it an unsuitable choice for high-repetition-rate
experiments.
A schematic of our GBS experiment is shown in Fig. 1.

Transform-limited laser pulses double pass periodically
poled potassium titanyl phosphate (PPKTP) crystals to
create 25 pairs of two-mode squeezed states (TMSSs) by a
stimulated emission process [10]. The TMSSs have an
average coupling efficiency of 88.4% and photon indis-
tinguishability of 96.2%, simultaneously. In the experi-
ment, the laser power is tuned to generate different
squeezing parameters ranging from 1.2 to 1.6. The
TMSSs are then fed into an ultralow-loss three-dimensional
interferometer with full connectivity among all 144 modes.
The transmission rate of the interferometer is 97% for each
mode, and the average wave-packet overlap inside the

FIG. 1. The experimental setup. 25 stimulated two-mode squeezed state photon sources are all phase locked to each other and sent into
a 144-mode ultralow-loss fully-connected optical interferometer. The photons go through 72 units of fiber loop setups for temporal-
spatial demultiplexing and are detected by 144 superconducting nanowire single-photon detectors, which together constitute the pseudo-
photon-number resolving detection scheme. Each fiber loop setup includes two input modes as represented by distinct colors. Photons
from each mode are temporally demultiplexed by the fiber beam splitters and the delay lines into four time bins, and each time bin is
furthermore split into two path bins at the last fiber beam splitter. The photons corresponding to each of the two input modes of the same
fiber loop setup can be distinguished by their parity in time bin with a coincidence event analyzer (not shown).
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interferometer is above 99.5%. The whole setup is actively
phase locked within a precision of 15 nm.
For detection, we implement pseudo-photon number

resolution using one-to-eight demultiplexing of the optical
modes (see Fig. 1). We conduct detector tomography [43]
of each mode to validate the pseudo-photon-number-
resolved detection (PPNRD) scheme [44]. As shown in
Fig. S1(a), the probability of the nine photon-click number
response of the PPNRD agrees well with the theoretical
model. The positive-operator valued measures of the nine
photon-click number measurement can be constructed from
the data, which is shown in Fig. S1(c), together with its
Wigner function and fidelity with the theoretical prediction.
While we model the experiment with the PPNRD detection
scheme in the following discussions, we address the
question of how well our detection scheme emulates true
photon number-resolving detection in [44].

The overall linear efficiency of the whole experimental
setup is 43%, including the quantum light sources, trans-
mission, and detection. This efficiency is much higher than
that in Ref. [12], which was 33%, although involving only
three loops. The photon-click number distribution under
three laser powers is shown in Fig. 2(a). The maximum
photon-click number reaches 255, which is higher than all
the previous GBS experiments.
We analyze the obtained GBS samples and validate them

against known classical hypotheses in the QCA regime.
The most powerful method to spoof the GBS is to use
classical states which can maximally approximate the
experiment’s quantum light sources which, under photon
loss, can be gradually degraded into squeezed thermal
states [18]. Thus, in this Letter, in addition to the thermal
state hypothesis which has been tested in Jiǔzhāng 1.0 and
2.0, we consider the more competitive hypothesis, namely,
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FIG. 2. The experimental photon-click number distribution and the Bayesian validation results. (a) Photon-click number distribution
of this Letter. Data from experiments of three pump laser power ranging from 0.72 W and 1.30 W are displayed. A maximum photon-
click number of 129, 203, and 255 are registered for each of the experiments. (b) Photon-click number distribution of the experimental
results, the ground-truth theory, the squashed state and the thermal state mockups for the lowest laser intensity configuration. The plot
includes labels indicating the standard deviation of the photon-click number for each distribution. It is evident that the experimental
distribution agrees with the ground truth best. The error bars are too small to be displayed. (c),(d) Bayesian confidence of the ground-
truth theory as a function of subsystem size, against the thermal state (c) and the squashed state (d) hypothesis in the high power
(1.30 W) experiment. It can be observed that as the subsystem size grows, the Bayesian confidence is above zero and exhibits a clearly
increasing trend, indicating an exclusion of the two mockups and a stronger Bayesian confidence for the full system. Bayesian results for
the photon click number changing from 20 to 26 are displayed in data points of different colors and show similar results. (e),(f) Bayesian
confidence of the ground-truth theory as a function of the subsystem size for experiments of the three distinct pump laser power. The
results show the Bayesian results against the thermal state (e) and the squashed state (f) hypothesis, for a fixed photon-click number (25).
For all pump laser powers, the Bayesian ΔH is above zero and exhibits a clearly increasing trend with subsystem size, implying stronger
Bayesian confidence for the full system. In all plots, error bars indicate the standard error. The statistical fluctuation from photon-click
number probability estimated with Monte-Carlo methods [28] has been included in the error bars. For results of each mode number, the
Bayesian scores are obtained by averaging over an ensemble of randomly selected subsystems for unbiased benchmarking.
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the squashed state [12,18]. The squashed state is a classical
mixture of coherent states and has vacuum fluctuations in
one quadrature and larger fluctuation in the other. It can be
optimized to have the same mean photon number as the
input lossy squeezed state [47], which is the convention we
take in this Letter. Note that there are other plausible
hypotheses such as using coherent light and distinguishable
photons, which are much easier to be ruled out. As shown
in [44], the validation strength against these other hypoth-
eses is typically 2–4 orders of magnitude larger than the
squashed states. Therefore, we will focus on the discussion
of the latter in the main text.
We start by comparing the experimental photon number

distribution with the ground-truth model and the possible
mockups in Fig. 2(b). The GBS dataset taken at 0.72 W
laser power (dot) well overlaps with the ground truth (red),
while obviously deviates from the classical mockups based
on the thermal state (yellow) and the squashed state (blue).
These distributions can be quantitatively distinguished by
their standard deviation as labeled on the plot, where the
experiment exhibits the best agreement with the
ground truth.
Then, we continue with the Bayesian test, [48], where

two hypothetical theoretical models are compared against
each other based on the likelihood to generate the exper-
imental samples. We define the Bayesian test score ΔH as
the difference between the ground-truth model H0 and the
classical adversary model hypothesis H1 on a set of n-
photon-click samples:

ΔH ¼ 1

N
ln
YN

i¼1

Pð0Þðs⃗iÞPð1ÞðnÞ
Pð1Þðs⃗iÞPð0ÞðnÞ ð1Þ

where N is the number of samples, s⃗i represents the ith
sample, Pð0=1Þðs⃗iÞ represents the event probability of
sample s⃗i under the H0=1 hypothesis, and Pð0=1ÞðnÞ is
the coarse-grained probability for the n-photon click under
hypothesis H0=1. When ΔH > 0, it is proven that the
experimental samples are more likely from the ground-truth
GBS rather than the mockup. A higher Bayesian test score
indicates larger confidence.
For the validation, each of the 144 modes is treated as a

one-to-eight fan-out, yielding a total mode number of 1152
for the ground truth. Further, in our model we consider the
noise of the partial photon distinguishability for the
Bayesian test, where the probability of the sample event
is calculated by a modified version of the Torontonian [44].
We find that our model gives a closer description of the
experiment than the previous ones. We use the Sunway
TaihuLight supercomputer to calculate the probability of
large photon number samples in the QCA regime.
The Bayesian test score of the ground truth against the

mockups using the thermal state and the squashed state at
1.3W pump power are shown in Figs. 2(c) and 2(d).

Because of the classical computational overhead, we first
start from a subsystem with fewer output bosonic modes,
and gradually increase the subsystem size. We observe not
only all the Bayesian scores in Figs. 2(c) and 2(d) are
higher than zero, but also they show an evident increasing
trend as the subsystem size ramps up. The positive scores
demonstrate that the experimental GBS samples are more
likely generated from the ground-truth distribution rather
than these mockup distributions. More importantly, the
rising trend of the Bayesian score indicates a higher score
can be inferred for the full system. This increasing trend
could be understood from that, as subsystem size increases,
more complete information of the full system is incorpo-
rated into the Bayesian test, and therefore results in stronger
validation strength. Therefore, we conclusively infer that
for the full-mode system, though it is not directly com-
putable, stronger Bayesian confidence for the ground-truth
theory is expected.
We continue to investigate the power dependence of the

Bayesian test. In Figs. 2(e) and 2(f), the Bayesian validation
strength is plotted for three different pump laser powers
from 0.72 W to 1.3 W. The results show that the lower
pump power can generate higher Bayesian score. This is
expected because the thermal noise and photon loss
become increasingly sensitive with larger squeezing param-
eters [18].
Another important tool for characterizing the GBS is the

correlation function. The k-order correlation function is
recursively defined as

κðX1X2 � � �XkÞ ¼ EðX1X2 � � �XkÞ −
X

p∈Pk

Y

b∈p

κ½ðXiÞi∈ b�

ð2Þ

where Xk represents the experimental measurement oper-
ator at the kth output mode, and Pk represent all partitions
of the set f1; 2;…; kg excluding the universal set. Based on
the correlation function, we validate our experimental
samples against other recently proposed mockups based
on approximating the experimental GBS through low-order
marginal distributions [21].
Reference [21] proposed a greedy algorithm to sample

from a distribution that approximates all first- and second-
order correlations of the experiment, which we call a
greedy sampler below. The same work also used the
single-mode marginals and two-mode correlations to con-
figure a Boltzmann machine for sampling under the
Thouless, Anderson, and Palmer (TAP) mean field approxi-
mation. These methods can be generalized to higher orders
in principle, but a full enumeration of all the marginal
probabilities of the chosen order is required, which grow
combinatorially, and thus limits it within the low-order
regime. However, these mockups do not capture higher-
order correlations, and can thus be ruled out from this
aspect.
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In Figs. 3(a) and 3(b), we directly compare the third-
order correlation functions between the experimental sam-
ples at the QCA regime and the mockup samplers from the
order-2 greedy and the order-2 TAP samplers. The statistics
of the experimental samples agree with the ground truth
where they cluster around the identity line at 45°, whereas
the mockup samplers’ third-order correlations show sig-
nificant divergence from the ground-truth predictions.
Additionally, Ref. [17] designed the IPS sampler, which

was shown to yield a higher heavy output generation
(HOG) score than the mockups using the thermal states
and distinguishable photons. We compare the second-order
cumulants of the sampler with the experimental results in
Fig. 3(c), where the IPS sampler shows an evident deviation
from the results of the ground truth and the experimen-
tal data.
The last mockup to be ruled out is the recently proposed

treewidth sampler [22] which can use local connectivity of
the circuits to reduce the overhead of classical approximate
sampling. The sampler could generate a higher HOG score
than some GBS experiments, which, however, is due to the

limitation of HOG test itself. In fact, one can show that
the treewidth mockup sampler can even yield a higher
HOG score than an ideal ground-truth sampler (see
Supplemental Material [44]), which therefore makes the
test unreliable [23] (related arguments on the limitation of
the cross-entropy benchmarking in random circuit sam-
pling have also been reported [49,50]). Thus, it is necessary
to rule out the treewidth mockup in other ways. In Fig. 3(d),
we show the second-order correlation of a treewidth
mockup (with a propagation length of 65) and the exper-
imental sampler. The former deviates significantly from the
ground-truth theory, and is thus unambiguously ruled out.
As a complementary test, we also show in Fig. 3(e) the

second order correlation of the experiment, the thermal
state, and the squashed state mockup. The correlation of the
experiment, with two-norm distance D ¼ 0.040 and slope
K ¼ 1.006, clearly agrees with the ground truth better the
thermal state mockup (D ¼ 0.275, K ¼ 2.108) and the
squashed mockup (D ¼ 0.052, K ¼ 1.110).
Having excluded all currently proposed mockups, we

now benchmark the classical computational cost to

(a) (c) (e)

(b) (d) (f)

FIG. 3. Correlation function analysis. The experiment clearly exhibits a better agreement with the ground truth than the mockups, with
two-norm distance D and slope K (marked in colored dashed lines on each plot). (a),(b) Three-order correlation function in the scatter
plot showing the experiment (D ¼ 0.0054, K ¼ 1.008), the greedy sampler (a) (D ¼ 0.0062, K ¼ 1.650), and the TAP sampler
(b) (D ¼ 0.0067, K ¼ 1.501) in comparison versus the ground-truth theory. For (a) and (b), 10 million samples are used for estimation
of the experimental and mockup’s correlation. All three-order correlation functions of 144 out of 1152 modes (one from each one-to-
eight fan-out mode) are displayed. (c),(d) Scatter plot of the two-order correlation function of the experiment (D ¼ 0.045, K ¼ 1.004),
the IPS sampler (c) (D ¼ 0.254, K ¼ 1.544), and the treewidth sampler (d) (D ¼ 0.739, K ¼ 0.733), versus the ground-truth theory. In
(c) and (d), all pairs of 1152 modes are displayed, and 10 million samples are used for estimation of the experimental correlation whereas
the exact theoretical value is used for the mockup samplers. (e),(f) The two-order correlation function of the experiment (D ¼ 0.040,
K ¼ 1.006), the thermal state mockup (e) (D ¼ 0.275, K ¼ 2.108), and the squashed state mockup (f) (D ¼ 0.052, K ¼ 1.110) versus
the ground truth theory, in 144 coarse-grained modes. In (e),(f), 10 million samples are used for estimation of the experimental
correlation and the mockup samplers’ correlation. All data are from the highest power (1.30 W) experiment.
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simulate a noiseless version of our GBS experiment. Our
pseudo-photon number resolving detection scheme can be
modeled by treating all the 1152 fan-out bins as individual
output modes, each with threshold detection. We can use
results from [17] to exploit the fact that different output bins
corresponding to the same optical mode result in repeated
entries in the loop Hafnian during the simulation, further
reducing the dominant computational cost to

TðN⃗Þ ¼ 1

2
CFrontierMN3GN=2 ð3Þ

where N⃗ ¼ fn1; n2;…; n144g represents the PPNRD sam-
ple with ni being the photon-click number of the ith mode,
N is the number of clicked modes, M is the mode number,
G ¼ ½ΠM

i ðni þ 1Þ�1=N , and CFrontier is estimated based on
[12]. The addition of PPNRD therefore substantially
increases the computational complexity of our experiment
compared to threshold detection (which always hasG ¼ 2),
due to the strong increase in the number of registered
detection events.
We now estimate the time cost on Frontier, currently the

most powerful supercomputer. For each sample of our high
power experiment, we estimate it would on average take
Frontier at least ∼600 yr to generate using the exact
methods, while it only takes our machine 1.27 μs to
produce a sample, showing an overwhelming QCA of

1.5 × 1016. Moreover, the hardest sample from our experi-
ment would take Frontier more than ∼3.1 × 1010 yr to
generate using an exact algorithm. We show in Fig. 4 the
distribution of the estimated classical overhead of all the
experimental samples. We hope future work will further
consider realistic experimental imperfections such as pho-
ton loss and partial photon distinguishability for a better
benchmark [51].

Note added.—Recently, we became aware of a related
theoretical proposal for balanced-fan-out PPNRD
GBS [54].

The dataset of this experiment can be accessed via [53].
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