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This paper presents a novel approach for distributed management of energy communities. The proposed method
utilizes a stochastic profile steering algorithm as a greedy heuristic. The optimization process considers random
parameters such as local forecasted demand, photovoltaic (PV) production, and the initial energy of electric
vehicles (EVs) as embedded scenarios. Profile steering coordinates the flexible electricity assets within an
energy community by determining the contribution of each prosumer’s profile to the average value of the
objective function. It iteratively selects the prosumer that contributes the most until no further improvements
can be made. This process scales linearly with the number of controllable prosumers and can achieve various
community-level objectives, such as maximizing self-sufficiency or minimizing aggregated cost-of-energy, even
when dealing with non-convex optimization problems for modeling each prosumer’s local energy management
system. The outcome of the proposed method optimizes the average value of the community’s objective while
ensuring that grid limitations are met within a specified probability. The proposed method is evaluated through
simulations involving small-scale communities (5 households) and large-scale communities (100 households).
The results demonstrate the efficiency, flexibility, and scalability of the proposed method, as well as its ability
to reschedule the aggregated demand to ensure that grid limits are not violated with at least a 95% probability.

1. Introduction which does not require a local sharing interaction between agents,
but it asks for a physical proximity among them and the presence of
renewable energy resources. Hence, For the sake of clarity, in our study,

we define an energy community as a group of prosumers interconnected

Electric vehicles (EVs), renewable energy sources (RESs), and bat-
tery energy storage systems (BESSs) are becoming increasingly acces-

sible for homes and small businesses. The intelligent coordination of
multiple prosumers who own such flexible energy assets is a logical
next step in integrating renewable energy into smart grids [1]. This
coordination is convenient for distribution system operators (DSOs), as
it makes it easier to manage the high penetration of distributed gener-
ation (DG) and to reduce the needed upgrades to their networks [2].
Prosumers also benefit from it, as it makes it easier to sell excess energy
back to the grid and participate in energy markets while meeting their
own energy needs [3].

As a result, the concept for energy community emerges, and it stems
from the definition given by [4] which describes energy communities
as non-commercial legal entities, based on open and voluntary participation,
which are autonomous, and effectively controlled by shareholders or mem-
bers that are located in the proximity of the renewable energy projects that
are owned and developed by that legal entity. This is a broad definition
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within the same electrical network, sharing a common interest in their
aggregated energy usage.

In literature, several works propose intelligent management strate-
gies for energy communities using centralized approaches [5-10]. Here,
a central controller collects information from prosumers and schedules
the operation of flexible electricity assets based on selected objectives
and constraints. The controllable devices follow the profile sent by the
central agent. This profile can be defined based on price signals, market
rules, and short-term load and RES forecasts. Discrepancies between the
planned and the realized profile are settled by the main grid. However,
such centralized approaches can be inconvenient as they can potentially
violate privacy concerns and be a single point of data vulnerability.
They may also be less adaptable and scalable than decentralized and
distributed methods for large energy communities [11].

Received 29 June 2023; Received in revised form 21 February 2024; Accepted 30 March 2024

Available online 6 April 2024

0142-0615/© 2024 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).


https://www.elsevier.com/locate/ijepes
https://www.elsevier.com/locate/ijepes
mailto:j.c.lopezamezquita@utwente.nl
https://doi.org/10.1016/j.ijepes.2024.109973
https://doi.org/10.1016/j.ijepes.2024.109973
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijepes.2024.109973&domain=pdf
http://creativecommons.org/licenses/by/4.0/

J.C. Lopez et al.

Distributed intelligent aggregation may be a more suitable approach
in this context. Many of these solutions are based on multi-agent sys-
tems (MAS) and mathematical decomposition techniques. MAS strate-
gies distribute the process among agents, such as prosumers, aggre-
gators, DSOs, and regulators, allowing them to operate independently
under their own rules and constraints. In [12,13], the authors proposed
a MAS for energy communities, where prosumers establish their con-
sumption patterns based on individual preferences, and a community
manager agent uses these signals to trade with external retailers. How-
ever, the method in [12,13] does not consider consensus among the
agents, i.e., the internal optimization process made by each residential
agent is not influenced by the others’. A similar work that considers
the stochastic nature of the problem is proposed in [14], but the
consensus among agents is still not considered. In [15], the authors
proposed a MAS approach in a multi-layer framework; however, the
strategic behavior of prosumers is based on hard-to-obtain parameters
that establish the agents’ sensitivity to price signals. MAS approaches
allow agents to share limited information for mutual benefit, such as
price signals from regulators and capacity limits from DSOs. MAS-based
approaches are often favored for distributed management of energy
communities due to their scalability and flexibility [13]. Security ori-
ented [16,17] and event-based [18] methods have also been proposed
in the past. However, the limited interaction among agents in previous
works can make it difficult to guarantee community-level optimality
and grid-limit feasibility, especially when forecast inaccuracies are not
taken into account.

On the one hand, mathematical decomposition techniques, such as
Benders’ decomposition [19,20] and the alternating direction method
of multipliers (ADMM) [21-24], have also been employed for ag-
gregating energy communities. These iterative methods break down
the centralized optimization model into smaller subproblems that are
solved by individual agents. Bi-level [25] and tri-level [26] optimiza-
tion models can also be decomposed to integrate multiple objectives.
For instance, prosumers within the energy community can minimize
their local emissions while the aggregator aims to maximize its profit in
energy trading. However, the convergence of mathematical decomposi-
tion techniques to an optimal solution depends on the convexity of the
centralized version of the problem. Therefore, if non-linear (and even
non-analytical) constraints are necessary to model the optimization
problem solved by each prosumer, these techniques cannot be applied
unless a convex version of the problem can be formulated.

On the other hand, previous works on distributed management of
energy communities have overlooked the crucial aspect of uncertainty.
Solely relying on average values of random variables, such as EV
state-of-charge (SoC), short-term demand, and PV generation forecast,
using deterministic approaches can lead to grid limit violations if
the actual outcomes differ from the expected ones, as demonstrated
in [27]. Mathematical programming enables the incorporation of un-
certainty through stochastic and robust approaches. However, as shown
in [28], existing distributed optimization methods fail to combine the
advantages of both approaches to effectively address uncertainties.

In this context, the current state-of-the-art reveals a research gap
in distributed optimization methods for energy communities that en-
compasses: (a) stochasticity, (b) community-level optimization while
meeting energy requirements of prosumers, and that is (c) independent
of analytical expressions within the energy management system (EMS)
of prosumers.

Thus, this paper proposes a novel approach for aggregating dis-
tributed energy communities using stochastic profile steering, which is
a greedy heuristic algorithm. Profile steering coordinates flexible elec-
tricity assets within an energy system by considering the contribution
of prosumers to the community’s objective function [29]. The proposed
stochastic version treats local demand, PV production, and the initial
SoC of EVs as random variables with known scenarios and probabili-
ties. The distributed management optimizes the community’s objective
average value while ensuring grid limitations are met with a given
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probability. Unlike previous MAS approaches, the proposed decen-
tralized method requires consensus among prosumers’ decisions. This
enables achieving community-level objectives, such as maximum self-
sufficiency or minimum aggregated cost-of-energy, while maintaining
feasible operation within grid limits. Additionally, the profile steering
algorithm’s greedy nature allows the method to converge into a feasi-
ble optimized solution without requiring convexity in the prosumers’
optimization problem. Although profile steering has been previously
applied to solve distributed energy management problems [30,31],
this is the first adaptation that considers the stochastic nature of
the problem and probabilistic grid limits. Simulations illustrate the
characteristics of the proposed method using a small community of
5 households and demonstrate scalability with a large community of
100 households. To emphasize the contribution, details regarding the
physical implementation of the proposed method are omitted. How-
ever, authors in [32] present an implementation framework, defined
as “community flexibility aggregation”, which aligns with the proposed
method.

The contribution of the paper is: a novel version of the profile
steering algorithm as the main strategy for the distributed manage-
ment of energy communities, considering stochastic optimization and
probabilistic grid limits. This novel version of the profile steering al-
gorithm does not require each prosumer’s EMS to be represented using
convex (or even analytical) expressions. Instead, the algorithm grows
linearly with the number of prosumers and achieves community-level
objectives, such as maximum self-sufficiency or minimum aggregated
cost-of-energy.

2. Methodology
2.1. Notation

All variables and parameters employed in the mathematical pro-
gramming model are subscripted symbols, where subscript indices
represent the dependency on designated sets and superscripts establish
the device type. For instance, ef,};:ss is a BESS-related variable defined
for each element n € N and ¢ € T. Parameters and sets are denoted
in uppercase, while variables and indices are presented in lowercase.
Vectors (or profiles) are displayed in bold typeface, and subscript *
indicates the “optimized value of...”.

2.2. Stochastic management of energy communities

In this work, an energy community consisting of n € N prosumers
that own various flexible electricity assets (e.g. EVs, rooftop PV panels
with home BESSs, programmable loads, etc.) is considered. Each pro-
sumer owns a local energy controller with its own short-term demand
and PV forecasting. Thus, it is assumed that at each time 1 € T (where
T is a discrete planning horizon), a forecast of the demand (P,E,) and
the PV production (PPY) of each prosumer n is available. In general,
forecast models are imberfect and the estimation of random time series
is subject to uncertainty. To address this, a set of scenarios s € S can
be used, each containing possible realizations of the random variables
with known probabilities, based on which stochastic programming can
be applied within the local EMS of the prosumers [33].

As shown in Fig. 1, the profile of prosumer n, for a given scenario
s and time period ¢, is represented by x,,, in kW. In this case, the
prosumer’s total profile is determined by the sum of PEU, P;EY,;’ the
EV charging schedule, given by pEY , and the BESS schedule, given by
pf_';:ss. Here, we assume that the BESS profile does not depend on the
scenario s because its operation is established once, at the beginning
of the planning horizon, and fixed for the rest of the day and for
any possible realization of the random variables. As also indicated
in Fig. 1, pEXJ depends on parameters such as the scheduled time-of-
arrival (+2), the scheduled time-of-departure (tSep), the maximum EV

capacity (EEV), the maximum EV charging power (PEV), the initial
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Fig. 1. Illustration of the proposed distributed aggregation of energy communities and
the local stochastic EMS approach.
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Fig. 2. Scenario generation of the random variables.

energy of the EV at time-of-arrival (Eif‘si), and the duration of the time
period (4,) in hours. Note that EEV ™ is also considered to be a random
variable for which scenarios s € .S are given. Likewise, pt5S depends
on the home BESS parameters such as the charging (7]) and discharging

(n;) efficiencies, the maximum BESS capacity (EPESS), the maximum
BESS charging power (W), and the duration of the time period (4,)
in hours. Finally, it is assumed that the energy community is connected
to the main grid with limited capacity given by Pgrid,

As shown in Fig. 2, each prosumer has a set of stochastic scenarios
based on the realizations of the three random parameters: P,PY " Pf Y,,
and E}‘q“sl Assuming independence, the stochastic local EMS uses 27
scenarios with given probabilities represented by I7, ;. Note that P,P”
and Pf Y, are random time-series defined for the whole plannmg horizon
t € T, whereas E;“S‘ is only defined for the time of arrival @2m).
Specifying these scenarios and probabilities is not covered in this paper.
They can be obtained from historical data, forecast error analysis,
clustering, or expert systems [34].

The mathematical model for the stochastic EMS of energy com-
munities is given below by (1)-(15). Here, Uy, 1s the average profile
of prosumer n calculated by (2). The objectlve function is defined by
the community’s (or aggregator’s) objective, given by function F (-) in
(1). In this case, F (-) depends on the average aggregated consumption
(e, Y,en ﬂxml) over a specified planning horizon. Note that F (-) does

International Journal of Electrical Power and Energy Systems 158 (2024) 109973

not require being convex, or even analytical. For instance, the objective
could be to maximize the use of local RESs, minimize emissions, or
maximize profits from participating in electricity markets.

i {F (ZN ﬂ)} M

Subject to:
Hrpy = 0 X VieT.neN (2)
SES
BESS+ BESS™ EV
= Py Py + Prss
+P,,D” PRV VseS,teT,ne N (3)
oBESS _ oBESS | 4,
nt T Tnt-1 —_—
EBESS
n
BEsst _ | BEss— ).
X (n*p,,v,,l Pt ) ; Vi€T|,, .n€N (4)

0< eE],ESS <l
0 < pPESST 4 BESS™ < eSS, vieT,ne N (5)

BESS  BESS™ _ (). vteT,ne N (6)

nt nt
Y
EV _ JEV ni—1s EV 4.
Cpts =€ty T ="M, 43 Vse S,te TI,arr<,<,deP’” eN (7)
n
0<e <1 VseS,teT,ne N (8)

s =

0< Y, <PEV; vse S,1reT,neN (9)

EV _ (.
Purs =05 Vse S,te T|r<rarr or 1o € N(10)
EV.ini
v E% ini
Vo= ; Vs€ S,t€T|,_ar,ne N(11)
EEV "
n
EEV,fin
R Vs € S,t€T| gep.n€ N(12)
L1, 1=t
EEV n
n

Eq. (3) represents the power flow balance within household n,
for each time period ¢ and stochastic scenario s. Hereby, the BESS
charging schedule is separated into non-negative charging (pBESS ) and
discharging (pBESS ) flows. Egs. (4)—(6) determine the operation of the
BESS, based on the state-of-charge given by eb%SS [35]. As previously
stated, the equations governing the BESS do not depend on the set of
scenarios s € .S, as its operation is scheduled once at the beginning and
fixed for the rest of the planning horizon. Adopting a fixed BESS profile
for the upcoming 24 hours, rather than responding to the random
realization of local demand and renewable generation, offers the ad-
ditional advantage of smoother battery cycling. Additional constraints
can be incorporated into the model to further enhance this smoothness,
e.g., maximum charging/discharging rates. Consequently, unenforce-
able cycles and micro-cycling are eliminated, which contributes to the
extended cycle life expectancy of electrochemical batteries [36].

Egs. (7)—(12) are related to the EVs, in which whenever the vehicle
is available to charge, i.e., at 7 < < tﬁep, (7) and (8) determine the
operation of the EV charger. Naturally, if the EV is not available, zero
charging is imposed by (10). (11) defines the initial state—of—charge for
each scenario s € .S, based on the realization of EEV ini and (12) defines
the final state-of-charge that must be guaranteed at tsep. Parameter
E,f‘v’ﬁ" is a charging requirement that can be adjusted by each prosumer
based on their own preferences.

The standard deviation of each prosumer profile (02 ) is calculated
by (13). Therefore, (14) and (15) are the robust constralnts for the
aggregated demand of the energy community. These constraints can be
considered probabilistic constraints because, if a normal distribution of
the aggregated demand is assumed, the average value and two standard
deviations are guaranteed to stay within grid limits (i.e., within + Pgrid)
95% of the time, according to [37].

2
an Zn ( nt,s_”x,,y,> 5

VieT,ne N (13)
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> Hy,, +2 D 02 < p8id; vieT (14)
neN neN :
VieT (15)

_ perid — 2 .
PEe < Z ﬂxn,t 2 Z O-Xn.r’
neN neN

As demonstrated in (1)-(15), the overall energy management of
the community is formulated as a two-stage stochastic optimization
problem, where certain decisions and state variables depend on the
realization of each scenario [38]. These decisions and variables are
called “wait-and-see”, exemplified by the charging profile of each EV.
Others are deployed independently of each realization, categorized as
“here-and-now” decisions, such as the operation of the BESSs. Both
“here-and-now” and “wait-and-see” decisions and variables are si-
multaneously optimized through the two-stage stochastic optimization
problem to achieve average community-level objectives.

The non-linear non-convex programming model in (1)-(15) repre-
sents a centralized stochastic EMS for energy communities. The objec-
tive function (1) and the constraints (14) and (15) couple the oper-
ation of all the prosumers within the community. Thus, in order to
maintain each prosumer’s local information private and to make it
computationally scalable, a distributed version of the EMS is necessary.
Furthermore, since the local stochastic EMS used by each prosumer is
non-convex, mathematical decomposition techniques cannot be used
without altering the nature of the models.

2.3. Stochastic profile steering

In this subsection, we present a stochastic version of the profile
steering algorithm from [29] to distribute the optimization process
among prosumers within the energy community. Firstly, we introduce
an algorithm for stochastic management of energy communities that
ignores grid limits. Next, we introduce a second algorithm that consid-
ers grid limits but overlooks community objectives, focusing instead
on minimizing the probability of grid violations by the aggregated
demand. Finally, we present the stochastic steering algorithm, which
integrates the previous two algorithms into a single framework to
balance the optimization of community objectives and probabilistic
grid limits. It is worth noting that profile steering can also be developed
in a hierarchical structure in which multiple energy communities can be
distributionally optimized, or even the devices within each household
can be considered as independent agents [30]. This extensions will be
developed in future research works.

2.3.1. Stochastic EMS disregarding probabilistic grid limits
Let p, be the average power profile of prosumer n € N, where

By, = {”x,,,l’“‘ Hxy iy } Assume that u, represents the average ag-

gregated profile of the energy community, where p, = ¥ .y py -
Thus, the optimization problem around this profile p, is given by the
mathematical programming model in (16), in which the grid limits in
(14) and (15) are being neglected, and the objective function in (1) is
rewritten as F (u, ).

min {F (1))
f(pye) =1s.t (16)
2-12)

An algorithm for distributing (16) among prosumers is shown in
Algorithm 1. The initial average profile requested in line 1 can be
obtained by solving (16) with an individual objective function for each
prosumer, i.e., a fully decentralized approach. Line 2 calculates the
aggregated average profile pu,. Parameter § in line 3 represents the
maximum improvement and it is used as the stopping criterion of the
iterative process in lines 4 to 11. Lines 6 and 7 determine the candidate
average profile y} and its improvement 6} by solving (16) for each
agent n € N. Note that in the expression p, — p, + By, both p,
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Algorithm 1 Stochastic profile steering for energy communities,
disregarding grid limits

1: Request an initial average profile u, of each prosumer

2 Ifx = ZneN .uxn

3 5«00 > Initialize improvement
4: while § < ¢ do

5: for ne N do

6: ”i” - argminﬂxn f (”x - ”xn + I_lx,,)

7: o ‘-f(ﬂx)—f(ﬂx—llx"“'ll;n)

8: end for

9: n* < argmax, &,

100, < p 6«8
11: end while
12: Return p,

and p, are parameters, whereas ji, is the decision variable. Hence,
the calculations within lines 5 to 7 can be performed independently
by each prosumer in a distributed fashion, and hence executed in
parallel. In lines 9 and 10, the candidate average profile with the best
improvement (i.e., n*) is determined and the average profile with the
best improvement (i.e., y’;"* ) is updated. These calculations can be done
by an independent aggregator or by a separate agent that acts as the
community manager. Finally, the iterative process is repeated until the
best improvement & is lower than a given small threshold e. Algorithm
1 is a generalized stochastic adaptation of the profile steering approach,
in which scenarios and probabilities are necessary to calculate the
average profiles. Note that the nature of the problem in Line 6 does
not need to be convex or even analytical. As long as the optimization
process is able to provide feasible solutions for yj‘cn, Algorithm 1 will

return a better solution that the initial average profile [29].

2.3.2. Stochastic EMS considering probabilistic grid limits, disregarding the
community objective
Let o, be the standard deviation of the power profile of prosumer

n € N, where o, = {Gxnl’ Oy } Assume that o, represents the
standard deviation of the aggregated profile of the energy community,

where 6, = /YN ain, assuming i.i.d. In this case, it is possible to

use a different optimization function g (.o, ), given by (17), which
aims at minimizing the violation of probabilistic grid limits. Hence, the
original community objective F (-) is disregarded. Algorithm 2 presents
the adapted version of the stochastic profile steering used to minimize
grid limit violations. Note that Algorithm 2 is similar to Algorithm
1, with the additional updating of the standard deviation for each
prosumer’s profile o, , calculated using (13).

2 max Z Hy,, +2 o2 — perid
teT neN nen
_ an
—perid — Z Hy,, +2 z 62 .0
neN ' neN "
s.t.:
(2)-(13)

If a feasible solution for problem g (u,,o,) exists, specific limits
can be imposed on each prosumer n € N that contributes to the
optimization of (17), via (18) and (19):

grid _ perid _ _ 2 .
Py = psri Z 'uxn',r 2 2 O-Xn’.r’ Vne N (18)
n’EN\n/#" n’€N|n/#n

Pngrid — perid 4 Z T 2 z 0-)2(”,!; Vn e N (19)

8 (ﬂx?c’x) =

’ ’
n EN\M/#” n €N|”1¢n
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Algorithm 2 Stochastic profile steering with probabilistic grid limits,
disregarding the community objective

1: Request an initial p, and o, of each prosumer

2 Ifx = ZneN Hx,> Ox = ZneN Ox,

3 5« o0 > Initialize improvement
4: while § < ¢ do

5: for ne N do

6: ;4;”;", ain « argmini‘x” g (ﬂx —Hy, t By 05— 0y + &Xn)

7: 5;‘eg(ﬂx,ax)—g<ﬂx—ﬂx”+ﬂ*xn,0'x—axn+o-*x">

8: end for

9: n* < argmax, 6,

10: By, < ﬂzn*, oy, < 0':"*, 5« &7,

11: end while
12: Return p, and o,

Eventually, these values Pﬂgrm1 and P,,grid can be used to impose local
probabilistic limits per prosumer as:

Hy,, +20, < PE Vne N (20)

Y Vne N 21

Xn,t Xnt?
2.3.3. Stochastic EMS considering probabilistic grid limits

Algorithm 3 summarizes the complete deployment of the proposed
stochastic profile steering for energy communities, considering both the
community objective and probabilistic grid limits. In Line 1, Algorithm
1 is used to optimize the operation of the community disregarding grid
limits. Then, the amount of probabilistic grid violations are assessed
by g* in line 2. As indicated in lines 3 to 7, if grid violations exist
(i.e., if g* > 0), Algorithm 2 is used for searching for a feasible solution.
Otherwise, the updated values of u, and o, are returned and the
algorithm ends. Then, from line 8 onward the stochastic profile steering
algorithm is used to optimize the aggregated profile considering the
imposed local probabilistic limits per prosumer given by (20) and (21).
Note that in every new iteration, line 11 updates the local limits based
on the updated profiles. Since these limits are added to the optimization
model as new constraints (see line 12), the average profile plus and

minus two standard deviations is bounded by Pfrid and Pngrid. The
computations in lines 11 to 13 can be deployed in parallel by each
prosumer independently.

The relationship between the three algorithms presented in this pa-
per is shown in Fig. 3. All three algorithms have similar computational
complexity, as they each require optimizing the local stochastic EMS
for each prosumer. This optimization can be achieved using classical
non-linear programming methods or modern heuristics. However, the
overall computational burden of profile steering grows only linearly
with the number of prosumers, making it highly scalable [30]. Finally,
since the centralized version of the problem is bounded, convergence is
guaranteed because, eventually, the individual improvements will not
be able to reduce the incumbent best value of the objective function
beyond the threshold. This does not imply that the optimal solution
of the centralized version of the model has been found; instead, it
indicates that the decentralized optimization process has reached a
consensus, where the community-level objective cannot be further
improved by any individual contributions. Given that global optimality
is not guaranteed, the profile steering algorithm can be considered
a greedy heuristic approach. Its advantages include its reliance on
deterministic methods (eliminating the need for random exploration)
and its structure is suitability for distributed control.

3. Tests and results

In order to show the performance of the proposed method, a small-
scale energy community with 5 households is used in this subsection

Algorithm 3 Stochastic profile steering with probabilistic grid limits

1: Call Algorithm 1 and calculate o, using (13)

2! gt « Zmax z Hy,, 2 Z afw — perid _perid _ Z Hy,, +2 Z 53’”,0
teT neN neN neN neN

3: if g* > 0 then

4: Call Algorithm 2

5: else

6: Return u, and o,

7: end if

8: 6« oo > Initialize improvement
9: while § < e do
10: forne N do
11: Calculate Pfrid and P,,grid using (18) and (19)
12: ,u;n — argmini‘xn {f (ﬂx — Hy, + ﬂxn) |(20) and (21)}
13: &= fme)—f (#x — Ky, + ;4;")
14: end for
15: n* < argmax, 6,
16: Hx, < My > Oy <O R

17: end while
18: Return u, and o,

Algorithm 3

g

~

Algorithm 1
(line 1)

Probabilistic grid
limit violations?
(lines 2-7)

Algorithm 2 ) X
(line 4) End

J

Impose individual grid limits (P"g"d

and PE% to all prosumers

Stochastic profile
steering with probability
grid limit (lines 8-17)

[
RS

Fig. 3. Relationship between the proposed algorithms.

(see Fig. 4). Hereby, each household contains different configurations
of flexible electricity assets (e.g., household A0 owns a rooftop PV,
whereas household A3 owns a rooftop PV with BESS and an EV). The
used sizes and EV scheduling information are shown in Table 1. Table 1
presents the electricity requirements of the prosumers. Notably, the
maximum demand PP and PV generation PPV represent the highest val-
ues from both day-ahead forecasts. However, each prosumer possesses
a unique load profile that is only known to its local EMS since these
values are not shared in the distributed control process. As illustrated
in Fig. 2, each local EMS establishes its own set of stochastic scenarios
(and their probabilities) based on the realizations of the three random
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30 kW

Fig. 4. Small-scale energy community with 5 households, multiple flexible electricity
assets, and Pgrid = 30kW.

Table 1

Parameters of the small-scale energy community in Fig. 4.
Household (1) A0 Al A2 A3 A4
PP [kW] 9.1 2.6 5.5 8.5 8.5
PPV [kW] 9.2 8.1 7.2 7.7 7.5
EPESS [kWh] - 50.0 - 20.0 -
PBESS [kW] - 10.0 - 10.0 -
E™ [kWh] - - 50.0 50.0 50.0
PEV [kW] - - 7.7 7.7 5.0
2 [time] - - 16:15 h 17:00 h 14:45 h
2 [time] - - 06:00 h 08:00 h 09:15 h

variables: P2 , PV and E, for each n € N,s € S. Furthermore, a

n,s,t?> " ns,t’

grid limit of Pgtid = 30kW has been imposed. The discrete planning
horizon T consists of 96 intervals of 15 min for day-ahead planning.
Other parameters, not given in Table 1, are ;1;’ = 090, n; = 0.98,
7BV = 090, for all n € N and 6, = 0.25h, for all 1 € T. The final
charging requirement is given by E,]::V’ﬁ“ = ﬁ which guarantees that
all EVs must be fully charged at 12, for all » € N. Simulations have
been run using a 32-core server with Intel(R) Xeon(R) CPU E5-2630
v3 @ 2.40 GHz, with 128 GB of RAM. The non-linear programming
solver ipopt [39] has been used to solve the optimization models
within the algorithms. Note that ipopt does not guarantee global
optimality. However, as the proposed approach is a greedy algorithm,
it will converge to an optimized solution for the problem as long as the
local solutions remain feasible.

For this subsection, the objective of the community is to maximize
self-sufficiency, which can be attained by setting F (p,) = |[lp,ll3
in (16). An initial schedule for each prosumer is obtained by using
an individual objective function, per prosumer, given by F, (u,) =

min { (1758 ||§} ,Vn € N. Three different studies have been conducted:

Case 1: optimized distributed energy management neglecting proba-
bilistic grid limits (i.e., Algorithm 1);

Case 2: distributed energy management with probabilistic grid limits
but neglecting the objective of the community (i.e., Algorithm
2);
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Case 3: optimized distributed energy management with probabilistic
grid limits (i.e., Algorithm 3).

The top graph in Fig. 5(a) compares the initial aggregated demand
(in red) with the final optimized demand (in black) of the energy
community after solving Case 1. The comparison includes the shad-
ows that depict two times the standard deviation of both time-series,
representing 95% of the plausible realizations. The grid limits Pgtd =
+30kW are depicted by two red dashed lines. The shapes of the initial
aggregated profile and the distributed solution are similar, but the final
profile has a smoother behavior imposed by the maximization of the
community’s self-sufficiency. During peak demand times (from 18:00 h
to 23:00h) and peak PV generation times (from 10:00 h to 14:00 h), the
initial profile has more pronounced peaks and valleys. This leads to a
higher likelihood of the average initial aggregated demand violating
grid limits around 20:00h and a high chance of non-compliance at
noon. Despite the solution improving the likelihood of avoiding grid
violations in Case 1, there are still chances of non-compliant aggregated
profiles since probabilistic grid limits are not imposed by Algorithm 1.

The middle graph in Fig. 5(b) shows the results of Case 2, which
minimizes the probability of grid violations by rescheduling consump-
tion from the afternoon and around 20:00h to late at night. Moreover,
grid violations at noon are also minimized by increasing the magnitude
of the power used to charge the available BESS at that time. The
bottom graph in Fig. 5(c) shows the solution obtained for Case 3, which
further optimizes the aggregated profile considering the objective of the
community and imposed limits. The final profiles for Cases 2 and 3 are
very similar. However, one can notice that variance of the final solution
is reduced during the evening and increased in the morning when the
probability of grid violations is almost zero, resulting in an aggregated
profile that maximizes of self-sufficiency with a 95% probability of
avoiding grid violations.

Fig. 6 compares different individual scheduling profiles for house-
hold A3, which has a PV panel, a home BESS, and an EV. The initial
profile (see Fig. 6(a)) flattens average consumption in the evening and
night and distributes variance evenly across scenarios. The BESS profile
shows that it charges the most around noon and discharges in the
evening to maximize the use of PV generation during peak demand. The
EV profiles show that it starts charging at 23:00h with low intensity,
and exponentially increases to be fully charged by 08:00h. The BESS
is also slightly charged during the night such that it is able to prevent
increasing the average demand in the morning when non-controllable
consumption is high and PV is not yet available.

The results of three distinct cases are also shown in Fig. 6. In
Case 1, Fig. 6(b) displays a less flattened consumption pattern, which
is attributed to the influence of the other prosumers. This leads to
a deeper charging and discharging of the BESS during the course of
the day. Furthermore, the charging profiles associated with the EV are
mostly dependent on the initial state-of-charge, whereas the influence
of the demand and the PV forecast errors is very small. Case 2, depicted
in Fig. 6(c), presents a different utilization of the flexible electricity
assets. In this scenario, the objective is no longer to maximize self-
sufficiency, but rather to stay within the probabilistic grid limits. This
results in the operation of both the BESS and the EV during the
peak demand period (i.e. between 17:00h and 22:00h) in order to
minimize the variance around that time and reduce its impact on the
aggregated profile. Finally, Case 3, shown in Fig. 6(d), exhibits a similar
configuration as in Case 2. However, in this scenario, the EV has more
distinguishable profiles. This is because the probability of grid limit
violations during nighttime is negligible, and the algorithm focuses
on maximizing self-sufficiency instead of adhering to probabilistic grid
limits.

Fig. 7 shows the convergence process for Case 3. Note that three
convergence profiles are performed in sequence. Algorithm 1 (blue
zone) for initialization, then Algorithm 2 (green zone) for minimizing
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(a) Case 1: Initial and final profiles.
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(c) Case 3: Initial and final profiles.

Fig. 5. Aggregated demands of the small-scale energy community.

grid violations, and then lines 8-17 (red zone) in Algorithm 3 which
performs the profile steering with probabilistic grid limits.

3.1. Minimizing the aggregated cost-of-energy

The objective of stochastic profile steering, as described in Sec-
tion 2.3, can be adjusted based on community goals. Instead of max-
imizing self-sufficiency, the aggregator could opt for a minimization
of the average aggregated electricity cost while ensuring probabilis-
tic grid limits. Excess energy is sold at the same price of purchase.
The cost-of-energy shown in Fig. 8 is used to penalize residential
consumption during peak hours, and it is often known as a static time-
of-use tariff [40]. Thus, (16) is given by F (u,) = ¢’ p,, where ¢ =
{c), ... ’C|T|} is the cost-of-energy at each time period, in m.u./kWh.
Fig. 9 compares the initial profile with the optimized energy manage-
ment using Algorithm 3, in which the initial profile is obtained by using
an individual objective function, per prosumer, given by F, (u,) =
min {cT My, } ,Vn € N. As expected, consumption during peak demand
is heavily minimized due to the time-of-use tariff. However, the initial
approach violates grid limits at 17:00h, at 23:00h, and even at noon
with a probability higher than 60%. The final optimized profile, on
the other hand, maintains the aggregated profile within grid limits,

while reducing the average consumption as much as possible when the
cost-of-energy is at its highest (i.e., between 17:00h and 21:00 h).

3.2. Large-scale energy community with 100 households

To test the scalability of the developed algorithm, an energy com-
munity with 100 households has been considered. The objective of
the community is to maximize self-sufficiency, which is represented
by the function F (p,) = |lull3 in (16). All households have a di-
verse set of flexible electricity assets, demand and PV profiles, and EV
requirements. Furthermore, the grid limit is Pg"d = 300kW. Solving
this instance using Algorithm 3 in a sequential manner (i.e., one
household per time) took 123.2h. Thus, dividing this sequential simu-
lation across 100 independent controllers results in a practical time of
73.9 min. Additionally, solving the centralized problem using ipopt
proved infeasible due to reaching the maximum iteration limit without
convergence.

The initial (in red) and the final (in black) aggregated profiles are
shown in Fig. 10. As can be seen, in the initial decentralized solution,
there is a risk of grid limit violations during peak hours (i.e., be-
tween 20:00h and 21:00h), and most of the energy locally produced
in the energy community is not consumed internally, i.e., poor self-
sufficiency. On the other hand, the final solution eliminates this risk of
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Fig. 6. Individual profiles for household A3, including the aggregated demand per scenario, BESS energy and power, and EV dispatch per scenario.
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Fig. 7. Convergence process of Case 3 (i.e., Algorithm 3).

grid violations by distributing most of the EV charging throughout the
night, and maximizes self-sufficiency by “squeezing” the aggregated de-
mand towards zero. Finally, it is important to note that comparing the
proposed algorithm with other MAS-based approaches is not justified as
others methods either do not account for uncertainty and probabilistic
grid limits, or do not involve consensus among prosumers, leading to
solutions similar to the un-optimized initial solutions presented in this
paper.

Fig. 11 shows the convergence process. As expected, the three
iterative processes are performed in sequence. Algorithm 1 (blue zone)
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Fig. 8. Time-of-use tariff for the minimal cost-of-energy case.

for initialization, then Algorithm 2 (green zone) for minimizing grid vi-
olations, and then lines 8-17 (red zone) in Algorithm 3 which performs
the profile steering with probabilistic grid limits.

4. Conclusions

This paper introduces a new approach for distributed power aggre-
gation within an energy community: stochastic profile steering. Based
on a given goal of an aggregator (or the community itself), and by
coordinating flexible electricity assets owned by the local prosumers,
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Fig. 11. Convergence process of Algorithm 3 for the large-scale community.

this approach optimizes the average value of the objective function
while meeting grid limitations with a given probability. The proposed
stochastic version considers local demand, PV production, and EVs

International Journal of Electrical Power and Energy Systems 158 (2024) 109973

as random variables, and its potential is illustrated through simula-
tions of a small (5 households) and a large (100 households) energy
community.

Since the proposed method is a greedy heuristic that can optimize
the energy community operation even when the local EMS is non-
analytical, comparing it with distributed mathematical programming
methods, such as ADMM, is unnecessary, as profile steering offers
broader applicability. Nevertheless, if the centralized problem formula-
tion is analytical and strictly convex, ADMM should be employed due to
its optimality guarantee. However, if this is not the case, the proposed
approach is more suitable.

Moreover, the proposed algorithm grows linearly with the num-
ber of prosumers and it can be used for different community-level
objectives, such as maximum self-sufficiency or minimum aggregated
cost-of-energy. Results demonstrate the effectiveness, flexibility, and
scalability of the proposed method. Finally, the adaptation of the pro-
posed method for multi-carrier systems, multiple energy communities,
and peer-to-peer markets are natural extensions for future research.
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