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A B S T R A C T   

This paper presents a semantic edge-aware multi-task neural network (SEANet) to obtain closed boundaries when 
delineating agricultural parcels from remote sensing images. It derives closed boundaries from remote sensing 
images and improves conventional semantic segmentation methods for the extraction of small and irregular 
agricultural parcels. SEANet integrates three correlated tasks: mask prediction, edge prediction, and distance 
map estimation. Related features learned from these tasks improve the generalizability of the network. We regard 
boundary extraction as an edge detection task and extract rich semantic edge features at multiple levels to 
improve the geometric accuracy of parcel delineation. Moreover, we develop a new multi-task loss that considers 
the uncertainty of different tasks. We conducted experiments on three high-resolution Gaofen-2 images in 
Shandong, Xinjiang, and Sichuan provinces, China, and on two medium-resolution Sentinel-2 images from 
Denmark and the Netherlands. Results showed that our method produced a better layout of agricultural parcels, 
with higher attribute and geometric accuracy than the existing ResUNet, ResUNet-a, R2UNet, and BsiNet 
methods on the Shandong and Denmark datasets. The total extraction errors of the parcels produced by our 
method were 0.214, 0.127, 0.176, 0.211, and 0.184 for the five datasets, respectively. Our method also obtains 
closed boundaries by one single segmentation, leading to superiority as compared with existing multi-task 
networks. We showed that it could be applied to images with different spatial resolutions for parcel delinea-
tion. Finally, our method trained on the Xinjiang dataset could be successfully transferred to the Shandong 
dataset with different dates and landscapes. Similarly, we obtained satisfactory results when transferring from 
the Denmark dataset to the Netherlands dataset. We conclude that SEANet is an accurate, robust, and trans-
ferable method for various areas and different remote sensing images. The codes of our model are available at htt 
ps://github.com/long123524/SEANet_torch.   

1. Introduction 

Agricultural parcels serve as basic units for conducting agricultural 
practices and applications (Belgiu and Csillik 2018; Kocur-Bera 2019). 
Many regions and countries have established regional and national da-
tabases of agricultural parcels (Boryan et al. 2011; Teluguntla et al. 
2018). Conventional collection of information on agricultural parcels 
mainly relies on field surveys and manually digitizing remote sensing 
images. Such approaches are time-consuming and labour-intensive. It is 
thus challenging to acquire updated information regarding agricultural 
parcels for large areas. Nowadays, a vast amount of remote sensing 
images covering various spatial, spectral, and temporal resolutions, is 
available to the public, promoting the demand for automatically 

deriving agricultural parcels from these images (Jong et al. 2022; Per-
sello et al. 2019; Tang et al. 2020). 

In the past, many studies have been conducted on agricultural parcel 
delineation using remote sensing images (Masoud et al. 2020; Stein et al. 
2016; Xu et al. 2019; Zhang et al. 2021). Delineating the boundaries of 
agricultural parcels has long been considered an edge detection prob-
lem, for which the Sobel and Canny edge filters are suited (Robb et al. 
2020; Watkins and Van Niekerk 2019a). Edges thus detected are sensi-
tive to high-frequency noise, resulting for instance in false edges. Post- 
processing, such as edge smoothing and connection, can improve the 
quality of detected edges (Rydberg and Borgefors 1999). Recent studies 
investigated using advanced edge detectors for parcel extraction. For 
example, Crommelinck et al. (2017) used a hierarchical edge detector 
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based upon the globalized probability of boundary to extract land par-
cels from fine-resolution unmanned aerial vehicle (UAV) images. These 
edge detection methods highlight the edge characteristics regarding 
high-frequency singles in intensity, color, and texture. So far, high-level 
semantic features of the region of interest enclosed by field boundaries 
are insufficiently exploited. These methods also tend to obtain unclosed 
boundaries for detected image regions, leading to a low degree of ac-
curacy in extracting agricultural parcels. 

An agricultural parcel identified from a remote sensing image, refers 
to an image region. To make full use of high-level features of image 
regions, object-based image analysis methods have been preferably 
used. They merge a group of adjacent pixels to form a homogenous 
image object, corresponding to image segmentation (Belgiu and Drǎguţ 
2014). Many features regarding the spectral, textural, geometrical, and 
spatial properties of image objects can be extracted for identifying 
agricultural parcels, for which machine learning algorithms like random 
forest and support vector machine are commonly used (Cai et al. 2022; 
Garcia-Pedrero et al. 2017; Lebourgeois et al. 2017; Li et al. 2022). 
Lebourgeois et al. (2017) conducted a multi-resolution segmentation to 
obtain image objects from high-resolution images and used a random 
forest to extract agricultural parcels based upon spectral and textural 
features. A challenge in using object-based methods is to obtain suitable 
image objects by means of adequate image segmentation, as poor seg-
mentation may increase the uncertainties of information extraction 
based upon objects (Hay et al. 2003). Moreover, typical errors generated 

by edge-based (e.g., unclosed boundaries) and object-based methods (e. 
g., imperfect image objects) limit the use of these methods for parcel 
delineation over large areas (Watkins and Van Niekerk 2019b). In 
addition, hybrid methods combining edge detection and image seg-
mentation have been investigated for delineating agricultural parcels 
(Cheng et al. 2020; Rydberg and Borgefors 2001; Watkins and Van 
Niekerk 2019b). Rydberg and Borgefors (2001) combined a gradient 
detector with clustering methods to delineate parcel boundaries. Muel-
ler et al. (2004) combined a region-growing algorithm to merge ragged 
edges to improve the boundaries of delineated parcels. 

Recently, deep neural networks have been increasingly used to 
extract agricultural parcels from remote sensing images own to their 
powerful abilities in extracting high-level semantic features, particularly 
using convolutional neural networks (CNNs) (Lu et al. 2022; Taravat 
et al. 2021; Zhang et al. 2020). Using a CNN for parcel extraction typi-
cally refers to semantic segmentation, which distinguishes pixels 
assigned to agricultural parcels from others. For instance, Persello et al. 
(2019) used a popular encoder-decoder model to extract parcel 
boundaries from high-resolution satellite images. Zhang et al. (2021) 
used a modified R2UNet to extract parcels from Sentinel-2 satellite im-
ages. Potlapally et al. (2019) used a double-branch network to extract 
agricultural parcels. Furthermore, multi-task neural networks that learn 
multiple correlated tasks through a joint representation have been used 
to improve parcel extraction (Waldner and Diakogiannis 2020; Waldner 
et al. 2021). Waldner and Diakogiannis (2020) developed a multi-task 

Fig. 1. Overview of the study areas including three areas in Shandong (SD), Xinjiang (XJ), and Sichuan (SC) provinces of China (CN), one area in Denmark (DK), and 
one area in the Netherlands (NL). A-M refers to agricultural parcel examples. 
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network (ResUNet-a) integrating a core task with two auxiliary tasks to 
optimize feature learning for agricultural parcels. Waldner et al. (2021) 
proposed a ResUNet-a variant, called FracTAL ResUNet, based upon 
fractal attention, to further improve parcel delineation for large areas. 
Long et al. (2022) developed a lightweight multi-task network (BsiNet) 
using a single encoder-decoder, achieving state-of-the-art extraction 
accuracy and efficiency. Nevertheless, an unsolved issue is that parcels 
extracted by existing methods inevitably have either unclosed bound-
aries, incomplete boundaries, or both. Previous studies have justified the 
use of edge information for parcel extraction, but they mainly extract 
edge information at the global (context) level, failing to integrate local- 
level edge information (Long et al. 2022). Relevant works unifying edge 
detection and semantic segmentation for enhancing information 
extraction using remote sensing images include Cheng et al. (2016), 
Marmanis et al. (2018), and Heidler et al. (2021). For instance, Heidler 
et al. (2021) combined edge detection and semantic segmentation to 
extract deep edge features to identify coastlines from Sentinel-1 images 
in the Antarctic. To the best of our knowledge, no previous studies have 
been carried out to consider local and global multi-level semantic edge 
information for agricultural parcel delineation. 

This paper aims to develop a semantic segmentation network for 
agricultural parcel delineation from remote sensing images, with 
particular attention to extracting parcels with regularized and closed 
boundaries. We build a semantic edge-aware multi-task neural network, 
called SEANet, to enhance the extraction of local and global features 
regarding the edge and of thematic information regarding agricultural 
parcels. Compared with conventional CNNs, SEANet fully uses semantic 
edge features at both the local and global levels, improving the geo-
metric accuracy of agricultural parcel delineation. The novelty of this 
study lies in the following:  

1) It presents a semantic edge-aware multi-task neural network to 
effectively obtain closed-boundary agricultural parcels from remote 
sensing images;  

2) It develops a multi-task loss function considering the uncertainty of 
different tasks into account to effectively balance the weights among 
various learning tasks;  

3) It shows the transferability of the network to agricultural areas with 
similar or dissimilar agricultural parcel characteristics, even across 
different dates and regions. 

The rest of the paper is structured as follows: Section 2 presents our 
study areas and datasets, and section 3 describes the proposed method. 
Experimental results and related analysis are given in section 4, while 
section 5 contains the discussion, and is followed by conclusions in 
section 6. 

2. Study areas and datasets 

We chose five study areas, i.e., three areas in Shandong, Xinjiang, 
and Sichuan provinces in China, one area in Denmark, and one area in 
the Netherlands, to evaluate our method (Fig. 1). The Shandong study 
area is situated in north of China, covering an area of 712.66 km2. Most 
parcels in this area are regular, whereas the sizes vary from 3204 to 
300000 m2. For this area, we acquired a whole scene of Chinese Gaofen- 
2 (GF-2) satellite image on 20 December 2021, on which the agricultural 
land was observed in a fallow period. This image shows evident spectral 
heterogeneity. The Xinjiang study area is situated in northwestern 
China, with a whole scene of GF-2 image covering 772.72 km2 acquired 
on 27 July 2021. The image shows that agricultural parcels have large 
sizes and regular shapes, and most of the parcels were planted with 
various crops, challenging the delineation of individual parcels. The 
Sichuan study area is situated in southwestern China, covering an area of 
890.32 km2. We also acquired a whole scene of GF-2 image for the 
Sichuan area on 21 March 2021. In contrast with the Xinjiang and 
Shandong areas, agricultural parcels in this area characterized by 
smallholder farms have small sizes and irregular shapes, forming frag-
mented patterns. It has been recognized as a challenging task to effec-
tively delineate smallholder farm parcels from satellite images (Long 
et al. 2022). To preprocess the GF-2 images, we conducted ortho-recti-
fication and Gram-Schmidt pan-sharpening, followed by a resampling 
operation to 1 m spatial resolution, for experiment convenience. The 
processed GF-2 images have a size of 27087 × 26310, 28206 × 27377, 
and 30764 × 28940 pixels for the Shandong, Xinjiang, and Sichuan 
areas, respectively. Moreover, we collected two medium-resolution 
Sentinel-2 datasets, with a spatial resolution of 10 m, one in Denmark 
and the other in the Netherlands. The Denmark dataset is publicly 
available from the European Union Land Parcel Identification System 
(LPIS) (https://collections.eurodatacube.com/). It comprises two 
cloudless Sentinel-2 images on 8 May 2016 with a true-color composite 
(10 m), located in the eastern part of Denmark (Rieke 2017), with 
10982 × 20978 pixels covering an area of 20900 km2. In this big dataset, 
agricultural parcels are found with a huge variety of sizes and shapes. 
The Netherlands dataset consists of five cloudless Sentinel-2 images with 
a true-color composite (10 m) downloaded from Google Earth Engine 
(GEE), covering nearly the whole country (i.e., 41528 km2) with 42845 
× 31580 pixels. Each cloudless image was fused by GEE (Ghorbanian 
et al. 2020) using images ranging from 1 May to 1 October 2020. These 
images cover areas more than 64800 km2, and are therefore adequate to 
evaluate the effectiveness of our method in various agricultural 
scenarios. 

The ground-truth agricultural parcels for the GF-2 datasets were 
generated by manual delineation, while the ground-truth parcels for the 
Denmark and the Netherlands Sentinel-2 datasets were obtained from 
LPIS and from https://www.pdok.nl/, respectively. To train and test our 
network, subset areas were used, as shown in red and yellow boxes in 

Fig. 2. Workflow of the proposed multi-task model for agricultural parcel delineation from remote sensing images. It consists of two feature extraction modules 
regarding parcel region of interest (PRoI) and parcel edge of interest (PEoI). Parcel extraction refers to the prediction of mask map regularized by two auxiliary tasks, 
i.e., prediction of distance and edge maps. Parcel boundaries are further improved using a boundary refinement operation. 
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Fig. 1. Moreover, training and validation areas were partitioned into 
training and validation sets using a 0.8:0.2 random split. 

3. Methods 

Fig. 2 illustrates the workflow of our method for agricultural parcel 
delineation from remote sensing images. First, image pre-processing 
including ortho-rectification and pansharpening was conducted for 
input images. Next, we built a semantic edge-aware multi-task neural 
network (SEANet) with three tasks, corresponding to predicting mask, 
distance, and edge feature maps (Fig. 2). The mask map prediction 
extracted deep semantic features regarding the parcel region of interest 
(PRoI). We incorporated an atrous spatial pyramid pooling (ASPP) 
module to derive the context information of PRoI at multi-scales to 
enhance the identification of parcels with various shapes and sizes. The 
distance map prediction extracted coarse-grained geometric information 
to constrain the feature learning of mask task. The edge map prediction 
extracted multi-level edge features regarding the parcel edge of interest 
(PEoI). To improve the applicability of the proposed method for 
different areas, we developed a multi-task loss considering the uncer-
tainty of different tasks. Last, we conducted a refinement operation 
based upon morphological thinning and Douglas-Peucker algorithms to 
further improve the extracted parcel boundaries. 

3.1. Semantic edge-aware multi-task neural network (SEANet) 

Most semantic segmentation networks for parcel delineation focus 

on extracting high-level image features regarding PRoI, while few 
integrate features of the corresponding PEoI, and even less consider the 
integration of edge features at multiple levels. It is thus difficult to 
obtain closed and complete boundaries in one segmentation processing 
step using those networks, particularly in agricultural areas with parcels 
of various shapes and irregular boundaries. To deal with this challenge, 
we developed an edge-aware semantic segmentation network in a multi- 
task learning framework to jointly learn multi-level features of both the 
PRoI and PEoI. 

The architecture of our network is illustrated in Fig. 3. It consists of 
two main components, corresponding to PRoI and PEoI feature extrac-
tions. We used an encoder-decoder structure for PRoI feature extraction. 
An encoder was used to learn hidden representations of agricultural 
parcel features, while a decoder further extracted high-level image 
features associated with a specific task (e.g., mask or distance map 
prediction). More specifically, the encoder, based upon a VGG16 back-
bone pre-trained on ImageNet, was comprised of multiple Conblocks. 
Each Conblock stacks a series of 3 × 3 convolutions, and was used to 
obtain rich local and global context features at multiple levels. Then, a 2 
× 2 max-pooling was applied for reducing feature dimensions. The risk 
of gradient disappearing and exploding increases when using a deeper 
neural network, while a shallow network fails to learn adequate features 
(He et al. 2016). Therefore, this study constructed four Conblocks to 
extract high-level parcel features. Moreover, we added a multi-scale 
feature fusion module, i.e., an ASPP, at the end of the fourth Conblock 
(Fig. 3). The ASPP was comprised of a 1 × 1 convolution, three atrous 
convolutions using different dilated rates, and a 2 × 2 average pooling, 

Fig. 3. Architecture of the proposed SEANet with two main components, corresponding PRoI and PEoI feature extractions. The numbers in parentheses refer to the 
height, width, and dimensionality of output channels. 
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to enlarge the receptive field of convolution’s kernel size to capture the 
context information of PRoI at a large neighborhood (Zhao et al. 2017). 
The use of ASPP learned distinct features with respect to PRoI, and thus 
improved the identification of parcels with varied sizes. It is different 
from using an attention module that focuses on learning features rele-
vant to the target object (Vaswani et al. 2017). The decoder part is 
composed of three blocks. Each block first conducts an upsampling by a 
factor of 2, and then uses two 3 × 3 convolutions and a rectified linear 
unit (ReLU) to refine the encoded features. Likewise, an ASPP module, 
followed by a 1 × 1 convolution and a Sigmoid function, predicts the 
mask map. 

In a multi-task network, using distance information (to parcel mask 
boundaries) improves semantic segmentation in the geometric aspect 
(Diakogiannis et al. 2020; Long et al. 2022; Ma et al. 2020; Murugesan 
et al. 2019). Likewise, we also formulated a sub-task regarding distance 
prediction based upon quasi-Euclidean distance transformation (Long 
et al. 2022). Here the distance prediction was treated as an auxiliary 
task, by which coarse-grained boundary information was exploited to 
constrain the feature extraction regarding the core task, i.e., mask 
prediction. 

To further incorporate fine-grained and multi-level boundary infor-
mation into SEANet, we constructed an edge extraction module, corre-
sponding to PEoI feature extraction. In this module, we made full use of 
the image features derived from Conblocks. Yu et al. (2017) stated that 
decoder structures might be unsuited to extracting edge semantic fea-
tures. Here we constructed a stack of convolution blocks, with 1 × 1 
convolutions and upsampling operations, to derive edge feature maps at 
multiple levels (Fig. 3). Moreover, inspired by Liu et al. (2019), we 
added an extra Conblock to extract richer edge features regarding 
agricultural parcels. The derived multi-level edge maps were then fused 
by a concatenation operation, followed by a 1 × 1 convolution. Con-
struction of the edge map by the PEoI module was treated as another 
auxiliary task of SEANet. 

3.2. Construction of a multi-task loss considering uncertainties 

3.2.1. Loss functions for different tasks 
Mask prediction refers to a classification task. In this study, we 

combined a binary cross-entropy (BCE) lbce and a dice loss ldice to deal 
with class imbalance and training instability (Diakogiannis et al. 2020; 
Milletari et al. 2016). Given a ground-truth mask image IM with N pixels 
xi

M(i = 1, ...,N), let yi
M be the label value of pixel xi

M ∈ {0,1}, and let ŷi
M 

be the predicted mask label after a Sigmoid function. The BCE loss lbce is 
then defined as: 

lbce = −
1
N
∑N

i=1

(
yi

M logŷi
M +

(
1 − yi

M

)
log
(
1 − ŷi

M

))
(1) 

Let YM and ŶM be the label vectors of the ground-truth mask image IM 

and the corresponding predicted mask image ÎM, |YM| and |ŶM| be the 
norm of YM and ŶM, and |YM ∩ ŶM| be their intersection norm. The dice 
loss ldice is then defined as: 

ldice = 1 −
2|YM ∩ Ŷ M | + ∊
|YM | + |Ŷ M | + ∊

(2)  

where ∊ is a small value equal to 10-5 for avoiding zero value in the 
denominator of ldice. 

Based upon lbce and ldice losses, we obtained the mask prediction loss 
lM: 

lM = 0.5⋅lbce + ldice. (3)  

Distance prediction refers to a regression task. We used the mean square 
error (MSE) to obtain the distance loss lD based upon the ground-truth 
distance value yi

D that computes the shortest distance of pixel xi
D to 

the mask boundary of ground-truth image IB, and the predicted distance 
value ŷi

D being the shortest distance to the mask boundary of the pre-
dicted image. We obtained lD by: 

lD =
1
N

∑N

i=1

(
yi

D − ŷi
D

)2
. (4) 

Edge prediction refers to an edge classification task. The numbers of 
pixels on an image belonging to the edge and non-edge classes are 
usually highly imbalanced. Such imbalance tends to guide a model to 
learn features that fail to effectively represent the edge class with a 
smaller number of positive samples. We improved the BCE loss by 
introducing two coefficients α and β to weigh the losses of edge (posi-
tive) and non-edge (negative) samples YE

+ and YE
− (Liu et al. 2019). Let 

yi
E ∈ {0,1} be the label of an edge pixel xi

E in the ground-truth boundary 
image IB, and ŷi

E be the predicted edge label. Thus, the edge loss liE of 
each edge pixel is derived by: 

li
E =

{
− α⋅log

(
1 − ŷi

E

)
if yi

E = 0,

− β⋅logŷi
E if yi

E = 1.
(5) 

with coefficients α and β defined as: 

α = γ
|Y+|

|Y+ + Y − |
(6)  

β =
|Y − |

|Y+ + Y − |
(7)  

where γ is a parameter balancing the amount of positive and negative 
samples, which depends on training data and equals 1.1 as recom-
mended by (Liu et al. 2019). 

We formed the total edge loss lE by aggregating the individual loss of 
edge extraction after an upsamping layer at multi-levels liE,k (k = 1, ..., 5) 
and their fused loss liE: 

lE =
1
N

∑N

i=1

(
∑5

k=1
li
E,k + li

E

)

(8)  

where N indicates the number of pixels of the edge image IE. 

3.2.2. Fusing multi-task losses considering uncertainties 
To fuse multi-task losses, traditional methods usually combine these 

losses linearly to form a total loss (Long et al. 2022; Waldner and Dia-
kogiannis 2020). It is, however, hard to set suitable weights for the 
losses of different tasks. A common practice is to do this by trial-and- 
error. In this paper, we formulated a multi-task loss function to adap-
tively adjust the weights of different losses considering uncertainty 
associated with different tasks, namely task-dependent uncertainty. The 
task-dependent uncertainty is also referred to as homoscedastic uncer-
tainty (Kendall et al. 2018). It keeps constant for input data, but varies 
between tasks. The weighting of the losses between different tasks can 
be achieved by modeling these uncertainties. 

Following Kendall and Gal (2017), we formulated task-dependent 
uncertainties as probabilities over the outputs of a neural network. Let 
fW(x) be the output of the network with weight W given input x, and 

p(y
⃒
⃒
⃒fW(x)) be the model likelihood. For a regression task (i.e., distance 

prediction), the model likelihood was defined as a Gaussian function 
with mean and variance determined by the model output with an 
observation noise σ, respectively: 

p
(
y
⃒
⃒f W(x)

)
= N (f W(x), σ2) (9) 

For a classification task (e.g., mask prediction), a Softmax function 
was used to squash the model output. The classification is considered 
following a Boltzmann distribution in Kendall et al. (2018): 
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p
(
y
⃒
⃒f W(x)

)
= Softmax

(
f W(x), σ2 ). (10) 

For the model with two outputs, i.e., a regression output y1 and a 
classification output y2, we obtained a joint probability: 

p
(
y1, y2

⃒
⃒f W(x)

)
= p

(
y1
⃒
⃒f W(x)

)
⋅p
(
y2
⃒
⃒f W(x)

)

= N
(
y1; f W(x), σ2

1

)
⋅Softmax

(
y2; f W(x), σ2

2

)
.

(11) 

Inference of the joint probability was transformed to obtain a mini-
mization objective, namely loss L(W, σ1, σ2)defined by: 

L(W, σ1, σ2) = − logp
(
y1, y2= c|f W(x)

)

= − logN
(
y1; f W(x), σ2

1

)
⋅Softmax

(
y2 = c; f W(x), σ2

2

)

≈
1

2σ2
1
L1(W) +

1
σ2

2
L2(W) + logσ1σ2

(12)  

where L1(W) = ‖y1 − fW(x)‖2 refers to the Euclidean loss of y1, L2(W) =

− log[Softmax
(

y2, fW(x)
)
] is the cross-entropy loss of y2, and c is the 

entity of the vector fW(x). We considered noise parameters σ1 and σ2 as 
relative weights balancing the loss of L1(W) and L2(W) given the input 
data. Increasing the value of σ1 (or σ2) leads to a decrease of the weight 
of L1(W) (or L2(W)). Moreover, logσ1σ2 acts as a regularizer avoiding the 
noise σ1 or σ2 increasing too much during model training. In the training 
process, we replaced logσ1σ2 with log(1 + σ1

2) + log(1+σ2
2) to main-

tain positive regularization values (Liebel and Körner 2018). 
The edge map derived from the edge prediction task was fused by 

several fallow edge cues at multiple levels. These fallow edge cues may 
introduce additional observation noise, leading to a relatively small 
weight for the edge prediction task if using the uncertainty weighting 
method above. To formulate the total multi-task loss Ltotal, we therefore 
added the edge loss LE to the mask and distance losses considering un-
certainty weighting L(W, σ1, σ2): 

Ltotal = L(W, σ1, σ2) + LE

=
1

2σ2
1
L1(W) +

1
σ2

2
L2(W) + log

(
1 + σ1

2)+ log
(
1 + σ2

2)+ LE.
(13)  

3.3. Boundary refinement 

We performed a boundary refinement to further improve the 
boundaries of extracted parcels. We first conducted a morphological 
thinning operation to remove small boundaries, and then used the 
Douglas-Peucker method (with default parameter settings) to regularize 
extracted boundaries (Wei et al. 2019). 

3.4. Comparison with existing methods for agricultural parcels 
delineation 

To evaluate the performance of our method, we compared it with 
four existing methods for agricultural parcel delineation, corresponding 
to two single-task networks R2UNet (Zhang et al. 2021), ResUNet 
(Taravat et al. 2021; Zhang et al. 2018), and two multi-task networks, i. 
e., ResUNet-a (Waldner and Diakogiannis 2020) and BsiNet (Long et al. 
2022). Moreover, we created a SEANet variant that formulated the 
multi-task loss considering uncertainty weighting for all three tasks, 
labeled as SEANetMDE. These five methods are described below. 

R2UNet is an encoder-decoder network with recurrent residual 
blocks. It improves feature representation by recurrently accumulating 
semantic features of multi-scales, and has been recently used to delin-
eate agricultural parcels from Sentinel-2 satellite images (Zhang et al. 
2021). 

ResUNet is a U-shaped network with residual blocks that retains a 
good segmentation performance while reducing the number of param-
eters (Zhang et al. 2018). 

ResUNet-a is an early multi-task neural network that has been 

successfully used to extract agricultural parcels from Sentinel-2 satellite 
images (Waldner and Diakogiannis 2020). 

BsiNet is a recently proposed multi-task network based upon Psi-Net 
that has reached state-of-the-art accuracy in agricultural parcel delin-
eation from high-resolution satellite images (Long et al. 2022). 

SEANetMDE is a variant of the proposed SEANet, with the difference 
that it formulates a multi-task loss Ltotal considering uncertainty 
weighting for all three tasks (Kendall et al. 2018). 

3.5. Accuracy assessment and performance evaluation 

We used both pixel-based attribute and object-based geometric 
measures to assess the accuracy of extracted agricultural parcels. The 
pixel-based attribute measures refer to precision (P), recall (R), overall 
accuracy (OA), Intersection over Union (IoU), and F1-score. The P, R, 
IoU, and OA measures are defined as follows: 

P =
TP

TP + FP
(14)  

R =
TP

TP + FN
(15)  

IoU =
TP

TP + FP + FN
(16)  

OA =
TP + TN

TP + FN + FP + TN
(17)  

where TP, TN, FP, and FN indicate true positive, true negative, false 
positive, and false negative, respectively. TP and TN indicate the number 
of pixels correctly identified as agricultural parcels and non-agricultural 
parcels, while FN and FP indicate the number of pixels mis-identified as 
non-agricultural parcels (i.e., omissions) and agricultural parcels (i.e., 
mistakes). The F1 score is derived from P and R: 

F1 = 2 ×
P × R
P + R

. (18) 

The object-based geometric measures are based upon under- 
segmentation and over-segmentation error measures (Persello and 
Bruzzone 2009). Suppose Oi is the reference object that overlaps the 
largest area with the classified object Si, i = 1, 2, …, m, where m is the 
number of classified objects. Let area(Si) and area(Oi) be the area of Si and 
the Oi, respectively, and area(Si ∩ Oi) be their overlapping area. We 
obtained an over-classification OC(Si) error and an under-classification 
UC(Si) error: 

OC(Si) = 1 −
area(Si ∩ Oi)

area(Oi)
, (19)  

UC(Si) = 1 −
area(Si ∩ Oi)

area(Si)
. (20) 

A total-classification TC(Si) error was then obtained based upon 
OC(Si) and UC(Si): 

TC(Si) =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

OC(Si)
2
+ UC(Si)

2

2

√

. (21) 

Moreover, we derived three global error measures, corresponding to 
GOC, GUC, and GTC, based upon OC(Si),  UC(Si), and TC(Si) measures: 

GOC =
∑m

i=1

(

OC(Si) ×
area(Si)

∑m
i=1area(Si)

)

, (22)  

GUC =
∑m

i=1

(

UC(Si) ×
area(Si)

∑m
i=1area(Si)

)

, (23)  
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GTC =
∑m

i=1

(

TC(Si) ×
area(Si)

∑m
i=1area(Si)

)

. (24)  

3.6. Implementation details 

We cropped the satellite images of the study areas and the corre-
sponding ground-truth images into a set of smaller image tiles with a size 
of 256 × 256 pixels, with an overlap rate of 25% according to experi-
ence. To improve the generalizability of SEANet, we conducted data 
augmentation including horizontal and vertical flips, mix-up, and color 
jittering. Moreover, we discarded images having agricultural pixels less 
than 20% to reduce the proportion of negative samples. In total, we 
obtained 5676, 5714, 4251, 5706, and 7254 agricultural parcel samples 

in Shandong, Xinjiang, Sichuan, Denmark, and the Netherlands training 
and validation areas, respectively. We then randomly split these samples 
into training and validation datasets according to 0.8:0.2. The testing 
samples were collected from the test areas of five study areas (see yellow 
boxes in Fig. 1), including 437, 748, 346, 1441, and 1041 samples for 
Shandong, Xinjiang, Sichuan, Denmark, and the Netherlands datasets. 
We used the Apollo optimizer with initial learning rates of 10-2 and 
weight decay of 10-4 to train mask prediction and distance map esti-
mation tasks, while the Stochastic Gradient Descent (SGD) optimizer 
with initial learning rates of 10-8 and weight decay of 10-4 to train edge 
prediction task. We also used a weight initialization strategy referred to 
by Liu et al. (2019) to initial the parameters of the proposed model. We 
followed the recommended loss and recipes from existing studies to train 
BsiNet, ResUNet-a, ResUNet, and R2UNet. These experiments using a 
NVIDIA GeForce RTX 3090 GPU and trained with 100 epochs using a 
batch size of 8. 

4. Results 

4.1. Ablation study for the PEoI module 

We conducted an ablation study to evaluate the effectiveness of the 
proposed PEoI module. We removed the PEoI module from the proposed 
SEANet (labeled as SEANetnoPEoI), and compared it with the original 

Table 1 
Evaluation of extracted results by using SEANet and SEANet without PEoI 
module (i.e., SEANetnoPEoI) on the Shandong (SD) GF-2 and Denmark (DK) 
Sentinel-2 images.  

Methods IoU (%) F1-score (%) GOC GUC GTC 

SEANet (SD)  87.34  93.15  0.115  0.218  0.214 
SEANetnoPEoI (SD)  80.06  87.49  0.092  0.304  0.259 
SEANet (DK)  76.24  85.84  0.226  0.130  0.211 
SEANetnoPEoI (DK)  74.52  84.04  0.264  0.114  0.225  

Fig. 4. Examples of agricultural parcels delineated by SEANet and SEANet without PEoI (i.e., SEANetnoPEoI). (a-b) and (c-d) refer to examples from the Shandong GF- 
2 and Denmark Sentinel-2 images, respectively. 
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SEANet for parcel delineation using the Shandong GF-2 and Denmark 
Sentinel-2 images. Table 1 compares the accuracies of extracted results 
by SEANet and SEANetnoPEoI on the two images. This table shows that 
both the attribute and geometric accuracies of the extracted results by 
SEANetnoPEoI (without PEoI module) are evidently lower than that of the 
original SEANet on the two images, implying the effectiveness of the 
proposed PEoI module. Fig. 4 displays the delineated parcels by SEANet 
and SEANetnoPEoI on the two images. This figure shows that both false 
positives and false negatives were evidently reduced in the extraction 
results when using the proposed PEoI module. Last, we visualized the 
learned edge features and extracted boundary masks using SEANet 
(Fig. 5). The results indicate that the proposed PEoI module retained 
well-edge semantics at different levels. 

4.2. Agricultural parcel delineation on the Shandong GF-2 image 

Fig. 6 shows the results of agricultural parcel delineation by the 
proposed method (i.e., SEANet) on the high-resolution Shandong GF-2 
image. This figure shows that the agricultural parcels obtained by the 
proposed method have a high agreement with the ground truth for both 
densely arranged and regular agricultural parcels. Benefitting from the 
powerful extraction of edge semantics, the obtained parcel instances 
have clear boundaries and little noise. We compared our method with 
five different methods in the same testing area of the Shandong dataset 
(i.e., the yellow box in Fig. 1) using pixel-based attribute measures 
(Table 2). Results show that SEANet obtained the highest accuracy for 
precision (P), F1-score, and mean intersection over union (IoU) 

measures. It outperforms the-state-of-art BsiNet and ResUNet-a models 
by up to 2.98% and 5.9% for the IoU measure. By contrast, SEANetMDE, 
with a multi-task loss incorporating the uncertainties of all tasks, failed 
to further improve the accuracy of parcel delineation. 

We next visualized the extraction errors in Fig. 7. This figure clearly 
shows that our method achieved the lowest segmentation errors than 
others, corresponding to the fewest mistakes and omissions. It performs 
better than the recent BsiNet, which is the second-best method, implying 
that incorporating multi-level edge semantic information further im-
proves parcel delineation. Comparing with single-task networks (i.e., 
ResUNet and R2UNet), multi-task neural networks (i.e., SEANet, SEA-
NetMDE, BsiNet, and ResUNet-a) generally obtained better results. 

We further compared the extraction results by our method with other 
five methods using geometric measures (Table 3). This table shows that 
our method produced the best results with the lowest GTC error of 
0.214. Results showed the superiority of our method in capturing robust 
edge information, and thus reducing geometric errors. We also see that 
ResUNet-a produced the highest GTC error of 0.396. This implies that 
ResUNet-a, developed based on coarse-resolution Sentinel-2 images, 
may be unsuitable for extracting parcels from high-resolution remote 
sensing images. Moreover, ResUNet yielded the highest GUC error of 
0.303, while R2UNet produced the highest GOC error of 0.481. This 
implies that conventional convolution neural networks, e.g., those from 
UNet family, still have difficulty in accurately capturing the location and 
shape of parcels, leading to higher segmentation errors. 

Fig. 5. Demonstration of extracted parcel boundary masks and feature maps using SEANet at different levels on the Shandong GF-2 (top) and Denmark Sentinel-2 
images (bottom). Prob. refers to probablity. 
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4.3. Boundary refinement of delineated parcels 

To further improve the boundaries of extracted parcels, we applied 
morphological thinning and Douglas-Peucker operations to refine the 
extracted boundaries. The obtained results can be stored in a vector 

format such as shapefile. We compared the results of the refined SEANet 
with those without using boundary refinement in a Shandong testing 
area (Fig. 8). This figure shows that the refinement removed small edges, 
and regularized ragged and incompleted boundaries to form smooth and 
closed boundaries (yellow boxes in Fig. 8). We also evaluated these 
delineation results using both attribute and geometric measures 
(Table 4). Clearly, compared with SEANet, the refined SEANet further 
improved delineation accuracy in both attribute and geometric aspects. 

To make fair comparisons between our method and other existing 
methods, we directly applied SEANet, without boundary refinement, to 
delineate parcels on more datasets in the following experiments. 

4.4. Agricultural parcel delineation on the Denmark Sentinel-2 image 

To validate the effectiveness of SEANet on medium-resolution sat-
ellite images, we conducted experiments on the Denmark Sentinel-2 
image. Fig. 9 displays the extraction results. This figure shows that our 
method obtains excellent results on the Denmark dataset, in which 

Fig. 6. Extracted agricultural parcels by SEANet on the Shandong GF-2 image, China (CN).  

Table 2 
Evaluation of extracted results by different methods on the Shandong GF-2 
image using pixel-based attribute measures, i.e., precision (P), recall (R), over-
all accuracy (OA), F1-score, mean intersection over union (IoU).  

Methods P (%) R (%) OA (%) F1-score (%) IoU (%) 

SEANet  97.74  88.98  91.54  93.15  87.34 
SEANetMDE  89.87  92.20  91.67  91.02  85.03 
BsiNet  92.33  89.25  91.55  90.76  84.36 
ResUNet-a  95.49  82.94  88.53  88.77  81.44 
ResUNet  96.77  81.96  87.76  88.75  80.70 
R2UNet  93.26  77.28  81.98  84.52  73.47  
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Fig. 7. Examples of delineated parcels using different methods on the Shandong GF-2 image.  

Table 3 
Evaluation of extracted results by different methods on the Shandong GF-2 
image using object-based geometric measures.  

Methods GOC GUC GTC 

SEANet  0.115  0.218  0.214 
BsiNet  0.040  0.302  0.229 
SEANetMDE  0.217  0.180  0.253 
ResUNet  0.107  0.303  0.265 
R2UNet  0.481  0.093  0.372 
ResUNet-a  0.359  0.266  0.396  

Fig. 8. Examples of parcel boundaries extracted by different methods in a Shandong testing area.  

Table 4 
Evaluation of extracted boundaries by different methods on the Shandong GF-2 
images using two pixel-based attribute measures and three object-based mea-
sures, corresponding to OA and F1-score, and GUC, GOC, and GTC.  

Methods OA (%) F1-score (%) GOC GUC GTC 

Refined SEANet  88.14  79.12  0.255  0.296  0.302 
SEANet  87.90  75.46  0.401  0.229  0.346 
BsiNet  86.86  69.29  0.239  0.789  0.593 
ResUNet-a  81.84  56.80  0.396  0.790  0.641 
SEANetMDE  78.68  59.80  0.855  0.392  0.701  
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parcels vary a lot in size and shape. It derived the agricultural parcels 
retaining consistent shapes and closed boundaries, implying the effec-
tiveness of our method to medium-resolution images (i.e., Sentinel-2 
images). 

We then compared our method with other methods using pixel-based 
accuracy measures on the Denmark dataset (Table 5). This table shows 
that our method obtained the highest F1-score of 85.84% and IoU of 
76.24% compared with other methods. It improved by 0.71% and 1.5% 
than the recent ResUNet-a, which was developed based upon Sentinel-2 
images, for IoU and F1-score measures, respectively. It also performs 
better than the state-of-the-art BsiNet by 1.28% and 1.38% for F1-score 

Fig. 9. Extracted agricultural parcels by SEANet on the Denmark (DK) Sentinel-2 image.  

Table 5 
Evaluation of extracted results by different methods on the Denmark Sentinel-2 
image using pixel-based attribute measures.  

Methods P (%) R (%) OA (%) F1-score (%) IoU (%) 

SEANet  84.58  87.13  90.32  85.84  76.24 
ResUNet-a  85.09  83.61  91.74  84.34  75.53 
ResUNet  85.01  85.04  90.17  85.02  75.37 
BsiNet  83.58  85.57  89.32  84.56  74.86 
SEANetMDE  83.32  85.74  89.52  84.52  74.36 
R2UNet  62.28  90.76  75.09  73.87  59.53  

Fig. 10. Examples of agricultural parcels delineated by different methods on the Denmark dataset.  
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and IoU measures, as well as its variant SEANetMDE. These results show 
that our method can effectively handle spectral heterogeneity by giving 
focus on discrepant features related to parcels. Fig. 10 visualizes 
extraction errors by these methods on subset images of the Denmark 
dataset. This figure shows that the parcels obtained by our method have 
the highest agreement with the ground truth, corresponding to the 
fewest false positives and false negatives. 

We further compared our method with other methods using geo-
metric measures on the Denmark dataset (Table 6). This table shows that 
the parcels delineated by our method have the lowest GUC of 0.130 and 
GTC of 0.211 than other methods. Moreover, multi-task networks, i.e., 
SEANet, SEANetMDE, BsiNet, and ResUNet-a, have lower GTC errors than 
the adopted single-task networks, i.e., ResUNet and R2UNet. The results 
further strengthen that incorporating auxiliary tasks related to parcel 
geometry can effectively constrain the extraction of parcel features to 
form well-delineated boundaries. 

4.5. Training plots and computation load of different models 

We first assessed the computational efficiency of the proposed 
model, and compared it with existing methods (Table 7). This table in-
dicates that the proposed SEANet (i.e., 28.75 M) has a smaller number of 
parameters than R2UNet (i.e., 39.09 M) and ResUNet-a (i.e., 131.47 M). 
Next, we visualized the training plots for the validation score of different 
models on the Shandong and Denmark datasets (Fig. 11). The figure 

shows that SEANet showed more competitive performance and higher 
validation accuracy than others, particularly on the Denmark dataset. 

4.6. Agricultural parcel delineation on the Xinjiang and Sichuan GF-2 
images 

To evaluate the generalizability of our methods for different agri-
cultural settings, we applied the proposed method to delineate agricul-
tural parcels from GF-2 images in Xinjiang and Sichuan areas. The 
results of parcel delineation are displayed in Fig. 12. This figure shows 
that our method produced parcels with excellent boundaries, e.g., 
clearly distinguishable between adjacent parcels. The results further 
imply that our method can be applied to different agricultural scenarios. 
Table 8 gives the accuracy assessment of the extracted parcels in these 
two areas. Both extractions have OAs larger than 90%. In addition, the 
extraction in the Xinjiang area has a higher accuracy than that in 
Sichuan, because many parcels in Sichuan are found with small sizes and 
irregular shapes, leading to more difficulties in parcel delineation. 

4.7. Agricultural parcel delineation on the Netherlands Sentinel-2 image 

We further applied our method to extract agricultural parcels from a 
Sentinel-2 image covering almost the whole Netherlands (Fig. 13). This 
figure shows that our method obtains well-delineated parcels on such a 
big dataset. It accurately identified parcel boundaries for fields with 
various crops. Noticeably, our method effectively discarded irrelevant 
ground features like buildings, even with a small size. These results 
suggest that our method is highly capable of learning features related to 
parcels, while ignoring irrelevant objects. Next, we evaluated the 
extracted results using OA, F1-score, GOC, GUC, and GTC measures. 
Although this Sentinel-2 image has high spectral heterogeneity because 
of seasonal differences, our method still derived satisfied results with an 
OA of 87.75%, F1-score of 90.22%, GOC of 0.143, GUC of 0.157, and 
GTC of 0.184, even using a small training set. 

4.8. Transferability testing 

To test the transferability of our method to high-resolution images (i. 
e., GF-2 image) across different areas, we applied the SEANet trained on 
the Xinjiang GF-2 image to delineate agricultural parcels on the Shan-
dong GF-2 image, in which these areas have regular agricultural parcels 
and flat terrain. The delineation results are shown in Fig. 14. Clearly, our 
method successfully eliminated the interference of water and building in 
the transfer processing, even for images with obvious spectral differ-
ences. For this experiment, the results obtained by transferring SEANet 
trained on the Xinjiang area to the Shandong area (XJ-SD) were close to 
that directly trained on the Shandong areas (i.e., SDdt) in terms of OA, 
F1-score, and GTC measures (Table 9). The results further indicate that 

Table 6 
Evaluation of extracted results by different methods on the Denmark Sentinel-2 
image using object-based geometric measures.  

Methods GOC GUC GTC 

SEANet  0.226  0.130  0.211 
SEANetMDE  0.229  0.135  0.215 
ResUNet-a  0.212  0.143  0.215 
BsiNet  0.222  0.148  0.216 
ResUNet  0.235  0.139  0.217 
R2UNet  0.910  0.263  0.679  

Table 7 
Estimates of the number of model parameters and computation load for different 
models. FLOPs represents floating-point operations per second and 1 M equals 
106.  

Methods Image size FLOPs Parameters 

SEANet 256 × 256 208.14G 28.75 M 
ResUNet 256 × 256 80.82G 13.04 M 
ResUNet-a 256 × 256 70.90G 131.47 M 
R2UNet 256 × 256 196.13G 39.09 M 
BsiNet 256 × 256 13.30G 7.84 M  

Fig. 11. The validation accuracy of different methods on the Shandong and Denmark datasets.  
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our method has a strong transferability for areas with similar agricul-
tural parcel characteristics, even across different landscapes and 
acquisition dates. 

We further tested the transferability of our method to medium- 
resolution images (i.e., Sentinel-2 images). We used the SEANet 
trained on the Demark Sentinel-2 image to extract agricultural parcels 
on the Netherlands Sentinel-2 image. Fig. 15 displays the delineated 

results of agricultural parcels. Clearly, our method accurately identified 
single agricultural parcels with dense arrangements and irregular 
shapes, while abandoning irrelevant objects. 

We also evaluated the delineation results using attribute and geo-
metric measures (Table 9). Agricultural parcels in the Denmark and 
Netherlands areas are highly different in their shapes and sizes. More-
over, the Netherlands dataset was comprised of five Sentinel-2 images 
across different dates and seasons, challenging transferability testing. 
Nonetheless, as shown in geometric measures, our method still obtained 
a high accuracy close to that directly trained on the Netherlands area 
(NLdt), suggesting that our method has a high potential to be transferred 
to areas with different agricultural parcel characteristics. 

5. Discussion 

In this study, we developed a novel method to delineate agricultural 
parcels in various agricultural areas from both high- and medium- 

Fig. 12. Extracted agricultural parcels by SEANet on the Xinjiang (XJ) and Sichuan (SC) GF-2 images, China (CN).  

Table 8 
Evaluation of extracted results by SEANet on the Xinjiang and Sichuan GF-2 
images using three pixel-based attribute measures and three object-based mea-
sures, corresponding to OA, F1-score, and IoU, and GUC, GOC, and GTC.  

Study areas OA (%) F1-score (%) IoU (%) GOC GUC GTC 

Xinjiang  94.75  96.76  93.75  0.129  0.067  0.127 
Sichuan  92.85  84.67  75.73  0.163  0.118  0.176  
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resolution satellite images. More concretely, we considered the agri-
cultural parcel delineation task as a multi-task segmentation problem 
and construct a new semantic edge-aware multi-task neural network, i. 
e., SEANet, for the segmentation task. It consists of three components 
corresponding to mask, edge, and distance map predictions. Different 
from previous research about mask and distance prediction tasks that 
use encoder-decoder architecture to extract semantic features, we used a 
dense multi-level architecture to capture rich edge semantics. By doing 
so, we obtained well-delineated parcels with regularized and closed 
boundaries by one segmentation. Moreover, we formulated a multi-task 
loss considering the uncertainty of different tasks to improve the 
generalizability of our methods for different areas. We conducted 
extensive experiments and analyses using five different datasets 
including both high-resolution and medium-resolution satellite images, 

i.e., Shandong, Xinjiang, and Sichuan GF-2 images, and Denmark and 
the Netherlands Sentinel-2 images. Our results show that the proposed 
method extracted satisfactory parcel boundaries for all study areas. 
Moreover, it outperformed five other methods, corresponding to ResU-
Net, ResUNet-a, R2UNet, BsiNet, and a variant of the proposed model, i. 
e., SEANetMDE, in terms of both attribute and geometric measures. 
Furthermore, our methods have a high potential to be transferred into 
different parcel areas, even across different dates and landscapes. 

The proposed multi-task neural network comprises a core task (i.e., 
mask prediction) and two axillary tasks (i.e., edge prediction and dis-
tance map estimation). The axillary tasks provide extra meaningful in-
formation regarding parcel geometry, constraining mask prediction to 
produce regularized boundaries. Adding the axillary tasks further im-
proves the generalizability of SEANet for different agricultural settings. 

Fig. 13. Extracted agricultural parcels by SEANet on the Netherlands (NL) Sentinel-2 image.  
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Specifically, the proposed method achieved excellent performance 
(overall accuracy greater than 85%) in all study areas, and obtained the 
highest attribute and geometric accuracy than existing methods. In this 
study, our method used a VGG16 backbone. This can be replaced by 
other state-of-art backbones, like by one based upon a self-attention 
transformer, which has been proven to outperform convolution neural 
networks (CNNs) in extracting long-range global context cues (Strudel 
et al. 2021; Zheng et al. 2021). In the future, more auxiliary tasks can be 
investigated to further improve extraction accuracy. 

The edge prediction task extracts edge semantics at different levels. It 
extracts both local and global edge semantics related to spectral and 
spatial context information, facilitating to deriving closed boundaries. 
We found that existing multi-task network methods like ResUNet-a had 
difficulty in obtaining closed parcel boundaries, even on the Shandong 
dataset with regular and large-size parcels. We concluded that conven-
tional CNNs insufficiently use local and global edge information at 
different levels. Compared with the state-of-the-art BsiNet, our method 
obtained closed and clear boundaries with a higher accuracy, even for 
irregular parcels (Fig. 8). These results suggest that our method effec-
tively learns features of the parcel edge of interest while abandoning 
edge-irrelated features. Nevertheless, we are also aware that unclosed 
and incomplete boundaries are still exist for some challengings cases, 
where true parcel boundaries are vague on remote sensing images or 
parcels are surrounded with complex land covers. In this study, we used 
a refinement operation based upon morphological thinning and 
Douglas-Peucker algorithms to further improve parcel boundaries. 
Future research can be conducted to investigate more advanced 

refinement operations (Waldner and Diakogiannis, 2020). 
We formulated a multi-task loss considering uncertainties associated 

with different tasks to adaptively adjust the weights of mask prediction 
and distance map estimation. The advantage of using this multi-task loss 
is that it can automatically assign weights to mask and distance pre-
diction tasks. Nevertheless, we formulate the final multi-task loss 
without using the uncertainties associated with the edge prediction task. 
Although the edge prediction task can be seen as a classification task, 
our study shows that it produces a loss that is hard to be treated as a 
Boltzmann distribution as the mask prediction task. Because the edge 
prediction task has a high imbalance of negative and positive samples, 
leading to a complicated probability distribution. Moreover, the edge 
prediction task considers multi-level fallow edge features, involving 
more observation noise compared with other tasks like mask prediction 
and distance map estimation. However, the uncertainty weighting 
method tends to assign a smaller weight for the task with a larger noise. 
Our experiments also justified this assumption (Fig. 8). Results showed 
that SEANetMDE, incorporating the loss of edge task-dependent uncer-
tainty failed to perform better than SEANet in terms of the attribute and 
geometric accuracy measures. To further improve parcel delineation 
results, future studies can be conducted to explore more sophisticated 
methods to rigorously model the probability distribution of the edge 
prediction task. 

We conducted extensive experiments in five study areas with 
different parcel characteristics using both high- and medium-resolution 
remote sensing images. Our method was successfully applied to all these 
datasets. In general, the accuracy of extracted parcels in agricultural 
areas with flat patterns and regular farm fields (e.g., the Shandong area) 
is higher than those areas (e.g., the Sichuan area) where parcels are 
characterized by smallholder farms with small sizes and irregular 
shapes. Our results provide quite positive signals that the proposed 
method highly suits for parcel extraction using remote sensing images 
from various sensors. Moreover, our method was successfully trans-
ferred to different areas (Figs. 14 and 15) and with little interference by 
other objects, even using a small training set (see Section 3.6). It is also 
highly capable of reducing the effects of the discrepancy on time, 
landscapes, spectral, and parcel characteristics. In this study, the sam-
ples used to train our model (and other existing methods) were collected 
manually. Sample collection is always labor-intensive work for applying 

Fig. 14. Extracted results of agricultural parcels by transferring SEANet trained on the Xinjiang GF-2 image to the Shandong GF-2 image.  

Table 9 
Evaluation of extracted results by transferring SEANet trained on the Xinjiang 
and Denmark areas to the Shandong (XJ-SD) and the Netherlands (DK-NL) areas, 
respectively, using both attribute and geometric measures, corresponding to OA, 
F1-score, GOC, GUC, and GTC.  

Methods OA (%) F1-score (%) GOC GUC GTC 

SDdt  91.54  92.77  0.115  0.218  0.214 
XJ-SD  92.48  91.71  0.271  0.145  0.266 
NLdt  87.75  90.22  0.143  0.157  0.184 
DK-NL  81.73  83.69  0.112  0.223  0.210  
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deep neural networks. In the future, we may consider using few-shot 
learning such as generative adversarial networks (GANs) to reduce the 
cost of manual labeling, and to further enhance the applicability of the 
proposed method (Cao and Huang 2022; Jong et al. 2022). 

6. Conclusions 

This paper presents a semantic edge-aware multi-task neural 
network SEANet that delineates agricultural parcels from remote 
sensing images. It incorporates local and global edge semantics at 
multiple levels to enhance edge feature extraction, and to obtain closed 
parcel boundaries by one segmentation processing step. We formulated 
a multi-task loss to improve parcel extraction. A refinement method 
further improved the geometric accuracy of the extracted boundaries, 
obtaining vector-formatted outputs. We conducted experiments on five 
different datasets, corresponding to Shandong, Xinjiang, and Sichuan 
GF-2 images in China, and Denmark and the Netherlands Sentinel-2 
images. Experimental results allowed us to conclude that:  

1) SEANet improved the extraction of agricultural parcels from remote 
sensing images. It performed better than state-of-the-art methods 
(namely, ResUNet, ResUNet-a, R2UNet, and BsiNet) in both attribute 
and geometric accuracies; 

2) Incorporating the edge detection module effectively extracted rele-
vant information at the local and global levels. Extracted parcels 
were evidently refined with multi-level edge features, leading to 
parcels with regularized and closed boundaries;  

3) We provided an effective multi-task loss considering task-dependent 
uncertainties to automatically balance the weights of different tasks. 

Hence, SEANet is effective for delineating agricultural parcels with 
various shapes and sizes from remote sensing images of both high- and 
medium-resolutions. It is well transferable to areas with different agri-
cultural landscapes, and provides a promising solution for agricultural 
parcel delineation using remote sensing images at various mapping 
scales. 
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