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Abstract
Circulating tumor cell (CTC) and tumor-derived extracellular vesicle (tdEV) loads are prognostic factors of survival in patients with 
carcinoma. The current method of CTC enumeration relies on operator review and, unfortunately, has moderate interoperator 
agreement (Fleiss’ kappa 0.60) due to difficulties in classifying CTC-like events. We compared operator review, ACCEPT automated 
image processing, and refined the output of a deep-learning algorithm to identify CTC and tdEV for the prediction of survival in 
patients with metastatic and nonmetastatic cancers. Operator review is only defined for CTC. Refinement was performed using 
automatic contrast maximization CM-CTC of events detected in cancer and in benign samples (CM-CTC). We used 418 samples from 
benign diseases, 6,293 from nonmetastatic breast, 2,408 from metastatic breast, and 698 from metastatic prostate cancer to train, 
test, optimize, and evaluate CTC and tdEV enumeration. For CTC identification, the CM-CTC performed best on metastatic/ 
nonmetastatic breast cancer, respectively, with a hazard ratio (HR) for overall survival of 2.6/2.1 vs. 2.4/1.4 for operator CTC and 1.2/ 
0.8 for ACCEPT-CTC. For tdEV identification, CM-tdEV performed best with an HR of 1.6/2.9 vs. 1.5/1.0 with ACCEPT-tdEV. In 
conclusion, contrast maximization is effective even though it does not utilize domain knowledge.
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Significance Statement

Automation of human decisions in medical applications may be impeded by the uncertainty of the correct decisions. The strategy for 
automated labeling of training data presented here maximizes the contrast between cancer samples and benign samples. This ap-
proach is substantially less dependent on domain knowledge and thus needs to be considered when the domain knowledge is less 
certain. The contrast maximization approach to defining CTCs and tdEVs has proven to enhance the prediction of overall survival, 
demonstrating the potential of automation in medical applications.
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Introduction
Identifying circulating tumor cells (CTCs) in blood samples from 
patients with cancer offers valuable information for clinical 

decision-making through a liquid biopsy approach (1). The stand-

ardization and technical validity of the technique are crucial for 

its routine use (2, 3). The CellSearch system was the first platform 

to semi-automatically detect CTCs in blood samples from patients 

with cancer and received clearance from the Food and Drug 

Administration for monitoring patients with metastatic breast, 

prostate, and colorectal cancers (4–6). The detection of CTCs in 

blood samples from patients with cancer using the CellSearch 

system has been extensively clinically validated. CTCs identified 
by this platform have been shown to have strong prognostic sig-
nificance in a wide range of metastatic and nonmetastatic can-
cers, as demonstrated in thousands of patients (4–12). Several 
studies have also indicated the clinical utility of CellSearch 
CTCs for making systemic treatment decisions, especially in 
breast and prostate cancers (13–16). Additionally, recent imaging 
analysis techniques (ACCEPT) applied to processed CellSearch 
samples for CTC detection have revealed the presence of small cy-
tokeratin (CK)-positive objects, known as tumor-derived extracel-
lular vesicles (tdEVs), which have been similarly linked to poor 
clinical outcomes (17, 18).
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However, a persistent issue hindering the widespread adoption 
of CellSearch as a routine clinical tool is the high cost, time- 
consuming nature, and potential for error in the identification 
and counting of CTCs and tdEVs by trained operators, despite a 
high level of standardization achieved for the CellSearch system. 
In a comparison between 15 reviewers, the interreviewer agree-
ment on CTCs was moderate (Fleiss’ kappa 0.6) (19). About 40% 
of CTC can be identified with high confidence, but the rest is less 
certain. There is a field-wide ambition to replace cost- and 
time-intensive expert work with an automated workflow free of 
intra- and interreviewer bias and variability, as evidenced by other 
automated CTC classification approaches (20). Furthermore, spe-
cifying what to include as CTC is challenging due to the high- 
dimensional inclusion boundary, which has fluent transitions in 
several dimensions. For example, cells are occasionally observed 
that have the nuclear morphology of monocytes or granulocytes, 
but are negative for CD45-APC and clearly positive for 
CK-phycoerythrin (CK-PE). In the CellSearch system, the operator 
is expected to review these cells as “not CTC” due to their morph-
ology, but the decision is subjective. More generally, including 
more events as CTC can increase the total number of true posi-
tives in a sample but will also increase the number of false posi-
tives. Consequently, setting the inclusion boundary involves a 
tradeoff between precision and recall.

The first attempt at a fully operator-free detection workflow 
was a deep-learning (DL) convolutional neural network (21). The 
DL-detected CTC (DL-CTC) had a better prognostic value than 
the operator-reviewed CTC (OP-CTC) in patients with metastatic 
breast cancer. However, evaluation of the network on samples 
from patients with benign breast disease showed that DL-CTCs 
were detected in 71% of the samples, whereas in only 8% of these 
samples, OP-CTCs were detected. A major contributor to this per-
formance was that the dataset used for training and testing the DL 
network contained relatively easy events. Therefore, a re-training 
of the network was required using a more representative dataset 
with sufficient events near the decision boundary. However, such 
events are more difficult to label, and thus there will be a higher 
error rate in the training data. Label uncertainty is a common 
problem in image-based medical diagnostics (22, 23).

Identifying and counting CTCs are akin to finding a needle in a 
haystack. To address this challenge, we have created a processing 
pipeline that gradually reduces the haystack while retaining the 
majority of the needles (CTCs) until a decision can be made re-
garding all possible needles in a final refinement step. In this 
study, we evaluate three different refinement approaches and 
use the overall survival (OS) data of patients with metastatic 
breast and prostate cancers, as well as patients with nonmeta-
static breast cancer before and after therapy, to determine the op-
timal specification of CTCs and tdEVs with the aim of 
incorporating it into the clinical setting.

Results
DL classification of DL-CTC and DL-tdEV
The test data of 12,144 events from 258 samples contained 1,809 
(15%) events labeled as CTC and 1,386 (11%) events labeled as 
tdEV, suggesting that the strategy to enrich CTC and tdEV from 
the input data (supplementary material) was successful. The per-
formance of the classifier on the test data after the last active 
learning iteration is shown in Table 1.

The retrained and redesigned DL classifier (supplementary 
material) performed substantially better (McNemar’s P = 0.01) 
than the original DL classifier on the Zeune data (21). This 

suggests that the network changes were beneficial for perform-
ance on the “easy” Zeune dataset. For the other datasets, the 
CTC precision and recall in the newly labeled data were markedly 
lower, with the lowest precision and recall of 81 and 79%, respect-
ively, for metastatic breast. A part of the breast samples was proc-
essed by more labor-intensive methods predating the CellSearch 
Autoprep, which probably contributed to poor performance for 
that dataset. In diagnostic leukapheresis (DLA) samples, CTC pre-
cision and recall of the classifier were 90 and 94%, respectively, 
suggesting that the new DL classifier can handle thumbnails 
with multiple events in close proximity. In the combined set, pre-
cision and recall were 91 and 94%, and when we check only the 
performance on events that the reviews were very confident 
about, the precision and recall are comparable with those ob-
tained on the Zeune data. For tdEV, the new and old DL classifiers 
performed similarly on the Zeune data. As for CTC, performance 
on the other datasets was worse, with overall precision and recall 
of 90 and 94%, respectively.

The determined specificities indicate model performances; 
however, they do not directly translate to performance per sample 
because the test data are not a random draw from the events in a 
sample—rather, they are strongly enriched for CTC candidates. 
Furthermore, only a part of the DL-CTC was considered true 
CTC by operator review. In 569 IMMC38 samples, 79 million events 
were segmented. The network classified 99,137 of these events as 
DL-CTC. To determine precision, expert reviewers labeled a ran-
dom draw of 10,000 DL-CTC with the CellSearch CTC review 
guidelines. About 36% of these 10,000 DL-CTC (3,630) were re-
viewed as OP-CTC. Extrapolated to all available archives in 
IMMC38, we estimate a total of 35,987 true CTCs, compared with 
a total of 27,673 CTCs in the original human reviews. This differ-
ence could in part be explained by the higher CTC recovery of 
the StarDist segmentation algorithm utilized in the pipeline, see 
Fig. 1B (24).

Refinement of CTC specifications
Taking into consideration the estimated 36% of true CTCs in the 
DL-CTC output, we expected that a refinement of the DL-CTC 
would improve prognostic performance. This refinement was im-
plemented as a classifier trained on an unsupervised labeling 
where the contrast is maximized between (false-positive) 
DL-CTC in benign samples and DL-CTC in metastatic samples. 
For reference, we evaluated two more classical approaches for es-
tablishing a true CTC specification: a classifier trained with 
operator-labeled images and a classifier that is a manually de-
signed decision tree (DD-CTC). These are discussed in 
supplementary material and compared in Fig. S8. The refinement 
was cursorily checked on the DL-CTC of 328 IMMC26 benign sam-
ples and of 569 IMMC38 samples. An ideal performance is a refine-
ment that classifies 0% of DL-CTC in benign samples and ∼36% of 
DL-CTC in metastatic prostate cancer samples.

Contrast-maximized CTC classifier
The contrast-maximized CTC classifier was trained using a se-
quence of t-distributed stochastic neighbors embedding (tSNE), 
k-nearest neighbors’ (kNN) algorithm, and random forest. The re-
sulting random forest performs inference for new samples after 
training. We used all DL-CTCs found in benign breast samples 
and metastatic prostate samples to create a low-dimensional 
map using tSNE. We then sampled events from the metastatic 
prostate samples to achieve the desired balance between meta-
static and benign disease DL-CTCs. We identified regions in the 
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tSNE containing predominantly DL-CTC from metastatic patients 
using a kNN. These high metastatic density regions were labeled 
true CTC, and the rest not CTC. Lastly, we trained a random forest 
classifier to identify the high metastatic density regions as 
CM-CTC. The CM-CTC precision and recall can be tuned by adjust-
ing the ratio of metastatic to benign DL-CTC in the input to the 
kNN.

From the performance results, illustrated in Fig. 2, we con-
cluded that for metastatic prostate cancer, good performance is 
obtained for training sets containing 8–20% DL-CTC from meta-
static patients. For 10%, we performed 5 repeats to assess the im-
pact of sampling on the outcome and found a SD of 0.4, or 9% of 
the mean hazard ratio (HR). The maximum average HR was found 
for 20% DL-CTC in patients with metastatic prostate cancer. This 
classifier was used for further evaluations and is called CM-CTC 
henceforth. The median number of CM-CTC is 7, compared with 
4 for operator-reviewed CTC, and 80% of metastatic samples 
have a CM-CTC count above the background level, compared 
with 68% for the original OP-CTC. The classifier labeled 0.5% of 
DL-CTC in benign samples as CM-CTC, and 43.3% of DL-CTC in 
metastatic prostate cancer as CM-CTC.

Overlap between CTC specifications
DL-CTC events can belong to one or more of the CM-CTC-CTC or 
the other tried classifiers. Figure S1 shows 10 random examples 
of thumbnails that belong to each combination and contain at 
least 2% of the total number of events. The bottom panel shows 
the percentage of all DL-CTCs that belong to each combination, 
and some of the most differentiating characteristics between 
the highest frequency combinations. The largest population is 
DL-CTCs that do not fall under any of the other refined CTC spec-
ifications (48%). Compared with the other combinations, these 
tend to have low CTC confidence according to the DL, low overlap 
between nucleus and CK, relatively low PE intensity and sharp-
ness. DL-CTCs, which are also CTC by all other specifications 
(34% of DL-CTC), are overall high-confidence CTC by DL and 
have a wide range of CK-PE intensities and overlaps between the 
nuclear and CK-PE staining.

Refinement of tdEV specifications
A CM classifier was developed for tdEV in a similar way as well as a 
DD-tdEV classifier discussed in the supplementary material.

The CM-tdEV performance as a function of the balance be-
tween metastatic and benign DL-tdEVs in the training data is 
shown in Fig. 2. There is a clear optimal HR at 10% of DL-tdEV 
from metastatic prostate cancer samples. This classifier was 

taken for the next evaluations. The classifier considers 0.3% of 
DL-tdEV in benign samples and 10.0% of DL-tdEV in metastatic 
prostate cancer samples as CM-tdEV.

DL-tdEV events can be labeled DD-tdEV and/or CM-tdEV. 
Figure S2 shows 10 random examples for each combination. The 
largest population again is DL-tdEVs that do not fall into any of 
the other specifications (75%). Compared with the other major 
groups, they have a lower tdEV probability according to the DL, 
dimmer PE staining, and a smaller size. The sharpness in PE is 
low for the top three combinations. DD-tdEV contains smaller 
tdEV than CM-tdEV; 65% of “DD-tdEV, but not CM-tdEV” have a 
diameter <4 µm, while these small particles constitute only 9% 
of “DD-tdEV, as well as CM-tdEV.”

Evaluation of CM-CTC and CM-tdEV
The CM specifications were evaluated based on the prognostic val-
ue of each specification with respect to OS, quantified by the HR. 
We evaluated this in metastatic breast and nonmetastatic breast 
cancer, both before and after treatment intervention. The results 
for metastatic prostate cancer are also shown, but because these 
samples have been used in training and model selection, the re-
sults on metastatic prostate are not considered for evaluation 
purposes. A summary of this comparison is shown in Fig. 3. 
Additional details may be found in Figs. S3 and S8, and Tables 
S1 and S2. CM-CTC is performant in all studies and comparable 
with or better than OP-CTC. In nonmetastatic breast, CM-CTC 
has a P-value at baseline and first follow-up of 0.001 and 0.004, re-
spectively, when compared with 0.008 and 0.04, respectively, for 
operator-reviewed CTC. For tdEV, CM-tdEV is performant in the 
tested metastatic settings as well as in nonmetastatic breast. 
For the latter, CM-tdEV had a P-value at baseline and first follow- 
up of 0.06 and 0.001, respectively, when compared with 0.008 and 
0.04, respectively, for ACCEPT-tdEV. Kaplan–Meier curves for all 
time points and specifications are shown in Figs. S4–S7.

The distributions of counts for the CTC and tdEV specifications 
are shown in Fig. S8. The separation between the distributions of 
benign vs. nonmetastatic breast is smaller than the separation be-
tween benign and metastatic disease.

Discussion
The true morphological specification of a CTC is unknown, due 
to its rarity and heterogeneity (25). In clinical samples, cells 
are observed that range from fully intact to nearly decayed, 
with a wide range of fluorescent intensities in all channels. 
Furthermore, we observe cells that have the morphology of a 
white blood cell, but are positive for CK-PE typical for a tumor 

Table 1. The performance of DL classifier on test data from metastatic cancers.

CTC tdEV All N

Model Dataset Prec. Recall Prec. Recall Acc. All CTC tdEV

Prior (21) Zeunea 93.4 97.3 98.6 99.3 96.4 9,049 1,334 1,966
Current Zeune 98.9 99.7 98.4 99.2 97.1 1,908 354 482

Breast 81.4 79.3 76.3 90.3 74.8 2,334 242 207
Prostate 95.3 96.5 91.6 92.5 88.1 1,962 544 200
Colorectal 88.7 89.1 80.7 94.0 83.1 1,976 256 151
Lung 82.7 97.7 80.7 85.9 78.9 1,864 171 78
DLA 90.1 94.2 92.9 93.3 90.5 2,100 242 268
Overall 91.2 93.6 89.6 94.4 85.1 12,144 1,809 1,386
High conf. 98.3 99.6 96.6 98.9 95.1 5,525 1,051 820

aLarger and other random draw than current model. DLA, diagnostic leukapheresis from patients with breast and lung cancer; Prec., precision; Acc., accuracy; High 
conf., only events labeled with high confidence by the reviewers. Maximum and minimum for each column indicated in bold font.
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Fig. 1. Processing pipeline. The overall processing flow is shown in panel A, with the different specifications shown in green. Panel B is a graphical 
description of DL with refinement pipeline. Panel C is a graphical description contrast maximization approach. The dots on the tSNE plot are DL-CTC from 
metastatic samples in green and DL-CTC from benign samples in red. After the kNN, only events corresponding to the green area (top left and bottom 
right corners) are labeled as CTC for the training of a random forest classifier.

Fig. 2. The performance of CM-CTC classifiers as a function of the percentage of DL-CTC and DL-tdEV from tumor samples in the training set. The top row 
is the HR-OS, the middle row is the median CTC count, and the bottom row is the percentage of patient samples above the background, with background 
defined as the 95th percentile of samples from patients with benign breast disease. The first column is the baseline sample, taken before a therapeutic 
intervention, and first follow-up is the first available sample after the intervention. Dashed lines indicate the levels for the original operator-reviewed 
CTC. Data shown for metastatic prostate cancer and metastatic and nonmetastatic breast cancers. The bold blue vertical lines indicate the selected 
fraction of tumor DL-CTC (0.2, panels A and B) and tumor DL-tdEV (0.1, panels C and D) in the training that led to the optimal HR-OS.

4 | PNAS Nexus, 2024, Vol. 3, No. 2

D
ow

nloaded from
 https://academ

ic.oup.com
/pnasnexus/article/3/2/pgae048/7604079 by U

niversity of Tw
ente user on 01 M

arch 2024



cell. This leads to continuous transitions between normal epithe-
lial cells, hematopoietic cells, tumor cells, and cell debris. Thus, 
an exact decision boundary for CTC probably does not exist, and 
the boundary should be viewed as a tradeoff between precision 
and recall. A structured evaluation of the boundary by human re-
viewers is not possible due to the labor needed and the poor repro-
ducibility of human review decisions (19). We expect similar 
issues to exist in many image-based diagnostic tests. The refine-
ment methods presented here do allow for a structured evalu-
ation, but comparisons between two incremental changes are 
still difficult to assess due to the low number of samples and, con-
sequently, statistically insignificant changes in the resulting HRs.

Our newly developed DL classifier for CTC enumeration sur-
passes the performance of the previously reported first DL classi-
fier (21), as shown on the original benchmark test set. Because this 
test set contains relatively simple data, a more comprehensive 
data set was developed using active learning. While the old DL 
classifier failed in high cell density samples, we observed that 
the new DL classifier performed better because it had more area 
to classify in addition to the thumbnail that was provided to the 
first DL classifier. However, only 36% of DL-CTCs were also consid-
ered CTC in operator review. Some of these CTCs are simply diffi-
cult to assess, and it is possible that the DL was correct. However, 
the new DL network also misclassified some clear artifacts as 
CTCs, such as empty thumbnails or cartridge edges. For this rea-
son, we consider the DL classifier alone to be too imprecise to re-
place operator review. Thus, an additional refinement step was 
needed. For this refinement, each DL-CTC was summarized by a 
set of 135 event parameters describing the shape, intensity, sharp-
ness, overlap and similarity of fluorescent channels, and the DL 
class probabilities. To utilize these parameters, we needed to train 
another classifier using labeled data.

However, for about 40% of DL-CTCs, the true class is ambigu-
ous. To establish true labels and train a classifier for these 
DL-CTCs, we applied the contrast maximization method pre-
sented here, which identifies events that are predominantly pre-
sent in metastatic patients but not in patients with benign 
disease. It is semi-supervised, so all the available data can be uti-
lized, and the time needed to train is just computer time. An add-
itional advantage is that the precision–recall balance is tunable by 
adjusting the ratio of metastatic to benign disease events. 
However, it needs a larger dataset than the other approaches, 
and the size of this dataset is limited in most cases by the number 

of benign disease or healthy donor samples because these have 
fewer DL-CTCs. Additionally, it will identify all major differen-
ces between metastatic and benign diseases, including tdEV 
misclassified as DL-CTC by the DL. Lastly, a metastatic sample ac-
cidentally added to the benign data can be disastrous for 
performance.

Slight differences in the used fluorescence imaging systems 
can lead to systematic variations in image properties (26). Such 
variations may lead to undesired differences between parts of 
the dataset. For example, when greedy parameter selection was 
performed for the designed decision tree (supplementary 
material), one of the parameters describing background intensity 
was often among the top five parameters that could improve sep-
aration between DL-CTC from metastatic and benign samples. A 
classifier trained on the full set of 135 parameters would probably 
utilize these background parameters and would then perform 
poorly in new samples. See the supplementary material for a fur-
ther discussion of the feature selection. Eventually, all three 
methods used the same 33 parameters per event, which were se-
lected based on their use in the DD-CTCs.

CM-CTCs were equal to or better than operator CTCs to assess 
prognosis in patients with metastatic and nonmetastatic breast 
cancers. The classification model was a random forest. This is a 
simple model compared with some state-of-the-art machine- 
learning models. However, given our assumption that lack of per-
formance primarily originates from errors in the training data, it 
did not seem appropriate to focus our efforts on the model side.

We tested the classifiers using OS as a measure of prognosis. 
However, the HR sensitivity to different CTC specifications is 
low. While OS can be accurately determined, other causes of 
death, such as adverse responses to anticancer treatment, are 
not related to CTC count. More robust measures, such as 
progression-free survival or cancer-related death, would provide 
a stronger link to CTC count, but they are harder to establish. 
Additionally, when some patients are cured after their CTC count 
is taken, the relationship between CTC and survival is weakened, 
leading to an underestimation of the link for all patients. Thus, 
while OS can certainly be used to evaluate a test, it cannot be 
used to evaluate smaller differences between CTC specifications. 
Furthermore, it is important to test the specifications as a continu-
ous variable because dichotomization leads to higher uncertainty, 
as described elsewhere (27) and is observed from the confidence 
intervals for continuous HR vs. dichotomized HR in Fig. S3.

Fig. 3. Summary of HRs and percentage of samples above the background for different CTC and tdEV specifications in nonmetastatic breast, metastatic 
breast, and metastatic prostate cancer. HR with 95% CI of different specifications at A) baseline (before clinical intervention) and B) follow-up (after 
initiation of clinical intervention). HR-OS is the interquartile range HR for OS (10–90 percentile range for nonmetastatic breast due to the high survival 
rate). C) Percentage of samples that have a count at or above the 95th percentile of patients suspected of cancer but with benign disease.
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tdEV can be a complementary prognostic indicator to CTC, 
especially when CTC counts are low (17, 28). A possible explan-
ation is that patient blood contains 1–2 orders of magnitude 
more tdEVs than CTCs (28, 29), and thus the impact of Poisson 
noise on the count (30) becomes negligible. However, we are not 
certain what should be included. The DL was trained to include 
all possible tdEV, including events as small as 3 pixels with very 
low CK-PE. As a result, DL-tdEV contained a high proportion of 
false positives in the opinion of a reviewer (>80%) and overall low-
er quality signals. The CM-tdEV made up only 10% of all DL-tdEVs 
but was more prognostic than ACCEPT-tdEVs (17). Although 
smaller tdEVs were expected to be more prognostic due to their 
larger numbers, larger tdEVs with brighter CK-PE staining were 
actually found to be more prognostic. It should be noted that 
the CellSearch method is not designed to detect particles <2 µm. 
In this case, the big advantage of CM-tdEV over other approaches 
is that contrast maximization does not require domain knowledge 
and may contribute to our insights.

In conclusion, we introduced the contract maximization meth-
od and tested it in metastatic and nonmetastatic breast cancers, 
where the latter presents a difficult challenge due to low CTC 
counts and a high risk of false-positive identifications. To effective-
ly evaluate small variations, a more precise performance measure 
than OS is needed for future studies. A CM-CTC classifier is adjust-
able to prioritize either precision or recall. Our work represents a 
major advancement toward the integration of CellSearch CTCs 
into clinical routine. The classification pipeline presented here 
eliminates the need for human operators and the associated errors, 
time, and cost required for CTC determination.

Methods
Image datasets used for the training, test, and 
evaluation of the classifiers
The images used in this study are all from previously reported 
clinical studies using the CellSearch system. We used 418 samples 
from benign diseases, 6,293 from nonmetastatic breast, 2,408 
from metastatic breast, and 698 from metastatic prostate cancer 
to train, test, optimize, and evaluate CTC and tdEV enumeration. 
The image datasets used specifically for the training, test, and 
evaluation of the classifiers are described in the supplementary 
material.

The study protocols of each of these studies were approved by 
the ethics committees of the participating institutions, and all pa-
tients signed informed consent. The CellSearch system performs 
immuno-magnetic enrichment of epithelial cell adhesion 
molecule-positive cells from blood samples and stains these cells 
with DAPI (nucleus), cytokeratin 8, 18, 19 conjugated to phyco-
erythrin (CK-PE), and lymphocyte common antigen conjugated 
to allophycocyanin (CD45-APC). The fluorescein isothiocyanate 
(FITC) channel is available for optional additional marker stain-
ing. For each sample, an archive containing ∼140 four-layer im-
munofluorescence tiff images is stored.

Pipeline
The processing pipeline is graphically depicted in Fig. 1B and con-
sists of: (i) segmentation of events of interest from the image data-
sets by StarDist, a DL-based segmentation method that has been 
optimized for the segmentation of cells and tdEVs from these im-
ages previously (24, 31, 32); (ii) coarse classification of these events 
by a DL net modified from Zeune et al. (21); (iii) further classifica-
tion refinement. Until refinement, the system is optimized to re-
tain all possible CTCs and tdEVs. For the refinement, we 

evaluated a kNN algorithm to find high-density regions of tumor 
DL-CTC in a tSNE of possible CTC in benign and tumor samples. 
These high-density regions are learned using a random forest 
for the parameters for each event.

DL classification
The segmented events of interest are classified by the DL network. 
This network approximately follows the design described previ-
ously (21), i.e. four convolutional layers each followed by max- 
pooling, and then a fully connected neural network to classify 
each event into one of five classes (CTC, tdEV, white blood cell, 
bare nucleus, and artifact). To address the poor ability of the pre-
vious DL-classifier to handle empty thumbnails and multiple 
events in a single thumbnail, and to obtain training data that 
have better coverage of actual samples, changes were made to 
preprocessing, network input, loss function for training, and se-
lection of events for the training set. All changes are described 
in the supplementary material.

Define a true CTC
Due to the optimization of the DL for sensitivity, we expect a con-
siderable number of false positives in the DL-CTC and tdEV counts. 
Therefore, we expect that a refinement of the DL output will en-
hance prognostic performance. This refinement will be based on 
features that are extracted from the thumbnails (supplementary 
material). Because many of the extracted features are uninforma-
tive for the classification of CTC or tdEV, and thus may introduce 
overfitting, only the features used for the decision tree were used 
for the other methods. As we are not certain on which DL-CTC 
should be considered true-CTC, we evaluate three possible ap-
proaches for establishing a true CTC specification.

Contrast maximization between benign and metastatic 
disease (CM-CTC)
The contrast maximization refinement method is weakly super-
vised. The only information used is whether a DL-CTC was found 
in a benign or in a metastatic sample. It assumes all DL-CTCs 
from benign are not-CTC, and that the DL-CTCs from metastatic 
are a mixture of true CTC and not-CTC. Here, the DL-CTCs from be-
nign and metastatic samples were represented on a single tSNE 
map. Events in areas in the tSNEs that contain both DL-CTC from be-
nign as well as DL-CTC from metastatic are assumed to be not-CTC. 
To identify these areas, a distance weighted kNN algorithm was ap-
plied to set the true class for each DL-CTC based on the majority 
class for the 49 nearest DL-CTCs. For a lower fraction of DL-CTC 
from metastatic samples, the kNN will set fewer regions to true 
CTC, selecting only those that are unique to metastatic samples. 
Thus, the ratio can be used to adjust precision and recall. Lastly, 
we trained a random forest classifier on the features of the CTC class 
set by the kNN algorithm. This approach requires a substantial 
number of benign or healthy donor samples but can be trained on 
a very large number of samples with minimal additional effort as 
it is unsupervised. The method tends to overfit if the used features 
have a bias between sample types. We selected the features that 
were also utilized in the decision tree as described in the 
Supplementary Methods under “Feature extraction and selection.”

Code environment
Development and evaluation of the different approaches was per-
formed in Python 3.8, utilizing Lifelines 0.25.11 (33), Matplotlib 
3.3.4 (34), NumPy 1.18.5 (35), OpenCV 4.0.1 (36), Pandas 1.5.2 
(37), SciPy 1.4.1 (38), Scikit-Image 0.18.1 (39), Scikit-Learn 0.24.1 
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(40), Sewar 0.4.4, StarDist 0.6.2 (31), Tensorflow 2.2.0 (41), and 
Tifffile 2021.3.31 packages and associated dependencies.

Statistical analysis
The performance of different DL models was compared using 
McNemar’s test because the test data were sampled differently 
from the training data. For the contingency table of McNemar’s 
test, white blood cells, bare nucleus, and artifact classes were re-
coded to “not CTC nor tdEV,” so any errors between these classes 
are ignored.

The prognostic value of the different CTC and tdEV specifica-
tions to predict OS is used as an ultimate performance measure. 
The prognostic value is expressed by the HR from a Cox propor-
tional hazards regression to the log10 of the CTC (or tdEV) count, 
where we set log10(0) to −1, since 0.1 CTC/tube of blood is reason-
ably close to the average number of CTC in metastatic patients 
with 0 CTC in CellSearch (42). The HR on a continuous variable 
represents the change in hazard for a one unit change in the vari-
able. Because the different specifications lead to different ranges, 
the continuous HRs become difficult to compare. Therefore, the 
shown HRs are the interquartile range HRs in metastatic settings 
and the 10–90 percentile range HR in nonmetastatic breast cancer. 
The wider range was needed in nonmetastatic breast cancer be-
cause only 58 out of 400 patients died of any cause within the 
follow-up period, and only 57 out of 400 progressed after surgical 
resection of the tumor. P-values were computed using the log- 
rank p test. Most of the CTC literature dichotomize patients into 
a “favorable” and an “unfavorable” groups. Even though this di-
chotomization leads to information loss (27), for comparison, we 
also present HR of different specifications dichotomized on the 
median CTC/tdEV count for metastatic samples, and dichotom-
ized on the 90th percentile of CTC/tdEV counts for the samples 
of patients with nonmetastatic disease in the supplementary 
material. Also in the supplementary material are Kaplan–Meier 
curves, where we split patients into up to four groups whenever 
possible. The split was done on the 25th, 50th, and 75th percen-
tiles for the metastatic setting and on the 35th, 70th, and 90th per-
centiles for the patients with nonmetastatic breast cancer.
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