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A B S T R A C T

An unstructured hydrodynamic model is presented that is able to simulate 2D nearshore hydrodynamics on
the wave group scale. A non-stationary wave driver with directional spreading, with physics similar to XBeach
(Roelvink et al., 2009) is linked to an improved and extended version of the existing unstructured flow solver
Delft3D–FM (Kernkamp et al., 2011; Martyr-Koller et al., 2017). The model equations are discretised on meshes
consisting of triangular and rectangular elements. The model allows for coverage of the model domain with
locally optimised resolution to accurately resolve the dominant processes, yet with a smaller total number
of grid cells. The model also allows a larger explicit time step, compared to structured models with similar
functionality. The model reliably reproduces measured datasets of water levels, sea/swell and low frequency
wave heights in laboratory and field conditions, and is as such widely deployable in a variety of simple and
complex coastal settings to study nearshore hydrodynamics.
Software availability

The software framework of the model presented in this paper is
Delft3D Flexible Mesh, under development since 2008 (Deltares, 2021).
The source code is available free of charge from Deltares (https://oss.
deltares.nl) after registration as a beta-test programme participant with
software@deltares.nl. The framework is supported under Windows and
CentOS7. The computational kernel is written in Fortran, and the
complete compiled code distribution requires ∼1Gb of disk space.

1. Introduction

Infragravity (IG) waves, defined as waves with periods of ∼25–
250 s, can represent a significant portion of the water level variance in
the nearshore. These low frequency motions modulate several coastal
processes, such as reef flat hydrodynamics (Péquignet et al., 2009;
Pomeroy et al., 2012; Cheriton et al., 2020; Péquignet et al., 2014), rip
current dynamics (MacMahan et al., 2004; Reniers et al., 2006, 2009),
wave run up and overtopping (Cheriton et al., 2016; Billson et al.,
2019), sediment resuspension and transport (de Bakker et al., 2016a;
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Rosenberger et al., 2020b), and dune erosion and barrier breach-
ing (McCall et al., 2010; Baumann et al., 2017; Lashley et al., 2019;
Anarde et al., 2020). Sources of wave energy in the IG frequency band
are linked to the presence of wave groups. Theory (Longuet-Higgins and
Stewart, 1962; Hasselmann, 1962) and observations (Kostense, 1985;
Elgar et al., 1992; Herbers et al., 1994) show that in intermediate
water depths pairwise non-linear difference interactions between sea–
swell components in a wave group force a IG wave at the group
frequency that is 180◦ out of phase with the wave group envelope.
Upon propagating into shallow water depths, these IG waves shoal
through resonant triad interactions (Janssen et al., 2003; de Bakker
et al., 2015), transferring energy from the peak frequency toward
IG frequencies at a rate dependent on the bed slope and the group
frequency (Battjes et al., 2004; van Dongeren et al., 2007). Moreover,
depth variations on the spatial scales of the wave groups cause a nett
radiation stress gradient that forces free IG waves propagating both in
onshore and offshore directions (Moura and Baldock, 2019; Contardo
et al., 2021). In the outer surf zone, IG waves are generated by the
time-varying breakpoint mechanism (Symonds et al., 1982; Contardo
et al., 2018) on steep normalised bed slopes (Battjes et al., 2004). If
normalised bed slopes are mild, and short waves and IG waves are in
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the shallow water regime, bound long waves are progressively released
from the wave groups (Masselink, 1995; Baldock, 2012). When these
conditions are not met, the bound wave degenerates with the breaking
wave group, and IG generation is minimal (Baldock, 2012). In the inner
surf zone, triad interactions between IG frequencies enhance IG wave
non-linearity (Henderson et al., 2006; Thomson et al., 2006), and can
cause IG wave breaking close to the shoreline (van Dongeren et al.,
2007; de Bakker et al., 2016b). Similar triad interactions can transfer
energy back to the short wave frequency band (Guedes et al., 2013;
de Bakker et al., 2016b). Merging surf bore fronts can add additional
energy to IG frequencies (Sénéchal N. Dupuis et al., 2001; Tissier
et al., 2015). If the bed roughness in the surf zone is high, frictional
dissipation is a significant IG energy sink (Péquignet et al., 2014; van
Dongeren et al., 2013), Upon reflection off the coastline, IG waves
radiate offshore as leaky waves, forming a cross-shore standing pat-
tern (Guza and Thornton, 1985b), or they become refractively trapped
as edge waves (Holman and Bowen, 1979; Herbers et al., 1995).

Given the important role of IG waves in coastal processes, substan-
tial efforts were made over the last decades to model their generation,
propagation and dissipation in various coastal settings. van Dongeren
et al. (2003) provide a review of the analytical methods that have
been explored to explain the generation of low-frequency wave energy.
More recent (semi-)analytical studies include work on IG dynamics
over variable topography to explore phase lags between the short wave
forcing and the associated bound long wave (e.g. Zou 2011, Guérin
et al. 2019, Zhang et al. 2020, Liao et al. 2021, Contardo et al. 2021,
Liao et al. 2022), and on the generation of free long waves in the
surf zone (Contardo et al., 2018). Nowadays, numerical models are the
method of choice to explore IG variability on arbitrary profiles under
dissipative conditions. List (1992), Van Leeuwen (1992) and Reniers
et al. (2002) presented linearised models incorporating the IG genera-
tion mechanisms of Longuet-Higgins and Stewart (1962) and Symonds
et al. (1982). Roelvink (1993b) and Karunarathna and Tanimoto (1995)
presented 1D versions of a model solving the depth-integrated and short
wave period-averaged non-linear conservation equations of mass and
momentum on a finite difference grid. The wave forcing is provided
by a wave group resolving wave model. Reniers et al. (2004) and van
Dongeren et al. (2003) extended the approach to 2DH non-linear finite
difference models for IG generation and propagation, again coupling
a wave group resolving wave driver to a non-linear shallow water
solver. This approach was ported to curvilinear grids by Roelvink et al.
(2012), using a finite volume discretisation. Madsen and Sørensen
(1997) used a Boussinesq-type model to simulate IG wave dynamics,
resolving the short-wave motion as well as the long-wave motion. A
similar model paradigm was used by, among others, Karunarathna
et al. (2005), Cienfuegos et al. (2010), Nwogu and Demirbilek (2010)
and Su et al. (2015). The last few years have seen an increase in pop-
ularity of non-hydrostatic models for the modelling of low-frequency
wave dynamics. Models of this type were presented by Zijlema et al.
(2011), Ma et al. (2012) and de Ridder et al. (2021). Detailed model
hindcast studies of infragravity transformations in the surf zone of field
sites and laboratory tests using the latter approach were reported by
e.g. Rijnsdorp et al. (2015, 2021), de Bakker et al. (2016b), Fiedler
et al. (2018), Lashley et al. (2018) and Risandi et al. (2020).

In the present paper, we adopt the approach of combining a 2DH
non-linear shallow water equations solver with a wave group re-
solving wave driver. Most models of this class discretise the model
equations on a structured, rectangular or orthogonal curvilinear grid
(e.g. SHORECIRC, (Shi et al., 2003); Delft3D, (Reniers et al., 2004);
XBeach, (Roelvink et al., 2009, 2012)). Although this type of grid
schematisation provides relative flexibility in efficiently covering the
model domain, an inherent drawback in the use of structured grids
is that refinements (needed for output requirements, or for handling
sharp spatial gradients in bathymetry or transport fields) necessarily
extend far beyond the part of the domain where a finer resolution is
2

needed. This can only be remedied in the structured grid approach by
using nested models, or through domain decomposition. These latter
approaches increase the computational cost of a model unnecessarily,
and in the case where explicit numerical schemes are used, will also
cause an unfavourable reduction of the maximum allowed timestep in
deep areas, as the Courant–Friedrich–Lewy (CFL) condition (Courant
et al., 1967) should be met to retain stable computational results.
A second important drawback of structured curvilinear grids is the
requirement of topological connection, which precludes for example
the folding and reconnection of a curvilinear grid around islands or
atolls, unless cyclic boundary conditions are implemented (Roelvink
et al., 2013).

One approach to avoid these limitations is the use of unstructured
grids, which are able to provide localised resolution changes, without
affecting other parts of the grid. This flexibility allows for grid adapta-
tions, where the grid resolution can now be optimised in function of the
spatial scale of the locally dominant physical process to be modelled.
One example of this would be a relative coarse offshore resolution
sufficient to model the propagation of wave groups, combined with
a finer resolution in regions where short wave dissipation, or long
wave reflection is important. This geometrical flexibility has the added
benefit that the grid resolution can also be optimised in function of the
explicit time step restriction, as grid resolutions ideally are nowhere
finer than they need to be to accurately discretise the flow phenomenon
under consideration. Potential reduced accuracy because of the devi-
ation of an unstructured grid from a uniform cartesian grid can be
constrained by ensuring grid orthogonality and resolution smoothness,
and by reducing the use of triangles as much as possible (Hirsch, 2007).
Unstructured models has gained some popularity over the last decade
to simulate mean (i.e. timescales longer than wave groups) nearshore
circulation (e.g. Dietrich et al. (2012), Zheng et al. (2017), Wu et al.
(2011)) and morphodynamics (e.g. Bertin et al. (2009), Guérin and
Dodet (2016), Villaret et al. (2013)). However, to date there are no
unstructured numerical models that can simulate nearshore hydrody-
namics on the wave group scale. In this paper, we present such an
unstructured wave model, and we test its ability to reproduce the wave
measurements of a number of published datasets in field and laboratory
settings.

In Section 2 we describe the formulations and the numerical ap-
proach that are used in the wave and flow modules of our model.
Section 3 demonstrates the practical applicability of the model on a
range of spatial and temporal scales. Section 4 contains discussion of
the results and the conclusions.

2. Model formulations

The aim of the present model is to simulate the hydrodynamic cir-
culation in the nearshore in response to instationary short-wave forcing
on the time-scale of wave groups. The model should be able to simulate
bound, free and refractively trapped long waves, and it should be able
to handle run up and overwash. In our approach, we solve the depth-
averaged, short-wave averaged non-linear shallow water equations on
unstructured grids, that can be composed of a combination of triangu-
lar and rectangular cells. Short-wave effects are incorporated through
radiation stress gradients which drive mean surf zone circulation, and
low frequency motion on IG timescales. Moreover, short-wave induced
Stokes drift varies on the wave group time and spatial scale. Lastly, bed
shear stresses are enhanced by the presence of waves. As we do not
solve for the individual short waves, we need a short wave driver, that
is forced by directionally spread narrow-banded short wave spectra,
and that solves the time-varying wave action balance in combination

with a roller model over arbitrary 2D bathymetries.
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2.1. Short wave module

2.1.1. Non-stationary wave model
In order to calculate the propagation and dissipation of organ-

ised wave energy in the nearshore, we largely follow Roelvink et al.
(2009). The wave module solves the coupled non-stationary wave
action (Eq. (1)) and roller energy balance (Eq. (8)) in geographical and
directional space, taking into account dissipation by wave breaking and
spatially varying bottom friction. We assume that the incident wave
field is narrow-banded in frequency, so we can work with a single
representative wave period, taken as 𝑇𝑚−1,0, and we neglect absolute
requency shifts in the wave action and roller balance.

𝜕𝐴
𝜕𝑡

+ ∇ ⋅ 𝒄𝒈𝐴 +
𝜕𝑐𝜃𝐴
𝜕𝜃

= −
𝐷𝑤
𝜎

−
𝐷𝑏𝑓

𝜎
(1)

here 𝐴 is the time-varying wave action density in geographical and
irectional space, defined as 𝐴 = 𝐸𝑤

𝜎 , 𝐸𝑤 = 1
8𝜌𝑔𝐻

2
𝑟𝑚𝑠 is the wave

nergy density, 𝑡 is time, 𝜌 is the water density, 𝜃 the wave direction
n the cartesian reference frame, 𝐷𝑤 is the directionally distributed
ave dissipation by breaking, 𝐷𝑏𝑓 is the directionally distributed wave
nergy dissipation by bottom friction, and ∇ represents the spatial
radient operator 𝒊 𝜕

𝜕𝑥 + 𝒋 𝜕
𝜕𝑦 , with 𝒊 and 𝒋 the unit vectors in 𝑥- and

-direction, respectively. Wind growth is not taken into account at
resent, although it can be an important energy source on the spatial
cale ((1 km)) at which this type of models is typically used (Drost
t al., 2019).

The group velocity vector 𝒄𝒈 with which the wave action propagates
n geographical space is equal to

𝒈 =
(

1
2
+ 𝑘ℎ

𝑠𝑖𝑛ℎ(2𝑘ℎ)

)

𝜎
𝑘
⋅
𝒌
𝑘
+ 𝒖𝑳 (2)

where 𝒖𝑳 represents the depth-averaged flow velocity vector in the
Lagrangian reference frame, h is the total water depth, and 𝑘 the wave
umber magnitude. The refraction speed 𝑐𝜃 is given by

𝜃 = 𝜎
sinh2𝑘ℎ

( 𝜕ℎ
𝜕𝑛

)

+ 𝒌
𝑘
⋅
𝜕𝒖
𝜕𝑛

(3)

he derivative 𝜕
𝜕𝑛 indicates the gradient orthogonal to the local wave

propagation direction 𝜃. The wave number vector 𝒌 is derived from the
kinematics conservation equations (Massel, 1989):
𝜕𝑘𝑖
𝜕𝑡

+ 𝑐𝑔,𝑗
𝜕𝑘𝑖
𝜕𝑥𝑗

+ 𝜕𝜔
𝜕𝑥𝑖

= 0 𝑖, 𝑗 = 1, 2 (4)

here 𝜔 = 𝜎 + 𝒌 ⋅ 𝒖, represents the absolute radial wave frequency.
he intrinsic frequency 𝜎 is derived from the linear dispersion relation:
=
√

𝑔𝑘 tanh 𝑘ℎ.
Wave energy is dissipated through wave breaking and bottom fric-

ion. A number of wave breaking formulations is available (listed in
ppendix A). By default, the formulation of Roelvink (1993a) is being
sed. The total, directionally integrated wave dissipation is then given
y the product of the time-varying breaking dissipation and the fraction
f breaking waves:

𝐷𝑤 = 𝑄𝑏𝛼
𝜎
8𝜋

𝜌𝑔𝐻
3

ℎ

𝑄𝑏 = 1 − exp
⎛

⎜

⎜

⎝

−
⎛

⎜

⎜

⎝

𝐻
𝛾 tanh(𝑘ℎ)

𝑘

⎞

⎟

⎟

⎠

𝑛
⎞

⎟

⎟

⎠

(5)

here 𝛼 is a free parameter of 𝑂(1); 𝜌 is the water density; 𝑔 is
ravitational acceleration; 𝛾 is the breaker parameter, 𝐻 is the wave
eight varying on the timescale of wave groups, and 𝑛 is a shape factor
or the wave breaking probability distribution. 𝛾 tanh(𝑘ℎ)

𝑘 represents a
easure for the maximum expected wave height for the local water
epth ℎ. The breaker dissipation is distributed among the directional
ins according to the directional distribution of the wave energy.

We express the time-averaged, directionally integrated bottom fric-
𝐷 = ⟨|𝝉 ⋅ 𝒖 |⟩ = 1𝜌𝑓 ⟨|𝒖 |

3
⟩,
3

ional dissipation of wave energy as 𝑏𝑓 𝒃 𝒓𝒎𝒔 2 𝑤 𝒓𝒎𝒔
where the root mean square orbital velocity magnitude |𝒖𝒓𝒎𝒔| is approx-
imated from the linear wave theory expression for the orbital velocity
(Eq. (6)), and 𝑓𝑤 is a parameter of (0.01)–(0.1), depending on the
bottom characteristics (Booij et al., 1999; van Dongeren et al., 2013).

|𝒖𝒓𝒎𝒔| ≈
𝐻𝑟𝑚𝑠𝜔

2
√

2 sinh(𝑘ℎ)
(6)

Considering the slowly varying dissipation in wave groups, we can
time-average 𝐷𝑏𝑓 over the representative wave period. Therefore, we
can use the monochromatic approximation for the time-average of the
third even velocity moment ⟨|𝒖𝒓𝒎𝒔|

3
⟩ (Eq. (7)) to calculate 𝐷𝑏𝑓 (Guza

and Thornton, 1985a):

⟨|𝒖𝒓𝒎𝒔|
3
⟩ = 1.20⟨|𝒖𝒓𝒎𝒔|

2
⟩

3∕2 = 0.42|𝒖𝒐𝒓𝒃|3, with |𝒖𝒐𝒓𝒃| ≈
√

2|𝒖𝒓𝒎𝒔| (7)

The resulting bottom dissipation 𝐷𝑏𝑓 is distributed among the di-
ectional bins in a manner analogous to the redistribution of the
issipation resulting from wave breaking processes.

The lack of a wind source term limits the applicability of the model
o domains and applications where local wind growth is of secondary
mportance.

.1.2. Roller model
In order to account for the observed spatial lag between the start of

epth-induced breaking and the development of wave setup and wave-
elated circulation (Bowen et al., 1968; Nadaoka and Kondoh, 1982),
he roller model concept (Roelvink and Stive, 1989; Nairn et al., 1991)
s used. The breaking wave dissipation 𝐷𝑤 acts as the source term for
he roller energy. The roller propagates through the surf zone with
ave celerity 𝑐, and following the carrier wave idea, where local wave
nd roller directions are assumed to be equal, allows us to reuse the
efraction velocity 𝑐𝜃 used in the wave action balance (Eq. (1)):
𝜕𝐸𝑟
𝜕𝑡

+ ∇ ⋅ 𝒄𝐸𝑟 +
𝜕𝑐𝜃𝐸𝑟
𝜕𝜃

= 𝐷𝑤 −𝐷𝑟 (8)

where 𝐸𝑟 is the roller energy, 𝒄 is the wave celerity vector equal to
𝜎
𝒌 , and 𝐷𝑟 is the directionally distributed roller energy dissipation, the
magnitude of which is calculated as (Reniers et al., 2004):

𝐷𝑟 =
2 𝑔𝛽𝑟𝐸𝑟

𝑐
(9)

in which 𝛽𝑟 is a parameter of (0.1), representing the slope of the in-
ternal boundary between the roller and the underlying ‘wave motions’.
The resulting wave and roller fields feed into the radiation stress tensor
components, calculated using linear wave theory (Reniers et al., 2002):

𝑆𝑥𝑥 = ∫

[( 𝑐𝑔
𝑐

(1 + 𝑐𝑜𝑠2𝜃) − 1
2

)

𝐸𝑤 + 𝑐𝑜𝑠2𝜃 𝐸𝑟

]

𝑑𝜃 (10a)

𝑆𝑥𝑦 = ∫

[ 𝑐𝑔
𝑐

𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃 𝐸𝑤 + 𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃 𝐸𝑟

]

𝑑𝜃 (10b)

𝑆𝑦𝑦 = ∫

[( 𝑐𝑔
𝑐

(1 + 𝑠𝑖𝑛2𝜃) − 1
2

)

𝐸𝑤 + 𝑠𝑖𝑛2𝜃 𝐸𝑟

]

𝑑𝜃 (10c)

The wave-related forcing terms in the depth-averaged flow momen-
tum equations (Eq. (22)) are then expressed in terms of the radiation
stress gradients:

𝐹𝑤,𝑥 = −
(

𝜕𝑆𝑥𝑥
𝜕𝑥

+
𝜕𝑆𝑥𝑦

𝜕𝑦

)

(11a)

𝐹𝑤,𝑦 = −
( 𝜕𝑆𝑥𝑦

𝜕𝑥
+

𝜕𝑆𝑦𝑦

𝜕𝑦

)

(11b)

2.1.3. Numerical implementation
Eq. (1) and (8) are discretised in geographical space on a staggered

orthogonal, smooth unstructured grid consisting of combinations of
triangles and rectangles. A user-defined number of bins defines the
directional grid. Spatial advection terms are determined from an ex-
plicit higher order discretisation scheme, combined with a monotonized

central flux limiter for non-equidistant grids (Hou et al., 2012) to limit
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numerical diffusion and to ensure total variation diminishing (TVD)
properties of the scheme (Deltares, 2021). All wave properties are
determined in the cell centres. Collecting the dissipation terms in one
variable 𝐷, Eq. (1), written in terms of wave energy, is discretised as
follows:
𝑒𝑒𝑛+1𝑘,𝑖𝜃 − 𝑒𝑒𝑛𝑘,𝑖𝜃

𝛥𝑡
+ Adv𝑘,𝑖𝜃 + Ref𝑘,𝑖𝜃 +

𝐷∗
𝑘

𝐸∗
𝑘
𝑒𝑒∗𝑘,𝑖𝜃 = 0 (12)

where 𝑘 is the cell number, 𝑖𝜃 the directional bin, 𝑛 represents the time
level, ∗ indicates the values after the advection and refraction step, 𝑒𝑒 is
the wave energy in cell 𝑘 and directional bin 𝑖𝜃, 𝐸 is the directionally
integrated wave energy. Terms Adv𝑘,𝑖𝜃 for the spatial advection and
Ref𝑘,𝑖𝜃 for the wave refraction are elaborated on next.

Using Gauss’ theorem, the cell-centre based advection discretisation
Adv𝑘,𝑖𝜃 in Eq. (12) is equal to the sum of the face-based advection
contributions w𝐿Adv𝐿,𝑖𝜃 , and divided by the cell area 𝐴𝑘 (Eq. (13)).

Adv𝑘,𝑖𝜃 = 1
𝐴𝑘

∑

𝐿∈𝛤
w𝐿Adv𝐿,𝑖𝜃 (13)

where 𝐿 indicates the face under consideration, w𝐿 is the face width of
𝐿, and 𝛤 is the cell boundary of cell 𝑘. Face based advection flux Adv𝐿,𝑖𝜃
is the sum of a first order upwind contribution Adv𝐿,𝑢𝑝𝑤 (Eq. (14)) and
a higher order, flux-limited correction term Adv𝐿,ℎ𝑜 (Eq. (16a)). The
first order upwind contribution is equal to:

Adv𝐿,𝑢𝑝𝑤 =

⎧

⎪

⎨

⎪

⎩

𝐶𝑔𝐿,𝑖𝜃ee𝐵,𝑖𝜃 , 𝐶𝑔𝐿,𝑖𝜃 > 0
𝐶𝑔𝐿,𝑖𝜃ee𝐴,𝑖𝜃 , 𝐶𝑔𝐿,𝑖𝜃 < 0
0, 𝐶𝑔𝐿,𝑖𝜃 = 0

(14)

where 𝐶𝑔𝐿,𝑖𝜃 is the cell volume weighted wave group velocity in the
face-normal direction for directional bin 𝑖𝜃, calculated from the values
in 𝐴 and 𝐵. In order to explain the construction of the higher order
correction term Adv𝐿,ℎ𝑜, we assume a wave energy flux from cell 𝐵
to cell 𝐴 in the following (Fig. 1). An equivalent reasoning holds for
a flux from cell 𝐴 to cell 𝐵. The construction of the higher order
correction term for the face-based advection flux Adv𝐿,𝑖𝜃 happens on a
line through the cell circumcentres of cells 𝐴 and 𝐵, based on the wave
energy in the cells adjacent to cell 𝐵. These cells are called 𝐵𝑢𝑝𝑤1 and
𝐵𝑢𝑝𝑤2 in Fig. 1. We aim at constructing the correction at the location
of the crossing 𝐵𝑐,𝑢𝑝𝑤 between lines 𝐴–𝐵 and 𝐵𝑢𝑝𝑤1–𝐵𝑢𝑝𝑤2. Note that
if either one of these cells does not exist, the intersection collapses to
the cell centre of 𝐵𝑢𝑝𝑤1, and the approach will reduce to a classical
second-order upwind correction, such as for curvilinear discretisations.
Thus, the stencil applied here consists of cells 𝐴, 𝐵, 𝐵𝑢𝑝𝑤1 and 𝐵𝑢𝑝𝑤2.
Based on the values of the wave energy in the latter two cells, a value
Adv𝐵,𝑠𝑙 is determined at location 𝐵𝑐,𝑢𝑝𝑤:

ee𝐵,𝑠𝑙,𝑖𝜃 = sl𝐵𝑢𝑝𝑤1
ee𝐵𝑢𝑝𝑤1 ,𝑖𝜃 + sl𝐵𝑢𝑝𝑤2

ee𝐵𝑢𝑝𝑤2 ,𝑖𝜃 (15a)

sl𝐵𝑢𝑝𝑤1
= 𝑑𝐵1

𝑑𝐵1 + 𝑑𝐵2
(15b)

sl𝐵𝑢𝑝𝑤2
= 𝑑𝐵2

𝑑𝐵1 + 𝑑𝐵2
(15c)

𝛾𝐵,𝑠𝑙 =
dx
dupw

(15d)

The higher-order correction flux Adv𝐿,ℎ𝑜 is then:

dv𝐿,ℎ𝑜 = 𝛼𝐴 max(1 −
𝛥𝑡|𝐶𝑔𝐿,𝑖𝜃|

𝑑𝑥
, 0)𝛹 (𝑟)(𝐶𝑔𝐴,𝑖𝜃 − 𝐶𝑔𝐵,𝑖𝜃) (16a)

𝑟 =
ee𝐴,𝑖𝜃 − ee𝐵,𝑖𝜃

ee𝐵,𝑖𝜃 − ee𝐵,𝑠𝑙,𝑖𝜃
(16b)

𝛹 (𝑟) = max(min(min( 𝑟
𝛼𝐴

, 1 + 𝑟
2

), 1
𝛼𝐴

), 0) (16c)

here 𝑟 is the ratio of the wave energy slopes along line 𝐴–𝐵𝑐,𝑢𝑝𝑤, 𝛼𝐴
is the fraction represented by cell A in the volume weighting, and 𝛹 (𝑟)
4

u

Fig. 1. Stencil to calculate higher order spatial advection contribution 𝐴𝑑𝑣𝐿,𝑖𝜃 .

represents the Monotonized Central (MC) difference limiter suppressing
wiggles resulting from higher order advection (Hou et al., 2012). The
roller energy balance (Eq. (8)) is discretised in a similar fashion.

The refraction term Ref𝑘,𝑖𝜃 is discretised in directional space with a
second order upwind approach as follows:

Ref𝑘,𝑖𝜃 =

(

Ref lux𝑘,𝑖𝜃 − Ref lux𝑘,𝑖𝜃−1
)

𝛥𝜃
(17)

Ref lux𝑘,𝑖𝜃 =

⎧

⎪

⎨

⎪

⎩

𝐶𝜃𝐿,𝑖𝜃
(

1.5ee𝑘,𝑖𝜃 − 0.5ee𝑘,𝑖𝜃−1
)

, 𝐶𝜃𝐿,𝑖𝜃 > 0
𝐶𝜃𝐿,𝑖𝜃

(

1.5ee𝑘,𝑖𝜃+1 − 0.5ee𝑘,𝑖𝜃+2
)

, 𝐶𝜃𝐿,𝑖𝜃 < 0
0, 𝐶𝜃𝐿,𝑖𝜃 = 0

(18)

here Ref lux𝑘,𝑖𝜃 is the wave energy flux by refraction on the interface
etween directional bin 𝑖𝜃 and 𝑖𝜃+1, and 𝐶𝜃𝐿,𝑖𝜃 is the average refraction
elocity on the same interface, calculated based on Eq. (3).

Eqs. (1) and (8) are solved with explicit forward Euler timestepping.
he maximum allowed timestep 𝛥𝑡 is determined from

𝑡 = CFL min
𝑛𝑐𝑒𝑙𝑙𝑠

𝐴𝑘
∑

𝑖𝜃∈𝑛𝜃
∑

𝐿∈𝛤 w𝐿𝐶𝑔𝐿,𝑖𝜃

|

|

|

|

|

|𝐶𝑔𝐿,𝑖𝜃>0

(19)

.1.4. Stationary wave model
In addition to the non-stationary wave model described in the

revious section, an additional wave driver is included in the code to
rovide the stationary wave fields used in the single direction approach
f Roelvink et al. (2018). In this approach, the stationary wave driver
pdates the wave field in full directional space, and determines the
ean wave direction in every flow node. The wave groups in the non-

tationary model are subsequently advected along this mean direction
nly, preserving the groupiness much better, and yielding more reliable
stimates of the infragravity wave heights.

For our present purpose, the module solves the wave energy balance
sing an implicit first order upwind scheme with pseudo timestepping
nd quadrant sweeping to ensure convergence of the solution. An
utline of the implementation is given in Appendix C.

.2. Momentum and continuity equations for unsteady flow

The short-wave averaged, wave group resolving, depth-averaged
nsteady flow patterns are described using the non-linear shallow water
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equations in the Generalised Lagrangian Mean framework (Andrews
and McIntyre, 1978; Nguyen et al., 2021). The model equations are
solved for the Lagrangian velocities 𝒖𝑳. These wave period-averaged
water particle velocities, are defined as the sum of the Eulerian veloc-
ities 𝒖𝑬 , the velocity field observed from a fixed point at the bed, and
the Stokes drift 𝒖𝑺 , calculated from linear wave theory.

𝒖𝑳 = 𝒖𝑬 + 𝒖𝑺 (20a)

𝒖𝑺 =

(

𝐸𝑤 + 2 𝐸𝑟
)

𝜌ℎ𝑐
⋅
𝒌
𝑘

(20b)

here the wave energy 𝐸𝑤, the roller energy 𝐸𝑟 and the wave number
ector 𝒌 are obtained from the wave module.

We express conservation of mass as
𝜕𝜁
𝜕𝑡

+ ∇ ⋅ (ℎ 𝒖𝑳) = 0 (21)

n which 𝜁 is the water level. Conservation of momentum is expressed
s

𝜕𝒖𝑳
𝜕𝑡

+∇⋅
(

𝒖𝑳𝒖𝑳
)

+𝒇 ×𝒖𝑳 = −𝑔∇𝜁+∇⋅𝜈
(

∇𝒖𝑳 + (∇𝒖𝑳)𝑇
)

+
𝝉𝒘
𝜌ℎ

−
𝝉𝒃
𝜌ℎ

+
𝑭𝒘
𝜌ℎ

(22)

where the first term in the left hand side represents inertia, the second
term advection, and the third earth rotational effects. The first term in
the right hand side of the equation represents the pressure gradient,
the second term horizontal turbulent mixing, the third and fourth
term the influence of wind and bottom roughness, respectively, and
the fifth term forcing by waves as calculated by Eq. (11). 𝒇 is the

oriolis vector, 𝜈 is breaker-induced turbulent eddy viscosity equal to
(

𝐷𝑟∕𝜌
)
1
3 (Battjes, 1975). Wind shear stress 𝝉𝒘 is determined by

𝒘 = 𝜌𝐶𝑑𝑎|𝒖𝟏𝟎|𝒖𝟏𝟎 (23)

ith 𝐶𝑑𝑎 a wind friction parameter, and 𝒖𝟏𝟎 the wind velocity vector.
he bed shear stress 𝝉𝒃 is calculated following the parametrisations
f Soulsby (1997) or Ruessink et al. (2001), and by using the Eulerian
elocity definitions 𝒖𝑬 in the bottom stress formulation.

The shallow water equations are discretised with a finite volume
pproach on an orthogonal Arakawa–B grid, resulting in a set of
acenormal velocities and cell centre water levels. The momentum
quations are solved conservatively using the approach of Perot (2000).
he cartesian advection and diffusion vector components are recon-
tructed in the cell centres, and interpolated back to the cell faces,
fter which they are rotated in face-normal direction. The advec-
ion contribution is discretised using an higher-order limited upwind
cheme, using a similar method as described in Section 2.1.3. Time
ntegration is done semi-implicitly with a predictor–corrector scheme.
irst, the face-normal velocities are calculated explicitly. This veloc-
ty field is then substituted in the continuity equation to obtain the
ater levels at the new time level using the 𝜃–method. The updated
elocities are then obtained from back-substitution using the new water
evels in the pressure gradient term. Full details of the methodology
an be found in Kernkamp et al. (2011),Martyr-Koller et al. (2017)
nd Deltares (2021). The explicit time discretisation to solve the mo-
entum equation leads to a time step restriction where the flow time

tep is minimised based on the requirement that the ratio between the
ater volume in a cell and the outgoing discharges be positive within
time step. As water levels are solved for implicitly, the long wave

elerity should not be included in the restriction (Deltares, 2021). The
lobal model time step is then the minimum of the flow and the wave
ime step derived from Eq. (19).

Drying and flooding is taken into account in the spatial discreti-
ation by setting face-normal velocities, the advection contribution,
xternal force terms and the viscous fluxes to zero when the depth
n a cell face is smaller than a threshold value. In the temporal
iscretisation, the drying–flooding check is performed at the beginning
5

f the time step, and a second time after the water level equation is
olved. If the updated water levels are lower than the local bed level,
he cell is removed from the system of equations, and the time step is
epeated (Deltares, 2021).

.3. Boundary conditions

The wave model is forced by spatially varying wave energy time
eries that are modulated on the timescale of wave groups following
he procedure of van Dongeren et al. (2003). A single-summation,
andom phase approach is used whereby at every offshore wave bound-
ry point, the sea–swell water level signal is derived from the input
pectrum for a finite number of discrete frequency components and
irections using linear wave theory, according to the directional dis-
ribution of the spectrum. These wave components are integrated over
irectional space, and the absolute value of the Hilbert transform of
his signal yields the water level envelope. This water level envelope
s distributed back in directional space according to the directional
ariance distribution, and converted to wave energy. The bound long
aves associated with the sea–swell wave groups are derived from

requency-difference interactions between the swell components using
he equilibrium theory of Hasselmann (1962) and Okihiro et al. (1992).
ateral open boundaries that have no explicit wave signal imposed
re of the Neumann type, causing some disturbances under obliquely
ncident waves. The influence of these disturbances can be mitigated
ith an appropriate choice of boundary locations.

On the open flow boundaries an absorbing–generating boundary
ondition is imposed (van Dongeren and Svendsen, 1997), that com-
ines the slowly varying tide-surge water level with the discharges
ssociated with the bound long waves generated by the wave model.
he boundary absorbs perpendicularly and obliquely outgoing free
aves by locally reconstructing the outgoing characteristics and sub-

racting them from the incoming signal. Lateral flow boundaries use the
pproach of Roelvink and Walstra (2004), avoiding spurious circula-
ions by combining the specification of longshore water level gradients
ith switching off cross-boundary velocity gradients. Cross-shore ve-

ocity gradients along the boundary are unaffected. Combined with
n offshore water level boundary, this yields a well-posed system of
quations to be solved.

.4. Model applicability

This combination of a non-linear circulation model with a linear
hase-averaged wave driver allows for the propagation of wave groups
ith their associated bound long waves from offshore to the nearshore.
hort wave refraction and dissipation force wave group scale water
otions, that can non-linearly interact and dissipate on IG frequency

cales. As we model short waves on the time scale of wave groups, and
ot the individual waves, non-linear energy transfers between sea–swell
nd IG frequency bands are not accounted for in the short wave energy
alance. Neither can we reproduce processes like short wave bore
erging, which add to the IG energy content in the inner surf zone (van
ongeren et al., 2007; Tissier et al., 2015). In the present approach, IG
aves do however influence the short wave energy propagation and
issipation, by modulating the local depths in shallow water, where
G wave heights can be of the same order of magnitude as the short
aves (Pomeroy et al., 2012; Péquignet et al., 2014).

. Model verification

The correctness of the implementation and some of the model’s key
eatures are demonstrated in the present section using a number of case
tudies. The theoretical Zelt case (Zelt, 1986; Özkan-Haller and Kirby,
997) is used to check long wave propagation, flooding and drying,
nd the performance of the 2D absorbing–generating boundary. The
oers flume study (Boers, 1996) demonstrates short and long wave
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Fig. 2. Problem geometry Zelt test case. 𝐿𝑦 is the half wavelength of the sinusoidal
bay; 𝐿𝑠 is the width of the shelf; Txxx indicates the number of the line where the
run-up heights are recorded in Fig. 3(a).

transformation over a barred profile. Extending to 2DH cases, the
COAST3D test case (Soulsby, 2001) demonstrates the capabilities of
the model in reproducing non-stationary wave fields in realistic field
settings. The DELILAH field testcase (Birkemeier et al., 1997) is used to
demonstrate the computational advantages of the stationary refraction
approach (Roelvink et al., 2018) in combination with unstructured
grids. The PILOT field case (Clark et al., 2020) applies the model
to reproduce the hydrodynamics of a fringing reef on the island of
Guam, demonstrating how local grid refinements allow an efficient
computation of wave properties in a topographically complex setting.
This is taken one step further in the final field case, which simulates
the refraction of a swell field around Buck Island Reef National Mon-
ument, a Caribbean island sheltered from incident waves by a reef
complex (Rosenberger et al., 2020a).

3.1. Zelt solitary wave run-up

Any process-based surf zone model has to deal with the numerical
treatment of a moving shoreline. In the present model, the shallow
water equations are solved on a stationary mesh, and the shoreline is
defined as the interface of a wet and a dry flow cell. Whether a cell face
is a shoreline is determined from the neighbouring water levels using
an upwind reconstruction (Deltares, 2021). The land/water interface is
moved in discrete steps with an accuracy constrained by the local grid
size.

In order to test the accuracy of the wetting/drying implementation
for different grid configurations, and to check the performance of the
absorbing offshore boundary, we replicate the tsunami run-up model
devised by Zelt (1986). This testcase simulates the shoreward propaga-
tion of a tsunami, modelled as a non-linear solitary wave, over a flat
shelf with depth ℎ0 and width 𝐿𝑠 into a sinusoidal shaped bay with
steep side promontories. The tsunami refracts and reflects off the coast,
and propagates out of the domain. The beach slope in the centre of
the bay is 1/10, and the promontories have a maximum slope of 1/5.
The wave length of the bay is 2𝐿𝑦. The characteristic water depth ℎ0
was chosen by Zelt (1986) as 0.4𝐿𝑦∕𝜋. If we locate the origin of the
coordinate system on the SW corner of the domain, with 𝑥 increasing
toward the coast (Fig. 2), the bottom 𝑧𝑏 is defined by

𝑧𝑏 =

{

−ℎ0 if 𝑥 ≤ 𝐿𝑠
−ℎ0 +

0.4 (𝑥−𝐿𝑠)
3−cos(𝜋 𝑦∕𝐿𝑦)

if 𝑥 > 𝐿𝑠
(24)

At the offshore boundary, we define the time-varying water level 𝜁𝑖𝑛
as

𝜁𝑖𝑛(𝑡) = 𝛼 ℎ0 𝑠𝑒𝑐ℎ2
(

√

3 𝑔
𝛼(1 + 𝛼)(𝑡 − 𝑡0)

)

(25)
6

4 ℎ0
where 𝛼 is the non-linearity parameter defined as 𝐻∕ℎ0, 𝐻 is the
characteristic wave height of the tsunami in deep water, 𝑔 is gravi-
tational acceleration, and 𝑡0 is a phase shift such that the incoming
signal at 𝑡=0 is equal to 0.1𝐻 (Roelvink et al., 2009). As we compare
our results to Özkan-Haller and Kirby (1997), 𝛼 is set to their value of
0.02. This value was chosen to ensure sufficiently high run-up, as the
characteristic length of the solitary wave, and hence the slope it ‘feels’,
scales with 1∕

√

𝛼 (Zelt, 1986).
The model was set up to solve the non-linear shallow water equa-

tions using three grid versions: (1) a rectangular grid with a square
net cells with a resolution of 0.125 m, aligned with the 𝑥-axis; (2) a
rectangular grid with the same resolution, rotated counter-clockwise
by 30◦, to show the robustness of the solution in a framework not
aligned with the coordinate axes; (3) an orthogonal triangular grid with
a resolution of 0.08 m, to minimise shoreline staircase effects. The half-
bay width 𝐿𝑦 was set to 8 m, resulting in ℎ0 = 1.019 m, and 𝐿𝑠 = 𝐿𝑦.
The bathymetry was then constructed using Eq. (24), and imposed in
the flow nodes of the model grid. The absorbing–generating boundary
was forced with Eq. (25), taking the first 33.5 s to send the tsunami
into the domain. After that, only reflected signals pass the offshore
boundary. Both lateral boundaries have a no-flux condition, and thus
act as a sidewall. The model was run without friction and viscosity,
following Zelt (1986) and Özkan-Haller and Kirby (1997). Maximum
run-up time series were recorded using numerical run-up gauges on the
unstructured grid. To that end, 5 polylines were added to the model
(Fig. 2), and at the start of the run, an administration of crossed flow
links was created per polyline. The waterlevel value along each line for
a model time step was then determined as the topographically highest
flow link joining a wet and a dry flow node in each polyline’s link
administration.

As stated before, the outcomes of runs (1)–(3) were compared with
the model results of Özkan-Haller and Kirby (1997) (Fig. 3). Özkan-
Haller and Kirby (1997) used a collocated spectral method where
solutions to the shallow water equations are determined on a tempo-
rally and spatially adaptive grid using global, directionally decoupled
polynomial approximations. This resulted in a very high resolution in
the cross-shore direction in a natural way, thus getting very accurate
estimates for momentary coastlines at every time step. Fig. 3(a) shows
the vertical run-up normalised with the characteristic wave height 𝐻 in
function of normalised time 𝑡

√

𝑔 ℎ0∕𝐿𝑦. Runs (1)–(3) all show similar
behaviour, demonstrating the effectiveness of the absorbing boundary
under different grid configurations. The run with the rotated grid (run
(2)) has a slight negative phase shift as compared to the run with the
‘aligned’ rectangular grid, showing a better comparison with Özkan-
Haller and Kirby (1997). Similarly to the structured models of Roelvink
et al. (2009) and Hubbard and Dodd (2002), the unstructured model is
only moderately capable of reproducing the secondary peak in the cen-
tre of the bay (at t/T=4 for profile T100), attributed by Zelt (1986) to
wave focusing of the headland reflections. Roelvink et al. (2009) cites
a staircase shoreline, a lack of resolution and grid line-oriented spatial
derivatives as potential culprits for this diminished performance. To test
this hypothesis, run (3) was included in our analysis. The triangular
grid has a finer resolution than the rectangular versions, and moreover,
it has no strict directionality along grid lines in the solution process.
The time series corresponding to this run (green line in Fig. 3(a)) show
a better phasing of the vertical wave run-up with the results of Özkan-
Haller and Kirby (1997), as compared to the runs with rectangular
grids. This result hints at the interplay between local bed slope and
the grid resolution as the main reason for the observed discrepancies.
The amplitude of the secondary water level peak is however still too
small (∼ 10% difference). In order to assess the grid resolution effect
in more detail, we performed a grid convergence test following Celik
et al. (2008). Therefore, three additional runs were made with uniform
resolutions of 0.04, 0.08 and 0.16 m, and the maximum run up value
was used to evaluate the performance of the runs. The apparent order
of grid convergence is 1.1, showing that the discretisation method to
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Fig. 3. Zelt tsunami run-up. (a) run-up time series at equally spaced alongshore transects; (b) Maximum run-up and rundown. Dashed line: results from Özkan-Haller and Kirby
(1997). Red line: no grid rotation; blue line: grid rotated over 30◦; green line: triangular grid. 𝑇 is the time normalisation factor 𝐿𝑦∕

√

𝑔 ℎ0. Note that the time series origin is
shifted to the time of maximum wave height in 𝑦∕𝐿𝑦 = 1.
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o
D
D
t
s
f
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determine the shoreline position is slightly more accurate than first
order. The numerical uncertainty of the maximum run up for the finest
grid is about 8 %.

The time series of points located away from the bay centre line show
good correspondence with Özkan-Haller and Kirby (1997), with run (3)
slightly outperforming both runs with rectangular grids ( Table B.3).

Fig. 3(b) shows the maximum and minimum normalised vertical
run-up 𝜁∕𝛼 ℎ0 in function of the normalised longshore position 𝑦∕𝐿𝑦. All
three runs overpredict the run-up by about 2%, and the error slightly
increases toward the edges of the domain. All maximum shorelines
show a serrated pattern away from the bay centre, resulting from
staircasing on the relatively steeper slope. Run (3) reproduces the
maximum shoreline position in the central part of the bay the best,
although its maximum is higher than that of the reference data. All
runs slightly underpredict the maximum run-down by ∼5%, with run
(3) performing the worst. The staircasing effect is less pronounced for
the run-down, as the bed level gradients are smaller in the deeper areas
of the model. Overall, based on the error metrics, the reproduction of
the run-up/run-down patterns is judged satisfactory for all three model
configurations (Table B.3), and comparable to results from similar mod-
elling approaches (Hubbard and Dodd, 2002; Roelvink et al., 2009). It
should be noted that the present case study simulates run-up using the
non-linear flow solver only. When combining the flow and the wave
solver in a model setup, the run-up part related to the short waves
cannot be modelled, as we only resolve the wave group, and not the
individual waves.

3.2. Boers flume study

The performance of the model in generating suitable wave boundary
conditions, and in simulating wave-driven flow over a barred profile is
tested by comparing the numerical results with data measured by Boers
(1996). Although the case does not leverage the specific benefits of
using unstructured grids, it demonstrates the correct implementation
of the model equations. Boers (1996) reproduced the conditions of the
LIP11D tests reported in Sánchez-Arcilla A. Roelvink et al. (1994) on a
fixed bed in the Large Wave Flume at Delft University of Technology.
The test conditions were Froude-scaled with a factor of 5.6 relative to
the LIP11D experiment. The wave flume is 40 m long and 0.8 m wide,
and has a maximum depth of 1.05 m. The wave-generating paddle
board is of the hydraulically-driven piston type, with second-order
7

Table 1
Experimental conditions of the Boers (1996) flume study.

Experiment 𝐻sig [m] 𝑇p [s] Cycle period [s]

1A 0.157 2.06 157.079
1B 0.206 2.03 157.079
1C 0.103 3.33 245.441

steering and active reflection compensation to remove free reflected
waves from the flume during the run. The model bed was constructed
from sand, topped by a concrete layer to smoothen the surface, and
mimicked a nearshore profile with a single bar and a surf zone trough
(Fig. 4). The spatial axis of the measurements has its origin at the toe
of the profile slope, 4.5 m from the wave generator. Boundary time
series were constructed by repeating a short cycle with a length of ∼75
times 𝑇𝑝 and applying a 𝑓𝑝 dependent high-pass filter to compensate
for paddle board artefacts. By repeated experiments using the same
boundary conditions, detailed hydrodynamic measurements were made
at 70 locations throughout the flume at 20 Hz. The experimental param-
ters represent different wave steepnesses, related to the original goal
f the LIP11D tests to measure during erosive and accretive conditions.
uring tests 1 A and 1B, waves were breaking throughout the flume.
uring test 1C, the incident short waves shoaled before breaking on

he bar. During tests 1B and 1C, low frequency (LF) energy increased
teadily toward the shoreline. Test 1 A shows shoaling of the low-
requency waves just before the bar, and a decrease of their amplitude
n the trough. The measured values for 𝐻𝑠 and 𝑇𝑝 at the toe of the

profile, and the cycle duration per condition, are listed in Table 1.
The numerical model was set up with a mesh of 3 by 317 square

grid cells. The grid resolution is 0.1 m, so the model effectively covers
the flume from the toe of the profile slope (𝑥 = 0 m) to the end
of the constructed profile (𝑥 = 31.7 m). The measured bathymetry is
imposed in the cell centres. This bathymetry was equal for all runs.
On the offshore boundary, corresponding to 𝑥 = 0 m in the flume,
a water level of 0.0 m was imposed. The maximum still water depth
in the flume was 0.75 m. Time series for the short waves and the
associated bound long wave were derived in two ways. Firstly, second-
order time series were constructed from a Pierson–Moskowitz spectrum
using the parameters listed in Table 1, following the methodology
outlined in Section 2.3. A standard JONSWAP peakedness factor 𝛾 =

3.3 was judged to be too large when comparing theoretical spectral
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Fig. 4. Flume test bathymetry (solid line), imposed water level (dashed line) and
measurement locations (+).

shapes to the measured spectra at the toe of the profile (Boers, 1996).
Secondly, first order measured time series were imposed on the model
boundary. The associated bound long wave is computed in the model
using the formulations of Longuet-Higgins and Stewart (1964). The
bed shear stress was imposed using a Chézy parameter of 75 that
was uniform over the length of the flume. The model was run for 30
minutes, and output wave height 𝐻 and water levels 𝜁 were recorded
with a frequency of 20 Hz, similar to the flume tests data acquisition.
From these time series, the following metrics were derived: setup=⟨𝜁⟩;
𝐻𝑚0𝐻𝐹 = ⟨𝐻⟩; 𝐻𝑚0𝐿𝐹 =

√

8 (𝜁𝑓 − ⟨𝜁𝑓 ⟩)2, where 𝜁𝑓 is the low-pass
filtered (𝑓𝑝∕2 − 𝑓𝑝∕20) water level, and 𝐻 is the modelled significant
wave height. ⟨.⟩ denotes time averaging over the run duration.

Model results for the measured (M) and spectral (S) input wave time
series are compared with the data as measured by Boers (1996). In
test 1 A, the setup is overpredicted by the same amount by both runs
(Fig. 5(a)). Both M and S runs capture the shoaling and subsequent
dissipation of the LF wave in the surf zone (Fig. 5(c)). In test 1B, the
M run overpredicts the incident band wave height. In contrast the S
run is able to reproduce the linear decrease in the zone seaward of the
breaker bar (Fig. 5(e)). Both M and S runs underpredict the LF wave
height (Fig. 5(f)). In test 1C, both M and S runs reproduce the setup
and the short wave height accurately (Fig. 5(g,h)). The S run slightly
overpredicts the LF wave height compared to the M results (Fig. 5(i)).
Overall, the model is capable of reliably reproducing the wave height
and setup patterns ( Table B.2), for both measured and spectral input
wave time series. The results are somewhat less precise for the steeper
wave conditions characteristic of test 1B.

3.3. DELILAH field experiment

In this section, the focus is on the 2D propagation and dissipation of
directionally spread short waves, and the associated forcing of surf zone
circulation. More specifically, the implementation of the stationary
refraction (‘‘single direction’’) approach of Roelvink et al. (2018) will
be tested. This approach was designed to counteract the disintegration
of modelled wave groups when they are advected over longer distances.
In our code, this is done by combining the results of two separate
unstructured solvers: the stationary wave module feeds the mean wave
direction to the non-stationary short wave driver, which advects the
actual wave groups (Section 2.1.4). To this end, we constructed two
models, one where we propagate the wave groups using multiple direc-
tional bins (MDir), and one where we propagate the wave groups along
the mean wave direction only (SDir). We use data of the DELILAH field
experiment, held in October 1990 in Duck, North Carolina, at the US
Army Field Research Facility (Birkemeier et al., 1997) for verification.
8

Similarly to previous model validation studies (van Dongeren et al., m
2003; Roelvink et al., 2009, 2018), the data run of October 13th 1990
from 16:00 to 17:00 was selected. The windless swell conditions were
the result of hurricane Lili, and were characterised by a significant
wave height 𝐻𝑠 of 1.81 m and a peak period 𝑇𝑝 of 10.6 s in 8 m water
depth. These conditions are energetic enough to generate a significant
contribution to low frequency portion of the energy spectrum (<𝑓𝑝∕2),
and the incident wave spectrum is sufficiently narrow-banded to justify
the assumptions in the generation of the wave boundary conditions
(Fig. 6(b), Section 2.3). The incident wave angle was 88◦ from N,
corresponding to 16◦ from shore normal. The local wind conditions
were very mild, with a wind speed of 2 m∕s from the NE (Birkemeier
et al., 1997).

3.3.1. Model setup
The model is set up using an unstructured grid with dimensions of

885 m cross-shore by 700 m longshore. The overall resolution of the
grid is 10 m by 10 m, with a local refinement to 5 m in the longshore
and cross-shore directions from the edge of the surf zone seaward of
station 90 to the coastline. The refinement area covers a longshore dis-
tance of 260 m, centred on the measurement transect. The bathymetry
in the model is composed of data measured on October 12th and 13th,
as the October 13th survey only covered the bathymetry between the
dry beach and the surf zone trough (Birkemeier et al., 1997). The bed
level data was interpolated in the flow nodes, and the bathymetry
was made uniform in the first three rows of cells along the offshore
boundary, in order to satisfy the conditions for the validity of the
equilibrium theory of Hasselmann (1962). A stationary offshore water
level of 0.69 m NGVD was imposed on the offshore boundary. The 2D
absorbing–generating boundary was forced with times series generated
from the measured spectrum at 8.7 m water depth. The directional
spreading factor 𝑠 of the spectrum is about 6 (Roelvink et al., 2018).
The lateral flow boundaries were forced with zero gradient Neumann
conditions. We used the Roelvink–Daly breaker formulation (Daly et al.,
2012) to calculate energy dissipation through wave breaking. This was
shown by Roelvink et al. (2018) to substantially improve the cross-
shore variation of the short wave heights and the longshore current in
this test case. The breaker parameter 𝛾 was set to 0.52, and a Chézy bed
roughness value of 65 m0.5∕s was used. All other parameters were set
to their default values. The multiple direction run (MDir, Fig. 7) was
run in standard mode, with a directional resolution of 5◦. The single
direction run (SDir) was set up with that same directional resolution
for the stationary wave model. Mean wave directions obtained from the
stationary calculation were fed to the surfbeat module every 10 min.

Time series of wave characteristics and water levels were recorded
at 1 Hz in the model across a dense cross-shore profile. In order
to obtain results that are compatible with the DELILAH dataset, the
demeaned water levels 𝜁 were bandpass-filtered to obtain the low-
frequency signal 𝜁𝐿𝐹 (0.004 – 0.0495 Hz) and the high frequency signal
𝜁𝐻𝐹 (0.0495 – 0.3 Hz). The corresponding rms LF wave height was then
obtained by 𝐻𝑟𝑚𝑠,𝐿𝐹 =

√

8 𝜁2𝐿𝐹 , the rms short wave height 𝐻𝑟𝑚𝑠,𝐻𝐹

as
√

𝐻2
𝑚𝑜𝑑𝑒𝑙𝑙𝑒𝑑 + 8 𝜁2𝐻𝐹 , and the longshore velocity as ⟨𝑣⟩, with 𝑣 the

cell centre y-component of the Eulerian velocity vector. As our grid is
aligned with the coastline, no further rotation is needed.

3.3.2. Results
The groupiness factor GF (List, 1991) was calculated for the SDir

(Fig. 7(a)) run and the MDir (Fig. 7(b)) run. The groupiness factor GF
is defined as

𝐺𝐹 =

√

2 𝜎2(𝐻𝑟𝑚𝑠,𝐻𝐹 )

𝐻𝑟𝑚𝑠,𝐻𝐹

(26)

here 𝜎 denotes the standard deviation. Clearly, the single direction
un is able to maintain the wave group structure much better than the
ultiple directions run. The wave group structure is advected with less
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Fig. 5. Boers flume test results. (a)–(c) test 1 A, (d)–(f) test 1B, (g)–(i) test 1C. Top to bottom: setup, 𝐻𝑚0𝐻𝐹 , 𝐻𝑚0𝐿𝐹 . Dashed line: measured (M) time series forcing; full line:
spectral (S) forcing; dots: measurements.

Fig. 6. DELILAH field case geometry. (a) The Duck bathymetry on October 13th 1990 featured a linear bar and trough. Crosses indicate DELILAH instrument locations. Coordinates
are in the model reference frame. Instrument numbering follows Birkemeier et al. (1997).

Fig. 7. List (1991) groupiness factor GF for (a) the single direction (SDir) run; (b) the multiple direction (MDir) run. The wave groups are well defined up until the edge of the
surf zone for the SDir run. In contrast, the MDir run loses the wave group structure quickly away from the offshore boundary.
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numerical dissipation up until the edge of the surf zone, with improved
surf zone LF wave heights as a result (Fig. 8(c)).

The cross-shore evolution of the HF wave height, the LF wave height
and the longshore current velocity obtained from the two runs were
compared to the measured data (Fig. 8). Both the MDir and the SDir
run capture the short wave height distribution and dissipation in the
surf zone well, although the shoaling process seaward of the sandbar is
underestimated by both models. Moreover, neither model captures the
wave energy dissipation between stations 20 and 10 (Fig. 8(b)). The LF
wave height is simulated well using both SDir and MDir approaches,
compared to previous results of Roelvink et al. (2009, 2018) in XBeach.
The SDir run reproduces the LF wave height distribution in the surf
zone better. Only the shoreline value (station 10) is overestimated, but
the overall pattern and magnitude match well with the data (Fig. 8(c)).
This finding is corroborated by the low frequency spectrum plots in
Fig. 9. The LF energy modelled in the SDir and MDir runs generally
corresponds well to the measurements, except in stations 10 and 70,
where the LF energy is overestimated around the peak IG frequency.
The peak longshore velocity is underestimated by both runs by about
30% ( Table B.4). The longshore current distribution and magnitude
proved to be extremely sensitive to the spatial and directional grid
resolution of the model. When using comparable settings as Roelvink
et al. (2018), the model underpredicted the current velocity magnitude
with an error of 75%. Overall, the model is reproducing the HF and LF
wave patterns well, with the standard settings for the bottom roughness
(Chézy value of 65 m0.5∕s) that we have used here ( Table B.4). Regard-
ing performance, the use of unstructured grids allowed a reduction of
the number of grid cells with 65 % compared to a run on full 5 by
5 m resolution, reducing the runtime with a factor 2.2 for the MDir
setup. Using the stationary refraction approach, this improved further
to a factor 5.9, with the added benefit of better preservation of the
wave group structure, and slightly better LF wave height prediction in
the surf zone.

3.4. COAST3D Egmond field experiment

The COAST3D Egmond field case aims at reproducing the hydrody-
namics during a storm event in a double barred nearshore area, when
local IG wave generation was important. The beach experiments in
Egmond aan Zee were part of a multi-institution set of field campaigns
in the Netherlands and the UK in 1998–1999 within the framework
of the EU MAST–III funded COAST3D project (Soulsby, 2001). The
aim of the project was to collect a comprehensive dataset of hydro-
dynamic and morphological observation that would allow to test the
accuracy of morphodynamic models under field conditions. The meso-
tidal beach and nearshore at Egmond feature an intertidal swash bar
and two offshore breaker bars, that are intersected by rip channels.
In this test case, we use data from the main campaign in October–
November 1998. During this field experiment, an large array consisting
of 32 stations intermittently measured waves, currents, water level and
bed dynamics throughout a number of storms (Ruessink, 1999). Breaker
bar movement was tracked 22 times during the field campaign up until
NAP -6 m with DGPS positions of a 15 m high amphibious buggy called
WESP, that drove cross-shore tracks at alongshore intervals of about
50 m. The deeper parts of the nearshore were measured once before the
main campaign on September 1st 1998, using a hydrographic vessel of
Rijkswaterstaat (Klein et al., 2001).

Hydrodynamic data is available from an array of pressure sensors lo-
cated on the inner breaker bar (stations 1A–1D, 7B, 7E), and a pressure
sensor on the outer bar (station 2, Fig. 11(a)). The deep water wave
conditions during the field experiment were measured by a directional
waverider buoy (station 8), located in 15 m water depth, about 5 km
offshore of the field site. Comparison with nearby operational wave
measurement locations of Rijkswaterstaat showed insignificant wave
energy dissipation between stations deeper than 30 m and the location
10

of station 8, and any gaps in the station 8 time series were reconstructed c
using these ancillary wave data (Vermetten et al., 2001). Tide levels
at the field site were derived from the tide gauges at IJmuiden and
Den Helder (Ruessink et al., 2001).

The selected depth, short and infragravity wave data were recorded
on October 25th 1998 between 01:00 and 13:00 GMT, and cover one
tidal cycle (Fig. 10). This time frame corresponds to the first storm peak
during the measurement campaign. Tidal water levels vary between
−0.4 and 1.75 m NAP, the significant wave height at station 8 varied
between 3.0 and 4.2 m. Wave peak period were between 8.7 and 9.8 s.
Notably, over the course of the tide, the incident wave angle shifted
from SW to NW. The last available WESP bed level measurements
before the storm were recorded on October 24th 1998, and were used
in the model setup.

3.4.1. Model setup
The model grid is a progressively refined unstructured grid of

2500 m in the longshore and 1600 m in the cross-shore direction,
aligned with the local coastline orientation. The grid resolution at the
offshore boundary is 20 m, onshore of the −8 m contour and toward
the centre of the domain the resolution is 10 m, and onshore of −6 m
around the observation stations, the resolution is further reduced to
5 m (Fig. 11). This choice of resolution allows to accurately capture the
wave group propagation and dissipation processes, resulting in a grid
of 32286 cells . The model was set up in multi-directional mode with a
directional resolution of 5◦. To compensate for the difference in cross-
and longshore bed level data availability and to avoid triangulation
artefacts, the WESP track data of October 24th were converted to a
bed level sample set using the methodology of Thanh et al. (2020),
and subsequently interpolated on the unstructured grid cell corners.
Bathymetry in areas not covered by the WESP measurements was
interpolated from the offshore bed level data of September 1st 1998,
and from the regular monitoring dataset of the Dutch government (the
so-called Vaklodingen). The boundary conditions were taken from Ver-
metten et al. (2001). Wave boundary conditions were imposed as a time
series of hourly parametrised JONSWAP spectra with a peakedness and
cosine spreading factor of 2.4 and 4, respectively. The wave buoy at
station 8 malfunctioned after October 25th 2:00, and the remainder
of the time series of wave bulk parameters was derived from the
operational buoy network data of Rijkswaterstaat by wave height class
dependent interpolation (Vermetten et al., 2001). The offshore model
boundary is a 2D absorbing–generating boundary forced with the tidal
water level and the IG volume fluxes. By calibration on the data of
October 25th 1998 09:00 ( Table B.5), the bed roughness was fixed at
a global Chézy roughness parameter of 65m0.5∕s. We applied the Daly
et al. (2012) wave breaking formulation with a gamma value of 0.48
and alpha 1.1. The roller model was switched on, with the roller
slope set to 0.1. Wave–current interaction was switched off. Any other
parameters were left to their defaults. The model was then run on
6 parallel partitions for the 13 h model validation period.

Model results are extracted as time series at the instrument locations
where pressure data was available for the entire duration of the model
run. Modelled data were saved at a frequency of 2 Hz, and hydrody-
namic parameters are calculated from 1800 s bursts over the frequency
bands reported in Ruessink (1999) in order to match the field data. The
demeaned water levels 𝜁 were bandpass-filtered to separate the low-
frequency signal 𝜁𝐿𝐹 (0.004–0.05 Hz) from the high frequency signal
𝜁𝐻𝐹 (0.05–0.33 Hz). The corresponding rms LF wave height was then
obtained by 𝐻𝑟𝑚𝑠,𝐿𝐹 =

√

8 𝜁2𝐿𝐹 , the rms short wave height 𝐻𝑟𝑚𝑠,𝐻𝐹 as
√

𝐻2
𝑚𝑜𝑑𝑒𝑙𝑙𝑒𝑑 + 8 𝜁2𝐻𝐹 .

3.4.2. Results
Water depth and 𝐻𝑟𝑚𝑠,𝐻𝐹 are well reproduced by the model in

ll the observation points, except in station 7B (Fig. 12). Cross-shore
ave dissipation patterns are well modelled over the course of the tidal
ycle. The rms error in the estimates of both parameters is smaller than
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Fig. 8. Cross-shore distribution of (a) model bathymetry and DELILAH measurement locations (Birkemeier et al., 1997); (b) short wave height 𝐻𝑟𝑚𝑠,𝐻𝐹 ; (c) low frequency wave
eight 𝐻𝑟𝑚𝑠,𝐿𝐹 ; (d) longshore velocity 𝑣.
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0 % of the observed value (SCI, Fig. 12(a–n)). Both water depth and
F wave height are systematically overestimated. All model errors are
ithin the bounds of the measurement errors, estimated at 0.05−0.15 m

or the water depths, and ∼15% for the HF wave heights in breaking
ave conditions (van Rijn et al., 2000). Moreover, the water depth
ias is in the order of the measurement uncertainty of the bottom
evel data as reported by van Rijn et al. (2000). In station 7B, the
ater depth is on average overestimated by 0.22 m, and the wave
eight by 0.3 m. The position of station 7B is aligned with a rip
hannel through the inner breaker bar, which may explain part of the
iscrepancies between model and data. The nature of the available
ed level data does not allow to accurately resolve the alongshore bed
evel variability required to reproduce the rip channel geometry, so
he model bathymetry may be too deep at that location. The larger
ater depth then allows for larger wave heights under breaking wave

onditions. This however would only allow an overestimation of around
.1 m, given the maximum permissible wave height over water depth
atio of 0.48. We likely underestimate the wave breaking on the outer
ar (onshore of station 2), yielding larger wave heights in the trough
etween the outer and the inner bar. Further evidence in this direction
s that according to the data, waves in station 7B are never breaking
𝐻𝑟𝑚𝑠,𝐻𝐹 ∕ℎ ≤ 0.35 throughout the tide), while the waves in the model
o break (𝐻𝑟𝑚𝑠,𝐻𝐹 ∕ℎ ≈ 0.45 throughout the tide). However, we have no
ata on the outer bar top to verify this. Although station 7B is close to
rip channel, the lack of wave–current interaction in our model does

ot play a role in the overestimation of the wave height, as that would
ield an opposite effect (Weir et al., 2011).

The comparison between modelled and measured 𝐻𝑟𝑚𝑠,𝐿𝐹 values
hows substantial scatter, but the model error is generally expected to
eviate 20 % or less from the observed values (SCI, Fig. 12(o–u)). Error
etrics for the LF wave height in station 7B show values that are com-
arable with those of the other observation stations. In order to explain
11
art of this scatter, we inspected the spectra of stations 2 and 1A–D on
ctober 25th 1998 07:00 (Fig. 13). These spectra show that the IG peak
eriod is predicted reasonably well, and that the IG energy around the
G spectral peak is overpredicted. The model however underpredicts the
nergy content for IG frequencies higher than 0.025 Hz. A factor playing

a role in this underprediction is the absence of free long waves in the
boundary forcing. A bispectral analysis of the water level data in station
2 for this burst, and using the method of Herbers et al. (1994) (their
eq. 5 and 6), reveals that approximately 49% of the total IG energy
content was directly forced by wave groups. The remaining 51% is free
IG energy, that originates from outside the model domain, or from local
reflection off the coastline.

Overall, this field case demonstrates that the model can reliably
reproduce the hydrodynamic conditions in a multi-bar system during an
energetic wave event. Water depths and short wave fields are simulated
to within measurement accuracy, while the IG wave height is mostly
underpredicted due to the lack of a mechanism to transfer energy
between HF and LF bands in the shoaling and outer surf zone, and
because of the missing free long wave contribution in the boundary
forcing. Regarding efficiency, a comparable XBeach model with the
same 5 m resolution over the surf zone has a grid size of 51712 cells
(factor 1.6 higher), and ran with a timestep of 0.11 s (45% smaller for
the same CFL value of 0.7).

3.5. PILOT field experiment

In this verification case, we have tested the parallel implementation
of the surfbeat model on the 2D field case of a fringing reef in Guam,
which is a challenging study area featuring longshore bathymetry vari-
ability with very steep gradients, a narrow surf zone and large bottom
roughness. The PILOT field experiment is a long term deployment
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Fig. 9. Measured and modelled LF spectra DELILAH field case. Spectra were calculated at a 0.01 Hz resolution using a Hanning window, with a 50% overlap. Red dots: SDir run;
Blue crosses: MDir run; Black dashed: measurements (Birkemeier et al., 1997). Note that there is no data available for station 60.

Fig. 10. COAST3D model boundary conditions. The vertical grey bar indicates the modelled time period, October 25th 1998 between 01:00 and 13:00 GMT. (a) Tide relative to
the Dutch NAP vertical reference level; (b) RMS wave height; (c) Peak wave period; (d) Wave direction.
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Fig. 11. COAST3D model setup. (a) Bathymetry and measurement locations on October 24th 1998. Bed level values are relative to the Dutch NAP vertical reference level; (b)
Model grid with local flexible resolution adaptations. Coordinates in the Dutch RD New system.

Fig. 12. COAST3D model results for October 25th 1998, 01:00 to 14:00 GMT. (a–g) Water depth; (h–n) Short wave 𝐻𝑟𝑚𝑠 (0.05–0.33 Hz); (o–u) Low frequency 𝐻𝑟𝑚𝑠 (0.004–0.050 Hz).
The colour of the dots indicates the offshore tidal level. Station locations are indicated in Fig. 11(a).

Fig. 13. Measured and modelled LF spectra COAST3D field case. Spectra were calculated from 1800 s bursts at a 0.005 Hz resolution using a Hanning window, with a 50%
overlap. Full line: model results; Dashed line: measurements (Vermetten et al., 2001).
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Fig. 14. PILOT model setup. (a) Model grid with local flexible resolution adaptations; (b) Bathymetry and measurement locations.
(2005-present) of a number of measurement arrays of pressure sensors
and current meters in varying reef environments. One of the field sites
is at Ipan, on the SE coast of Guam (Péquignet et al., 2009; Vetter
et al., 2010; Péquignet et al., 2014; Clark et al., 2020). The reef is
situated between two small headlands, and it is about 7 km long and
∼ 400 m wide. It is incised by two cross-reef channels up to 30 m
deep (Fig. 14(b)), which drain small watersheds. The reef flat is fairly
featureless, consisting of algae-covered coral with interspersed sandy
patches. The reef crest is more shallow and rougher. The reef front
is very steep, and features spur-and-groove morphology (Péquignet,
pers. comm., Clark et al. (2020)). The selected data was recorded on
January 10th 2012 between 7:00 and 7:30, by an array of Seabird
SBE26 pressure sensors (MT5, MT7, MT10, JC2, JC5) and Aquadopp
velocity profilers (JC1, JC3, JC4) (Becker, pers. comm., Fig. 14(a)). The
offshore Hm0 measured by Coastal Data Information Program (CDIP)
buoy 121, located in 200 m water depth, 2 km SE of the study site,
was 3.18 m, with a 𝑇𝑝 of 10.5 s incoming from 56◦ N. The spectrum
is narrow-banded, so it is suitable for our approach to generate wave
boundary conditions (CDIP, 2021). The wind velocity measured in the
nearby Pago Bay NOAA station 1631428 (NOAA, 2020) was 3.0 m∕s,
coming from 48◦ N. The offshore tidal level was 0.3 m w.r.t. MSL
(Section 3.5.1).
14
3.5.1. Model setup
The grid and the bathymetry of the model need to fulfil several

requirements for this case. The area has a very shallow reef flat (∼0.5 m
below MSL), fronted by a steep reef front that quickly drops to depths
of more than 50 m. The cross-reef channels are ∼30 m deep. The wave
breaker zone is narrow, but should be captured at high resolution to
model the wave energy dissipation profile correctly, as this dissipation
forces wave setup and wave driven currents. The offshore area on the
other hand, should be modelled with only enough detail to resolve the
structure of the wave groups. The fine resolution needed in the breaker
zone should not affect the offshore part of the grid, neither should this
refinement be used around the reef channel, to minimise CFL-based
time step restrictions. After several tests, the offshore grid resolution
was fixed at ∼35 m, the reef front area is refined up until ∼5 m, and
the reef flat is kept at the same ∼5 m resolution. At the location of the
cross-reef channels, the grid is derefined to 10 m to alleviate time step
restrictions (Fig. 14). The final unstructured model grid has 121,989
flow nodes, and was run on 20 parallel domains.

The bathymetry used in the model was collated from 2 datasets.
The JALBTCX Topobathy Lidar dataset (NOAA, 2018) provided data
on the reef flat at 1 m resolution or better. Offshore areas not covered
by this Lidar data were filled using the Guam 1/3 arc-second MHW
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Coastal Digital Elevation Model (NOAA, 2008), a 10 m resolution
dataset for tsunami modelling. Both datasets were referenced to MSL,
and interpolated to the flow nodes of the model grid. The offshore
depths were limited to a maximum of 30 m, to reduce potential timestep
restrictions. As second-order long wave forcing is expected to be very
small in these depths, we do not expect significant deterioration of
the results. A spatially varying field of Chézy roughness parameter
values was constructed based on the satellite derived Benthic Habitat
Map of Guam (NCCOS, 2004), where coral patches got a roughness of
40m0.5∕s, and sand patches and algal turfs a roughness of 50m0.5∕s. This
is somewhat less than the roughness derived by Clark et al. (2020),
which would correspond to a roughness of about 31m0.5∕s, but it
corresponds well with the value of ∼40m0.5∕s obtained by Vetter et al.
(2010) by doing a cross-shore momentum balance during energetic
conditions. The wave friction factor, which was shown previously to
be important on reefs (van Dongeren et al., 2013), was set to 0.45,
which is somewhat less than the value of 0.60 used by van Dongeren
et al. (2013) to model reef circulation in Ningaloo, Australia. The model
was run with wave–current interaction switched on, as the cross-reef
channel outflow is likely to have an effect on the local short wave
propagation.

Initial runs forced with CDIP-only wave data consistently resulted in
overestimation of the wave heights in the model. As such, wave height
and period on the offshore boundary were taken from measurement
location MT10 at 8 m water depth, and only the wave direction from
CDIP buoy 121. The wave height at the buoy is typically 130% of
the MT10 value. In order to derive an offshore water level boundary
signal, a regional tide model was constructed, forced with TPXO8
data (Egbert and Erofeeva, 2002). The tidal model was calibrated on
tidal constituents at the Pago Bay (station 1631428, just N of our study
site), and Apra Harbor (station 1630000) NOAA tide gauges (NOAA,
2020). To explore the necessity of including potential larger scale water
level forcing, non-tidal residuals (NTR) at the Pago Bay station were
determined from the measured time series at the NOAA station using
a Godin filter (Thompson, 1983). The NTR’s were found to correlate
highly with the incident wave conditions measured at station MT10
(𝑅2 = 0.66, not shown), indicating the dominant influence of wave
setup on the reef flat next to the tide gauge on semidiurnal and
longer time scales. As such, the NTR’s were not taken into account
in constructing the offshore water level boundary conditions, as wave
setup/setdown is resolved in the model. Local wind direction and wind
speed were sourced from nearby NOAA measurement station Pago Bay
(station 1631428, NOAA (2020)).

3.5.2. Results
Comparison of the model results with the measured data of Clark

et al. (2020) on January 10th 2012 at 7:00 shows that the short
wave height 𝐻𝑚0𝐻𝐹 is well reproduced in the deepest observation
point MT10, indicating little energy loss in the model between the
deeper part of the domain and the shoaling zone (Fig. 15(a)). The
overestimation of 𝐻𝑚0𝐻𝐹 at station MT7, and the underestimation at
MT5 demonstrate a somewhat too large dissipation in the breaker zone.
The short wave energy is almost completely dissipated shoreward of
the breaker zone, as evidenced by stations JC2 and JC5. This is well
reproduced in the numerical results. The model is able to simulate the
low frequency wave height 𝐻𝑚0𝐿𝐹 trend in the cross-shore direction
fairly well (stations MT10–MT5, Fig. 15(b)), but the low frequency
wave height is overestimated toward the cross-reef channel in the
middle of the site (station JC5), and toward the northern end of the reef
flat (station JC2). In Fig. 15(c), the comparison between the modelled
and the measured mean water levels, taken as the sum of the offshore
tide level and the steady wave setup, is shown. Both the cross-shore
trend (stations MT10–MT5; JC4) and the longshore trend (JC1, JC3,
MT5, JC5) are well reproduced.

Comparison of the water level variance in the low-frequency band
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(0.0011–0.0400 Hz) between the model and the measured data shows
that the model is capable of simulating the bulk low-frequency wave
heights 𝐻𝑚0𝐿𝐹 . Moreover, it has some skill in reproducing the energy
repartition over the frequencies in the 0.0011–0.0400 Hz band in this
field case (Fig. 16). The model somewhat underestimates the variance
at frequencies higher than 0.02 Hz, and overestimates the energy con-
ent at frequencies below that threshold, especially at station JC2. As
n the COAST3D case, it is unknown what the amount of free IG wave
nergy is, that is entering the model domain through the boundaries,
nd that could contribute to the model-data discrepancy we observe.

Under stationary conditions, ignoring wind stress and lateral ex-
hange of momentum, the depth-averaged conservation of momentum
n the cross- and alongshore directions on the reef can be written as a
alance between water level gradient, wave forces and bottom friction:

𝜕𝜁
𝜕𝑖

−
𝐹𝑤,𝑖

𝜌(ℎ + 𝜁 )
+

𝜏𝑏𝑜𝑡𝑡𝑜𝑚,𝑖
𝜌(ℎ + 𝜁 )

= 0 𝑖 = 𝑥, 𝑦 (27)

in which 𝐹𝑤 is the wave force, ℎ is the mean water depth, 𝜏𝑏𝑜𝑡𝑡𝑜𝑚
represents the bottom shear stress, and 𝑥 and 𝑦 represent the cross- and
longshore directions, respectively.

The cross- and longshore momentum balance of the Ipan reef on
January 10th 2012 07:00, was analysed based on a 30 min time-
average (Fig. 17). For the modelled conditions, we find strong seaward
currents through the two incised stream channels that cross the reef,
and through local depressions in the reef crest (Fig. 17(d)). Gradients
in wave setup are steep throughout the narrow surf zone, where al-
most all the SS wave energy is dissipated through intense breaking
(Fig. 17(a,b)). On the reef flat proper, cross-shore radiation stress
gradients are virtually non-existing, leading to limited cross-shore setup
gradients that are balanced by cross-shore flows, as evidenced by the
bed shear stress patterns (Fig. 17(c,d)). On the reef flat, the current
patterns are defined by the positions of the deep cross-reef channels
(Fig. 17(h)). At those channels, cross-shore wave setup is locally re-
duced, as there is relatively less dissipation by depth-induced wave
breaking (Fig. 17(b)). This leads to the development of the alongshore
setup gradients that were reported by Clark et al. (2020). As steady
wave setup is relatively uniform across the reef flat toward the shore,
a flow develops over the reef flat toward the channels (Fig. 17(g,h)).

In this field case, we simulated the propagation of a swell field
onto a fringing reef flat. We were able to reproduce the wave height
distribution over the reef flat. The local grid resolution adaptations
clearly demonstrate the advantage of the present modelling approach
as opposed to a curvilinear model like XBeach (Roelvink et al., 2009).
An equivalent XBeach model needed ∼370,000 cells to resolve the reef
flat hydrodynamics at the same resolution, using a maximum time step
that was 40% smaller for the same CFL number of 0.7.

3.6. Buck Island case

The final verification case explores the capabilities of the model to
replicate the propagation of wave groups over larger distances in a
topographically complex area, using multiple MPI domains and local
grid refinements, with boundary conditions derived from a large scale
regional model based on global wave data. Buck Island Reef National
Monument (BIRNM) is located on the north-east coast of St.-Croix
island, part of the US Virgin Islands in the Caribbean Sea (Fig. 18).
The island coastline is protected from incoming swell waves from
the Atlantic Ocean by the sequence of a narrow barrier reef complex
surrounding the island to the NW–NE, and a shallow fringing reef
surrounding the island’s coastline. The reefs are separated by a ∼10 m
deep lagoon characterised by the presence of coral bommies, which
locally enhance the hydraulic roughness. Depths in the reef system
vary between 1.0 and 15.0 m. Two multi-month deployments in 2015
and 2016 of 8 RBRsolo pressure transducers on cross-shore transects
over the fringing reef collected water level and wave data (Rosenberger
et al., 2020a). The raw pressure data was collected in bursts of 2048 s
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Fig. 15. Model-data comparison PILOT model for January 10th 2012 07:00. Red: data from Clark et al. (2020); Blue: model results. (a) short wave 𝐻𝑚0𝐻𝐹 (0.04 Hz–0.3 Hz);
(b) low frequency 𝐻𝑚0𝐿𝐹 (0.001 Hz–0.04 Hz); (c) water level 𝜁 . For station locations, see Fig. 14(b).

Fig. 16. Low frequency spectra (0.0011–0.0400 Hz) on January 10th 2012 07:00 at Ipan, Guam. The spectra were calculated using a Hanning window with 50% overlap, and a
spectral resolution of 0.0025 Hz. Station names correspond to the locations in Fig. 14(b).
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Fig. 17. Cross- (a–d) and longshore (e–h) momentum balance on January 10th 2012 07:00 at Ipan, Guam. (a,e) radiation stress term; (b,f) water level gradient term; (c,g) bed
shear stress term; (d,h) resulting mean GLM velocity field. The shore-normal direction is taken as 100◦N. Positive cross-shore direction is offshore directed, positive longshore
direction to the N. Incident wave direction is 56◦N.
every hour at 2 Hz. To verify our model results, we use the data
collected between January 12th 2016 18:00 and January 13th 2016
18:00 GMT, the largest measured swell event during the field campaign
in the winter of 2015, in observation points N1–N4 on the northern
fringing reef of the island (transect N, Fig. 18(b)) and S1–S4 (transect
S, Fig. 18(c)) covering the southeastern fringing reef. Conditions during
this time frame were characterised by small tidal water level variations
between −0.05 m and 0.15 m w.r.t. MSL. The swell event, characterised
by waves of around 2 m height with a peak period varying between 10
and 12 s, was impinging on the island from the NE. The northern 𝑁
transect was directly exposed to this swell, while the wave field had to
refract around the island to reach transect S.

3.6.1. Model setup
In order to resolve the various spatial scales involved in the propaga-

tion, refraction and dissipation of the wave field, a grid was constructed
with several degrees of resolution refinement using similar consider-
ations as for the PILOT case. The offshore part, where short waves
do not dissipate, and the propagation of long waves is important, has
a resolution of 30 m. The same holds for areas that do not directly
influence the hydrodynamics measured in the two transects (Fig. 18(a),
zone A). Over the shallower barrier reef and the lagoon (Fig. 18(a),
zone B) the resolution is increased to 15 m. The fringing reef area
(Fig. 18(a), zone C) has a resolution between 7 and 3 m, in order
to resolve short wave dissipation and IG generation by breakpoint
forcing, typical of reef lined coasts (Pomeroy et al., 2012; Péquignet
et al., 2014). The final number of grid cells is 50999. The directional
resolution was set to 5◦. Similarly as for the PILOT case, the bed levels
used in the model were sourced from 2 datasets. The high resolution
USGS EAARL-B topo-bathymetric Lidar dataset for St.-Croix (Fredericks
et al., 2015) was used to interpolate the bathymetry in the fine reso-
lution parts of the grid, where large bathymetric gradients occur over
limited spatial scales. The grid parts not covered by the Lidar dataset
were filled with 1/3 arc-second MHW Coastal Digital Elevation Model
data for the US Virgin Islands (Love et al., 2015). Bed level data was
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reduced to MSL using the tidal benchmark data of the Christiansted
Harbor NOAA station (NOAA, 2022). The offshore depths 𝑁 of the
barrier reef were limited to a maximum of 30 m, to reduce timestep
restrictions. The hydraulic roughness in the model was specified as a
spatially varying field, both for the flow and the wave related fric-
tion. Therefore, a bed type classification was derived from the BIRNM
benthic habitat data of Batista (2012), in which we retained 3 classes
for which we differentiate bottom friction parameters 𝑓𝑤 and Chézy
values following Storlazzi et al. (2017): (a) sandy patches: 𝑓𝑤 = 0.1
and Chézy= 55m0.5∕s (b) patch reef with <10% coral cover: 𝑓𝑤 = 0.15
and Chézy= 30m0.5∕s (c) patch reef with <50% coral cover: 𝑓𝑤 = 0.3
and Chézy= 20m0.5∕s.

Offshore wave data were not available at the time of the field
campaign, therefore a nested regional SWAN (Booij et al. (1999);
version 41.31) wave model was constructed to derive wave boundary
conditions for the surfbeat model. We included the effects of wind wave
growth, refraction, depth-induced wave breaking (Battjes and Janssen,
1978), whitecapping (van der Westhuysen et al., 2007) and bottom
friction ((Hasselmann et al., 1973)) with default parameters. The large
SWAN domain covers the Atlantic north of the British Virgin Islands
until the Caribbean Sea south of St.-Croix at a uniform resolution
of 1500 m. The finer nested domain has a resolution of 200 m and
covers the north coast of St.-Croix. The SWAN model was forced with
ERA5 (Hersbach et al., 2020) wind and wave data, and validated
against 5 months (Jun 1st–Oct 31th 2010) of buoy data at Christiansted
(CDIP station 431, Fig. 18(a)). Significant wave heights were estimated
with a bias of 0.0 m and a RMSE of 0.20 m, and the Tm01 with a bias
of 0.23 s and an RMSE of 1.24 s. The SWAN model was subsequently
run for the period January 11–15 2016, and hourly wave parameters
were extracted at the 𝑁 side of the barrier reef to construct parametric
JONSWAP time series to force the surfbeat model (Fig. 19(b–d)). The
water level signal to force the N absorbing–generating model boundary
was taken from station N1 as is (Fig. 19(a)), as comparison with a tidal
harmonics fit showed considerable NTR influence uncorrelated with the
incident wave climate. Local wind was insignificant during the model
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Fig. 18. Buck Island model setup. (a) Grid outline (A) and internal grid refinement areas (B,C). The respective grid resolutions are approximately 30.0 m, 15.0 m and 7.5 m. At
the fringing reef locations, the grid is further refined to 3.0 m. Inset: Location of Buck Island off the NE coast of St.-Croix. Red dot indicates the location of the Christiansted
CDIP wave buoy used for the regional wave model verification; (b) Bed level and instrument positions along transect N; (c) Bed level and instrument positions along transect S.
Satellite imagery copyright Earthstar Geographics.
Fig. 19. Offshore boundary conditions Buck Island model. Grey bar indicates the model period. (a) Tide level derived from station N1 (Rosenberger et al., 2020a); (b–d) Wave
data derived from regional SWAN model: (b) Offshore significant wave height; (c) peak wave period; (c) mean wave direction.
period (NOAA, 2022), and was not taken into account. The model was
run on 20 partitions.

Modelled water levels and wave data were recorded continuously
at 2 Hz in the locations of the 8 deployment sites. In order to obtain
results that are compatible with the USGS dataset, hourly 2048 s bursts
of the demeaned water levels 𝜁 were bandpass-filtered to obtain the
low-frequency signal 𝜁𝐿𝐹 (0.004 – 0.04 Hz) and the high frequency signal
𝜁𝐻𝐹 (0.04 – 0.4 Hz). The corresponding rms LF wave height was then
obtained by 𝐻𝑟𝑚𝑠,𝐿𝐹 =

√

8 𝜁2𝐿𝐹 , the rms short wave height 𝐻𝑟𝑚𝑠,𝐻𝐹 as
√

𝐻2
𝑚𝑜𝑑𝑒𝑙𝑙𝑒𝑑 + 8 𝜁2𝐻𝐹 .

3.6.2. Results
The mean water level variability in the observation stations is well

reproduced in the model (Fig. 20(a–h)). The tide levels in stations
N1 and S1 are simulated correctly, with small biases. The cross-reef
distribution of the sea swell wave setup values over both transects is
modelled correctly, as is the difference in setup magnitude between the
18

𝑁 and the S transect. Sea–swell (SS) wave heights are modelled with an
absolute bias and a RMSE of ∼0.05 m. Significant amounts of SS wave
energy (>50%) are dissipated over the barrier reef and the lagoon.
Inspection of the spatial distribution of the SS wave dissipation fields
from the model output suggests that this wave height reduction occurs
mainly through bottom frictional effects (Fig. 20(i–p)). The resulting
reef face wave heights in N1 are about twice as high as those in the
more sheltered S1 station. Significant SS wave breaking only takes place
around the crest of the fringing reef for the wave heights considered in
this study. As a result, N1 and S1 SS wave heights are tide–independent,
but HF wave heights on the reef flat and in the fringing reef lagoon (N2–
4, S2–4) are largely determined by the local water depth over the reef
crest. Modelled LF wave height error statistics are similar in magnitude
as the HF ones, and errors are generally smaller than 20%, except for
station S1 (Fig. 20(q–x)). Inspection of the spatial distribution of the
water level variance in the model domain indicates two sources of local
surfbeat generation. On the relatively gently sloping barrier reef, IG
waves are generated as a result of SS wave energy dissipation through
bottom friction, as wave breaking is generally absent. On the fringing

reef face and reef crest, IG waves are generated through the breakpoint
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Fig. 20. Model–data comparison BIRNM: (a–h) mean water level 𝜁 ; (i–p) SS wave height 𝐻𝑟𝑚𝑠,𝐻𝐹 ; (q–x) IG wave height 𝐻𝑟𝑚𝑠,𝐿𝐹 . Dots are coloured by the tide level imposed on
the offshore boundary.
forcing mechanism (normalised bed slope parameter 𝛽𝑏 (Battjes et al.,
2004) equal to ∼2). The model is able to reproduce the relative cross-
reef spatial pattern in IG wave heights on both transects, including the
higher IG values observed in the two stations closest to the shoreline,
N4 an S4, which result from long wave reflection off the steep shoreline.
Fig. 20(q–x) suggests a tidal dependence of the IG wave heights on
transect 𝑁 in the measured data. This was verified not to be the case
from the complete measured time series in station N1.

In conclusion, this test case demonstrates that the model is able to
reproduce the propagation and dissipation of sea swell wave fields,
and the associated IG wave dynamics on larger spatial scales in a
complex model domain, using boundary conditions generated from a
global wave and wind database. As for efficiency, the average achieved
timestep in this unstructured surfbeat run was 0.14 s for a CFL condi-
tion of 0.7. Comparison with a structured XBeach model setup for the
same problem shows an improvement of the timestep with roughly 40%
and a reduction in grid size by a factor of 2.9, while attaining a spatial
resolution on the fringing reef that was 2 times better.

4. Summary and conclusions

This paper presents the first numerical model, defined on an un-
structured mesh administration, that is able to resolve hydrodynamics
forced by tides, wind, and sea–swell waves on the time scale of wave
groups. We have validated different functionalities in a series of six
tests, showing that the model has good skill in reproducing measured
laboratory and field data, as well as results from semi-analytical model
approaches.

The Zelt test case was included to verify the correct propagation of
long waves, flooding and drying, and the robustness of the offshore flow
boundary in absorbing reflected free waves leaving the model domain
under highly oblique angles. Additionally, the implementation of the
drying and wetting algorithm was compared favourably to results from
a temporally and spatially adaptive grid modelling approach. Results
proved to be robust under different grid configurations. The use of a
triangular grid alleviated grid influences in the phasing of the run-up
solution.

The Boers test demonstrated the model’s capability of generating
first- and second-order boundary forcing, the functioning of the 1D
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Table A.1
Wave breaking formulations.

Wave model type Wave breaking formula Reference

Stationary Baldock Baldock et al. (1998)
Janssen&Battjes Janssen and Battjes (2007)

Nonstationary
Roelvink 1993 original Roelvink (1993a)
Roelvink 1993 scaled Roelvink (1993a)
Roelvink&Daly Daly et al. (2012)

absorbing flow boundary, the correct implementation of dissipation
by wave breaking, and of the wave forces in the momentum balance.
The laboratory data were in general well reproduced, although the
simulation of the steepest wave conditions proved more challenging,
as we are using linear wave theory.

The DELILAH field case served as a verification for the stationary
refraction (single direction) approach, which serves to counter the
numerical diffusion of wave groups when advecting wave action in
multiple directional bins over longer travel distances. Comparing the
single direction, and the multiple directions results to data measured
at the Duck Field Research Facility, the former method yields better
results in reproducing the infragravity energy profile in the surf zone,
and is better at retaining the wave group structure. The methods are
on par in simulating the short wave distribution and the longshore
current over the cross-shore profile. Combined with the possibility
of localised refinement by using unstructured grids, the stationary
refraction approach offers the possibility of significantly speeding up
the calculations without loss of reliability.

The COAST3D field case reproduced the hydrodynamic response of
a mildly sloping double barred sandy beach to a storm. Mean water
depths and short wave heights were well reproduced during highly
non-stationary conditions where incident wave heights and directions
changed strongly over the course of a tide. Despite the fact that IG
mean periods were correctly modelled, the IG wave height was under-
estimated due to the lack of a mechanism to let free IG enter through
the domain boundaries.

The PILOT field case demonstrated the model’s robustness in a
challenging study area featuring longshore bathymetry variability with
very steep gradients, a narrow surf zone and large bottom roughness.
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Table B.1
Error metric definitions.

Parameter Formula
(m=measured;
c=computed)

Description

Pearson correlation 𝜌 𝐶𝑜𝑣(𝑚, 𝑐)∕𝜎𝑚 𝜎𝑐 Correlation coefficient, indicating strength
of a linear relationship between random
variables m and c

Scatter Index SCI
√

(𝑐−𝑚)2

max(
√

𝑚2 ,|𝑚|)
Relative measure of the scatter between
model and data. The error is normalised
with the maximum of the rms of the data
and the absolute value of the mean of the
data; this avoids strange results for data
with small mean and large variability

Relative bias 𝑐−𝑚

max(
√

𝑚2 ,|𝑚|)
This is a relative measure of the bias,
normalised in the same way as the Scatter
Index

Brier skill 1.0 − 𝑣𝑎𝑟(𝑐−𝑚)
𝑣𝑎𝑟(𝑚)

This parameter relates the variance of the
difference between data and model to the
variance of the data. skill=1 means perfect
skill; skill=0 means no skill; skill<0 means
result is worse than doing nothing.
Using the parallel implementation of the model, the cross-shore and
longshore variability of the short waves, the infragravity energy and
the steady wave setup were skilfully resolved.

Finally, the Buck Island field case reproduced the propagation of
an energetic swell field around an island protected by 2 reefs. On
both the exposed measurement sites and the sheltered ones, bulk
wave characteristics were correctly modelled starting from boundary
conditions derived from a global reanalysis dataset, demonstrating the
applicability of our approach in typical engineering studies.

The use of this unstructured wave model allows for coverage of
the same model domain, with optimised resolution, yet with a smaller
total number of grid cells. The model also allows a larger explicit
average timestep for the same value of the CFL criterion, compared
to structured models with similar functionality. The model reliably
reproduces observations in laboratory and field conditions, and is as
such widely deployable in a variety of simple and complex coastal
settings to study nearshore hydrodynamics.
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Appendix A. Overview of implemented formulations for wave en-
ergy dissipation by breaking

See Table A.1.

Appendix B. Performance metrics verification runs

B.1. Error metrics

See Table B.1.

B.2. Boers flume tests

See Table B.2.

B.3. Zelt tsunami run-up

See Table B.3.

B.4. DELILAH field experiment

See Table B.4.

B.5. COAST3D Egmond campaign

See Table B.5.

B.6. PILOT field experiment
See Table B.6.
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Table B.2
Error statistics for the Boers (1996) flume study. S=spectral boundary
conditions; M=measured boundary conditions. Note that the magnitude
of the setup is (0.001) m, so small deviations result in seemingly large
error values.

Run Parameter 𝜌 SCI Rel bias Skill

S/1A
𝑠𝑒𝑡𝑢𝑝 0.93 1.18 1.09 −0.40
𝐻𝑚0𝐻𝐹 0.98 0.04 −0.01 1.00
𝐻𝑚0𝐿𝐹 0.50 0.14 −0.10 0.98

S/1B
𝑠𝑒𝑡𝑢𝑝 0.93 0.51 0.41 0.74
𝐻𝑚0𝐻𝐹 0.98 0.04 −0.01 1.00
𝐻𝑚0𝐿𝐹 0.70 0.10 −0.08 0.99

S/1C
𝑠𝑒𝑡𝑢𝑝 0.95 0.65 0.53 0.58
𝐻𝑚0𝐻𝐹 0.98 0.07 −0.06 0.99
𝐻𝑚0𝐿𝐹 0.72 0.15 0.12 0.98

M/1A
𝑠𝑒𝑡𝑢𝑝 0.93 0.98 0.84 0.04
𝐻𝑚0𝐻𝐹 0.98 0.05 0.01 1.00
𝐻𝑚0𝐿𝐹 0.69 0.10 −0.05 0.99

M/1B
𝑠𝑒𝑡𝑢𝑝 0.94 0.52 0.37 0.73
𝐻𝑚0𝐻𝐹 0.98 0.07 0.04 1.00
𝐻𝑚0𝐿𝐹 0.70 0.14 −0.12 0.98

M/1C
𝑠𝑒𝑡𝑢𝑝 0.94 0.34 −0.01 0.89
𝐻𝑚0𝐻𝐹 0.98 0.05 −0.02 1.00
𝐻𝑚0𝐿𝐹 0.74 0.10 −0.03 0.99

Table B.3
Error statistics for water level time series of the Zelt (1986) tsunami
run-up case. R: rectangular grid; T: triangular grid; 𝜃𝑔 : grid rotation
angle.

Run 𝜌 SCI Rel bias Skill

(1) 𝑅 − 𝜃𝑔 = 0◦ 0.96 0.27 0.07 0.93
(2) 𝑅 − 𝜃𝑔 = 30◦ 0.98 0.20 0.07 0.96
(3) 𝑇 − 𝜃𝑔 = 0◦ 0.98 0.17 0.07 0.97

Table B.4
Error statistics for the DELILAH field case. SDir: Single direction run;
MDir: Multiple direction run.

Run Parameter 𝜌 SCI Rel bias Skill

Sdir 𝐻𝑟𝑚𝑠,𝐻𝐹 0.78 0.12 −0.02 0.99
𝐻𝑟𝑚𝑠,𝐿𝐹 0.70 0.07 −0.01 0.99
𝑣 0.76 0.28 0.18 0.92

Mdir 𝐻𝑟𝑚𝑠,𝐻𝐹 0.77 0.12 0.04 0.99
𝐻𝑟𝑚𝑠,𝐿𝐹 0.60 0.10 0.00 0.99
𝑣 0.76 0.35 0.28 0.87

Table B.5
Error statistics for the COAST3D field case for October 25th 1998 09:00.
Values are averaged over all observations stations.

Parameter 𝜌 SCI Rel bias Skill

𝑑𝑒𝑝𝑡ℎ 0.85 0.07 0.05 0.99
𝐻𝑟𝑚𝑠,𝐻𝐹 0.84 0.05 −0.01 0.99
𝐻𝑟𝑚𝑠,𝐿𝐹 0.28 0.085 −0.06 0.99

Table B.6
Error statistics for the PILOT field case.

Parameter 𝜌 SCI Rel bias Skill

𝐻𝑚0𝐻𝐹 0.79 0.10 0.02 0.99
𝐻𝑚0𝐿𝐹 0.70 0.17 0.06 0.97
𝜁 0.85 0.063 −0.00 0.99

Appendix C. Implicit stationary wave energy solver

In order to determine the mean wave direction over the unstruc-
tured grid while taking into account refraction and dissipation, we solve
the simplified wave energy balance Eq. (28) in wave direction 𝜃:

𝜕𝑒𝑒 +
𝜕𝑐𝑔 𝑒𝑒

+
𝜕𝑐𝜃 𝑒𝑒

+ 𝑑𝑑 = 0 (28)
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𝜕𝑡 𝜕𝑠 𝜕𝜃
where 𝑒𝑒 is the spectral wave energy density per node and wave
direction, 𝑡 is time, 𝑐𝑔 is the group velocity, 𝑠 is the distance along
the wave direction under consideration, 𝑐𝜃 is the refraction velocity, 𝜃
is the wave direction, and 𝑑𝑑 is the local wave dissipation. Eq. (28)
is discretised with finite differences at the location of the network
nodes using a forward Euler scheme in time, and an implicit first
order upwind approach in geographical and directional space. After
rearranging the terms in the equation, this results in a tridiagonal
coefficient matrix and a right hand side that is a function of the wave
energy at the previous timestep 𝑒𝑒𝑛𝑘, and the already updated wave
energy at the upwind neighbours 𝑒𝑒𝑛+1𝑘𝑢𝑝𝑤. This system can be solved with
standard methods, such as the Thomas algorithm (Press et al., 2007).

On open wave boundaries a Dirichlet wave energy condition is
applied, while on other open, non-wave boundaries, a zero gradient
Neumann wave energy condition is imposed. The system of equations
is solved consecutively along four orthogonal sweep directions, starting
along the incident wave direction on the open model boundary. Local
wave energy values are determined from (partially) converged upwind
node values. By iterating the sweeping process and applying relaxation,
we can solve for the effect of the non-linear dissipation term 𝑑𝑑. A user
defined criterion determines when the solution process has converged.
After interpolation to the flow administration cell centres, the mean
wave direction is determined from the directional distribution of the
wave energy.
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