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Abstract
Explainable artificial intelligence (XAI) is an important advance in the field of machine learning to shed light on black 
box algorithms and thus a promising approach to improving artificial intelligence (AI) adoption. While previous literature 
has already addressed the technological benefits of XAI, there has been little research on XAI from the user’s perspective. 
Building upon the theory of trust, we propose a model that hypothesizes that post hoc explainability (using Shapley Additive 
Explanations) has a significant impact on use-related variables in this context. To test our model, we designed an experiment 
using a randomized controlled trial design where participants compare signatures and detect forged signatures. Surprisingly, 
our study shows that XAI only has a small but significant impact on perceived explainability. Nevertheless, we demonstrate 
that a high level of perceived explainability has a strong impact on important constructs including trust and perceived use-
fulness. A post hoc analysis shows that hedonic factors are significantly related to perceived explainability and require more 
attention in future research. We conclude with important directions for academia and for organizations.

Keywords  Artificial intelligence · AI · XAI · Perception · Experiment

JEL Classification  C91

Introduction

AI has shown great potential in various areas of the private 
and organizational life. However, research has shown that 
current AI implementations are flawed as they often obscure 

the underlying mechanisms and only present predictive 
results. This in turn can lead to undesirable effects such as 
“automation bias,” which describes a tendency to rely too 
much on automated processes (Goddard et al., 2012). Prob-
lems related to current AI solutions have also been recog-
nized in politics. In this context, it is particularly worth men-
tioning that the European Union (EU) has created uniform 
rules for dealing with AI with the introduction of the General 
Data Protection Regulation (GDPR) (European Union 2016). 
This provides, among other things, that users affected by an 
automated decision have a right to transparent information 
about the logic of the algorithm (Confalonieri et al., 2019).

From an academic perspective, XAI has emerged as an 
important research field, which seeks to develop and eval-
uate mechanisms that offer better insights into the under-
lying mechanisms of an AI algorithm. XAI is an interdis-
ciplinary research field in the AI ecosystem that aims to 
make the results of AI systems understandable and com-
prehensible to humans (Adadi & Berrada, 2018; Förster 
et al., 2020). The research field focuses on trying to open 
up the “black box” associated with AI and thereby creates 
explainability for humans (Muddamsetty et al., 2020). For 
that reason, XAI applications can be found in many areas 
of daily life, such as healthcare (Jussupow et al., 2021), 
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finance (Mao & Benbasat, 2000), and autonomous driv-
ing (Muhammad et al., 2021). Modern software packages, 
including Shapley Additive Explanations (SHAP) (Bowen 
& Ungar, 2020) and Local Interpretable Model-Agnostic 
Explanations (LIME) (Ribeiro et al., 2016) can be used to 
explain algorithmic decisions with local post hoc expla-
nations to users in non-technical terms so that they can 
understand, appropriately trust, and effectively manage 
AI results.

Previous research has shown that XAI can lead to posi-
tive effects on potential users, for instance, an increased 
perception of usefulness and ease of use (Meske & Bunde, 
2022), a higher perceived explainability (Dominguez 
et al., 2020), or a higher observability (Schrills & Franke, 
2020). However, there are also studies with non-significant 
or mixed results (e.g., Alufaisan et al., 2020; David et al., 
2021; Druce et al., 2021; Schrills & Franke, 2020; van der 
Waa et al., 2021). As a consequence of incomplete knowl-
edge about the effects of XAI, more research is needed to 
guide organizations in terms of how to use and implement 
XAI components. This gap is also reflected in the current 
literature, which calls for more research on XAI that inves-
tigates user perception (van der Waa et al., 2021).

We respond to this gap and extend existing literature 
by focusing on user perception. We focus on a common 
business task in which participants have to identify forged 
signatures. Detecting forged signatures is important in 
various areas of social and professional life, as signatures 
are a fundamental part of any contract and essential for 
most official documents. This is also a reason why there 
are increasing efforts to detect forged signatures (e.g., 
Zhou et al., 2021). For our study, during task completion, 
participants were assisted by an AI system that included 
an XAI module using SHAP (Adadi & Berrada, 2018) for 
individuals in the treatment group. To pursue our objec-
tive, the following overarching research question is used 
to guide this study (RQ):

RQ: How does XAI influence a user’s perception of use-
fulness, ease of use, trust, and performance?

The remainder of this paper is organized as follows: 
in the “Related work” section, we review related work on 
XAI and offer an overview of existing experimental stud-
ies. In the “Hypothesis development” section, we propose 
a research model that incorporates important perceptional 
variables based on prior literature. In the “Methodol-
ogy” section, we describe the experimental design and 
the methodological procedure to test our hypotheses. The 
“Results” section summarizes the results of the experi-
ment. We conclude the “Discussion” section with a dis-
cussion on the relevance of the collected results for theory 
and practice.

Related work

Despite impressive performance improvements of current 
AI algorithms, many modern AI algorithms lack inherent 
explainability due to the “black box” associated with AI, 
which makes AI decisions and predictions opaque and non-
transparent to the user (Förster et al., 2020; A. Rai, 2020; 
Ribeiro et al., 2016). This can lead to undesirable or ques-
tionable results and, ultimately, to significant distrust of a 
particular system. A notable example in this regard is an AI 
system trained to support the hiring process that initially 
produced undetected and undesirable results such as gender 
bias. This was observed at Amazon, where an AI-based 
hiring tool favored male over female applicants rather than 
providing objective suggestions for new applicants (Hsu, 
2020). Black box algorithms are particularly critical in such 
situations, because they prevent a solid understanding of 
the underlying mechanisms that is required to detect and 
avoid undesirable outcomes. Due to the increasing inter-
est in understanding black box algorithms, governments 
have begun to enact regulations in this regard. The previ-
ously mentioned GDPR requires that AI systems be held 
accountable using techniques that can explain the underly-
ing mechanisms (European Union 2016). While govern-
ment regulations such as the GDPR are arguably a critical 
factor in boosting explanatory efforts, there are also emerg-
ing fields that benefit greatly from a better understanding of 
AI. For example, using “machine learning” to teach people 
(Schneider & Handali, 2019) requires a solid level of expla-
nation to impart knowledge to people.

In this context, XAI has become an important research 
direction that attempts to shed light on the black box prob-
lem. XAI describes the type of AI systems that provides 
insight into how a decision or prediction is made and how 
the resulting actions are executed. However, there is cur-
rently no universally accepted definition of XAI. Rather 
than a formal technical concept, the term refers to the 
movement, initiatives, and efforts being made in response 
to concerns about transparency and trust in AI (Adadi & 
Berrada, 2018). Basically, two types can be distinguished: 
(1) transparent models and (2) black box models. Transpar-
ent models benefit from their basic design, which allows 
them to provide explanations based on them. For example, 
linear regression models, rule-based systems, or decision 
trees can be understood as transparent models because their 
design provides insights into their mechanism, and the mod-
els are fully explainable and understandable. In contrast, 
black box models do not provide such insights, so post hoc 
analysis is required to further illuminate the results of the 
algorithms. There are several post hoc techniques includ-
ing textual explanations, visualizations, local explanations, 
explanations by example, explanations by simplification, 
and feature relevance (Arrieta et al., 2020). Currently, the 
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use of SHAP values is considered a promising technique 
for obtaining local explanations (Adadi & Berrada, 2018). 
Examples of black box models include feed-forward neural 
networks, convolutional neural networks, recurrent neural 
networks, and generative adversarial networks. Both agnos-
tic and model-specific approaches are possible for black box 
models (Arrieta et al., 2020; Rai, 2020). Explanations of 
model-agnostic techniques are necessarily not model-spe-
cific. Model agnostic techniques use the inputs and predic-
tions of black box models to generate explanations based on 
the data inputs (Rai, 2020). On the other hand, transparent 
models rarely require further post hoc analysis, although, 
agnostic approaches can of course be applied to transparent 
models, as well. A classification of XAI techniques is sum-
marized in Table 1.

Besides the need for explanation from a social and tech-
nological perspective, previous literature has highlighted 
that XAI can have a positive impact on (non-technical) users. 
The fundamental idea is that individuals perceiving a higher 
degree of transparency by means of an explainable compo-
nent will also perceive the outcome more positively. For this 
reason, the theory of trust (Gefen et al., 2003) has been used 
as a central theoretical lens to study the impact of XAI (e.g., 
Ribeiro et al., 2016; Sperrle et al., 2020; Thiebes et al., 2021).

There are several studies that provide evidence on the 
impact of XAI in experimental settings (an overview is shown 
in Table 2). For instance, Meske and Bunde (2022) observed a 
positive effect of XAI on perceived ease of use, perceived use-
fulness, intention to use, perceived informativeness, trustwor-
thiness, and mental model. Concurrently, the authors identify a 
negative effect of XAI on perceived cognitive effort. The partic-
ipants’ task in the study was to identify hateful content via the 
user interface to detect hate speech. Shafti et al. (2022) observed 
that good explanations of XAI can lead to a significantly lower 
error rate, a higher human performance and higher user confi-
dence in AI. In their experimental study, a grade prediction task 
of students was used based on tabular data about the student’s 

background (e.g., parents’ jobs or weekly study time). A posi-
tive impact of XAI on human performance was also observed 
by Lai et al. (2020) and Ray et al. (2019). Lai et al. (2020) asked 
participants to use an AI system to detect text-based fraudu-
lent reviews and classify a total of 20 reviews as fraudulent 
or genuine. Ray et al. (2019) challenged participants to guess 
an image secretly selected by the AI system by asking the AI 
system questions in natural language (e.g., what kind of vehicle 
is in the picture?). In another study by Dominguez et al. (2020), 
the authors observed a positive effect of XAI on user satisfac-
tion, perception of explainability, and relevance. These effects 
were observed in an experimental study in which participants 
provided feedback on image recommendations generated by 
an AI algorithm. The recommended images were based on a 
selection of images the participants “liked” via a dashboard 
before. Weitz et al., (2019, 2021) found a positive effect of XAI 
on user trust in the context of an experimental task on classifica-
tion of audio keywords spoken by participants into an AI-based 
speech recognition system. In an experiment to evaluate the 
performance of an AI system on different types of image-based 
questions (e.g., what color is the man’s phone?), Alipour et al. 
(2020a) detected a positive effect of XAI on the prediction of 
the users and competencies of the model. Furthermore, Alipour, 
Schulze, et al. (2020b) observed a positive impact of XAI on 
user prediction accuracy, user confidence, and user reliance. 
While the task in Alipour et al. (2020b) was to evaluate the 
AI’s respective performance in answering four different types 
of image-based questions, the task in Alipour, Schulze, et al. 
(2020b) was to predict the answer accuracy of a visual question 
answering (VQA) agent.

While there are several studies showing positive effects, 
there are also studies showing that XAI does not always lead 
to the desired outcome. For example, Alufaisan et al. (2020) 
found that XAI has a positive effect on the decision-making 
process. In contrast, no significant effect of XAI was found 
on decision accuracy, following the AI recommendation, and 
decision confidence. The authors detected these findings in two 

Table 1   Classification of XAI techniques

Transparent models Black- box models

Definition Models that can fully and understandably explain how an 
algorithm operates and, given an input, can tell what the 
output will be and why (Arrieta et al., 2020; Asatiani 
et al., 2020)

Models that create internal structures that 
determine outputs, but are opaque to external 
parties. Even the programmers cannot tell 
why a particular output was produced (Asa-
tiani et al., 2020)

Agnostic Possible Possible
Model specific Not required Possible
Example algorithms Linear regression model (Chatla & Shmueli, 2017), rule-

based systems (Golding & Rosenbloom, 1991), decision 
trees (Quinlan, 1987)

Feed-forward neural networks (Bebis & 
Georgiopoulos, 1994), convolutional neural 
networks (Albawi et al., 2017), recurrent 
neural networks (Ghanvatkar & Rajan, 2019), 
generative adversarial networks (Wong et al., 
2020)
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experimental studies in which participants were asked to (1) 
predict the likelihood that a criminal would reoffend within a 
given time period based on characteristics such as age, level 
of charge, and number of prior convictions and (2) predict 
individual’s income (≤ 88 K; > 88 K) based on characteristics 
such as age, education, and work hours per week. Schrills and 
Franke (2020) observed a positive influence of XAI on the 
observability of the AI system. However, the hypothesis that 
XAI leads to higher perceived trustworthiness in an AI system 
could not be confirmed. The task for the participants was to 
evaluate three different visual explanation approaches, which 
consisted of either a table of classification values only or addi-
tionally one of two different backtracked visual explanations. 
In a study comparing rule-based explanations and example-
based explanations, van der Waa et al. (2021) reported that 
only rule-based explanations have a positive effect on system 
understanding. For both rule-based explanations and exam-
ple-based explanations, a positive effect on persuasive power 
could be observed. However, no effect was observed on the 
impact of XAI on task performance. In a further study, David 
et al. (2021) showed that XAI may have a positive influence 
on users’ readiness to adopt and their willingness to pay and 
trust. The authors observed mixed results based on different 
phases of the longitudinal study. The experimental study was 
performed in a web-based game in which participants were 
asked to generate as much revenue as possible by producing 
and selling lemonade under real monetary conditions. The 
authors found that users were only willing to pay an average 
of 1.005 game coins for assistance from an AI. In contrast, par-
ticipants were willing to pay an average of 1.774 game coins, 
for the options of human advisor, global explanation, feature-
based explanations, and performance-based explanations. A 
positive effect of XAI on trust and AI acceptance was identi-
fied by Druce et al. (2021) in a two-part experimental study 
investigating system acceptance of video game playing agents 
via a questionnaire and asking participants to predict the sys-
tem performance of the agents. However, XAI did not lead to 
a significant improvement in perception of prediction accuracy.

In summary, research on XAI is flourishing and there are 
several studies highlighting a positive impact of XAI on out-
come variables such as trust (David et al., 2021; Druce et al., 
2021; Shafti et al., 2022; Weitz et al., 2019, 2021) or human 
performance (Lai et al., 2020; Ray et al., 2019; Shafti et al., 
2022). However, there are also studies showing that the effec-
tiveness of XAI is related to specific implementations (e.g., 
van der Waa et al., 2021) and that XAI does not per se lead to 
intended effects (e.g., Alufaisan et al., 2020). Therefore, more 
research is required to investigate how XAI should be designed 
and implemented in order to achieve the desired outcomes.

The studies not only reviewed contributed to a better under-
standing of XAI but also highlighted limitations that should 
be addressed to further advance XAI research. For example, 
the study by Alufaisan et al. (2020) mentioned the limited Ta

bl
e 

2  
(c

on
tin

ue
d)

A
rti

cl
es

Ta
sk

Sa
m

pl
e/

de
si

gn
D

ep
en

de
nt

 v
ar

ia
bl

es
1

H
ow

 is
 it

 e
xp

la
in

ed
?/

w
ha

t i
s e

xp
la

in
ed

?

(W
ei

tz
 e

t a
l.,

 2
01

9)
Th

e 
ta

sk
 o

f t
he

 p
ar

tic
ip

an
ts

 is
 to

 sp
ea

k 
a 

pr
ed

e-
fin

ed
 a

nd
 fi

xe
d 

se
qu

en
ce

 o
f t

en
 k

ey
w

or
ds

 (e
.g

., 
se

ve
n)

 in
to

 a
 m

ic
ro

ph
on

e,
 w

hi
ch

 a
re

 c
la

ss
ifi

ed
 

by
 th

e 
A

I a
fte

r e
ac

h 
ph

ra
se

N
 =

 30
1 ×

 2 
be

tw
ee

n-
su

bj
ec

t d
es

ig
n

Pa
rti

ci
pa

nt
s:

 n
ot

 sp
ec

ifi
ed

Tr
us

t (
 +

)
LI

M
E 

vi
su

al
iz

at
io

ns
 (g

re
en

 h
ig

hl
ig

ht
in

g 
of

 th
e 

ar
ea

s o
f t

he
 sp

ec
tro

gr
am

s t
ha

t a
re

 
fa

vo
ra

bl
e 

fo
r p

re
di

ct
io

n,
 a

nd
 re

d 
hi

gh
lig

ht
-

in
g 

of
 th

e 
un

fa
vo

ra
bl

e 
ar

ea
s)

1  A
 s

ig
ni

fic
an

t, 
po

si
tiv

e 
eff

ec
t (

 +
), 

a 
si

gn
ifi

ca
nt

, n
eg

at
iv

e 
eff

ec
t (

-)
, a

 n
on

-s
ig

ni
fic

an
t, 

po
si

tiv
e 

or
 n

eg
at

iv
e 

eff
ec

t [
no

t s
pe

ci
fie

d 
(n

.s.
)]

. W
e 

on
ly

 in
cl

ud
ed

 th
e 

hy
po

th
es

is
 w

ith
 X

A
I a

s 
an

 in
de

pe
nd

-
en

t v
ar

ia
bl

e
2  O

nl
y 

si
gn

ifi
ca

nt
 b

et
w

ee
n 

sp
ec

ifi
c 

gr
ou

ps



Electronic Markets (2023) 33:17	

1 3

Page 7 of 21  17

transferability of their results to other datasets and explain-
able AI techniques. In addition, van der Waa et al. (2021) 
mentioned the type of the explanatory component used in 
the study as a limitation of their study. The focus on a sin-
gle manifestation of trust (e.g. situational trust), rather than 
looking at trust as a whole (Weitz et al., 2019, 2021), and the 
lack of representativeness of the study group due to acquiring 
participants via MTurk (Lai et al., 2020) were also mentioned 
as limitations of previous studies. We seek to address some of 
these limitations and propose a research model that investi-
gates the relationship between XAI and important dependent 
variables as explained in the following section.

Hypothesis development

This research focuses on the relationship between XAI and 
perceptional constructs to strengthen our understanding of how 
XAI influences potential users. We draw on previous literature 
on technology acceptance and use (Venkatesh et al., 2016) 
and trust theory (Gefen et al., 2003) as a theoretical lens for 
this study. Therefore, we include four fundamental variables 
from these streams of literature, namely, perceived usefulness, 
perceived ease of use, trust intention, and performance. We 
selected these variables because they are well established in 
the information systems (IS) literature (Venkatesh et al., 2016) 
and because these constructs have been used in prior literature 
on XAI (e.g., Druce et al., 2021; Meske & Bunde, 2022; Weitz 
et al., 2021). In addition, we include performance as this is 
pivotal from an organizational perspective (e.g., Goodhue & 
Thompson, 1995). We use these well-established constructs to 
draw specific conclusions on the role of XAI in the domain of 
IS research. Perceived explainability (Wang & Benbasat, 2016) 
is used as the corresponding latent construct for XAI. We do 
this in light of the fact that XAI aims to explain AI algorithms 
to users in an understandable way and is therefore perceived 
by users as having explanatory power. Our research model is 

shown in Fig. 1 and explained below. An overview of the key 
concepts used here is shown in Table 3.

A fundamental objective of XAI is to reveal the underlying 
mechanisms of an algorithm and to make the results and pre-
dictions understandable and transparent to humans (Adadi & 
Berrada, 2018). In general, humans tend to prefer things that are 
universally understandable and are reluctant to adopt technolo-
gies that are not comprehensible or trustworthy (Arrieta et al., 
2020; Gefen et al., 2003). This is also supported by previous 
studies suggesting that effective explanations generate under-
standable explanations (Galhotra et al., 2021). In addition, this 
is consistent with the findings of Muddamsetty et al. (2020), 
who suggest that opening up the black box of AI algorithms can 
increase the degree of explainability. Consequently, it is reason-
able to assume that XAI provides users with a higher degree of 
perceived explainability than AI modules without explanation. 
Accordingly, we state our first hypothesis (H) as follows:

H1: XAI has a higher degree of perceived explainability 
compared to AI without a XAI component.

Since Davis (1989) proposed the Technology Acceptance 
Model (TAM) and its well-known extensions (Venkatesh 
et al., 2016), perceived usefulness and perceived ease of use 
have been established constructs for predicting use behavior. 
According to them, useful and easy-to-use technologies are 
more likely to be used. Explanations and perceived explain-
ability support users to use the AI more thoroughly with regard 
to the underlying task. AI algorithms are often used to support 
users’ decision-making. For this reason, XAI can be expected 
to lead to an understanding of the information on which predic-
tions are made. A better insight into the mechanism of an algo-
rithm can help users to better understand the technology, which 
in turn has a positive impact on technology-related perceptual 
variables. In addition, explanations are also helpful to obtain 
new information and thus gain additional knowledge which in 
turn can help to justify an AI-based decisions (Adadi & Ber-
rada, 2018). Therefore, a higher level of perceived explanation 

Fig. 1   Research model
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can also lead to a higher level of usefulness. Combining these 
arguments, we hypothesize that perceived explainability has a 
positive impact on perceived usefulness and perceived ease of 
use and propose the following two hypotheses:

H2a: A higher degree of perceived explainability results 
in a higher level of perceived usefulness.
H2b: A higher degree of perceived explainability results 
in a higher level of perceived ease of use.

Understanding of someone or something is crucial in build-
ing trust (Gefen et al., 2003; Gilpin et al., 2019). Therefore, a 
XAI component that helps users to better understand what the 
AI is doing has the potential to increase users’ perceived trust. 
This is consistent with previous research that has shown that 
trust can only be built if humans understand the decisions of 
AI algorithms (Sperrle et al., 2020). Consequently, explana-
tions help to verify predictions, improve models, and gain new 
insights into the problem which ultimately leads to an increase 
in trust in AI algorithms (Adadi & Berrada, 2018). In contrast, 
trust will be lost when users cannot understand the behavior 
or decisions of AI algorithms (Miller, 2018). In particular, 
when an AI algorithm’s results and predictions do not match 
users’ expectations, a lack of explainability can lead to a loss 
of trust on the part of users (Kizilcec, 2016). For example, in 
a study on intelligent systems, Holliday et al. (2016) found 
that trust among users of intelligent systems with explanation 
increased over the duration of the experiment, whereas trust 
among the user group of intelligent systems without explana-
tion decreased. As a result, several authors agree that increas-
ing trust is the primary goal of XAI (Arrieta et al., 2020; 
Kim et al., 2015; Ribeiro et al., 2016). In this sense, it can be 
assumed that the explanatory power of XAI leads to higher 
levels of trust. Accordingly, we hypothesize that:

H3: A higher degree of perceived explainability results in 
a higher level of trust intention.

A higher degree of perceived explainability can also influ-
ence how individuals perform. For example, Ray et al. (2019) 
demonstrate that helpful explanations can improve participants’ 
performance. Similarly, Lai et al. (2020) show that explanations 
lead to better human performance than pure deep learning mod-
els. Moreover, van der Waa et al.’s (2021) study of insulin dose 
prediction in the context of diabetes provided the first evidence 
that example-based explanations by AI algorithms can improve 
participants’ task performance. Lai et al. (2020) also show that 
the methods used to derive explanations have a significant 
impact on human performance. The results suggest that human 
performance is better when, in the context of a text-based task, 
explanations highlight important words that contributed to the 
AI’s result. Therefore, we propose our final hypothesis:

H4: A higher degree of perceived explainability results in 
a higher level of human performance.

Methodology

Experimental design

To test our research model, we carried out an experimental 
study. We developed a dashboard with an AI component to 
support participants detecting forged signatures. Participants 
in the control group were able to use the dashboard as shown in 
Fig. 2. For the treatment groups, another dashboard was devel-
oped with an additional XAI component as shown in Fig. 3. 
The XAI module highlighted specific pixels in the images 
that had an effect on the decision of the AI. Areas highlighted 
in red represent a deviation from the reference signature and 
thus indicate a forged signature. In contrast, areas highlighted 

Table 3   Definition of concepts

Concept Definition

Perceived explainability “Explainability is associated with the notion of explanation as an interface between humans and a decision-maker that 
is, at the same time, both an accurate proxy of the decision maker and comprehensible to humans.” (Arrieta et al., 
2020, p. 85)

Perceived usefulness “The degree to which a person believes that using a particular system would enhance his or her job performance.” 
(Davis, 1989, p. 320; Venkatesh et al., 2003, p. 428)

Perceived ease of use “The degree to which a person believes that using a particular system would be free of effort.” (Davis, 1989, p. 320; 
Venkatesh et al., 2003, p. 428)

Trust “[…] researchers view trust as (1) a set of specific beliefs dealing primarily with the integrity, benevolence, and ability 
of another party, (2) general belief that another party can be trusted, sometimes also called trusting intentions or “the 
‘willingness’ of a party to be vulnerable to the actions of another”, (3) affect reflected in “‘feelings’ of confidence and 
security in the caring response” of the other party, or (4) combination of these elements.” (Gefen et al., 2003, p. 55)

Performance “Higher performance implies some mix of improved efficiency, improved effectiveness, and/or higher quality.” (Good-
hue & Thompson, 1995, p. 218)
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in green indicate a similarity to the reference signature and 
thus indicate authenticity. As part of the XAI component, we 
added an additional slider that allowed participants to change 
the sensitivity of the explanation. In other words, each partici-
pant was able to vary the sensitivity of the XAI component. A 
higher value of the slider resulted in a higher sensitivity of the 
illustrated results and vice versa. Both dashboards provided a 
recommendation from the AI module at the top (e.g., “The AI 
identified the unknown signature as forged [or as original]). 
SHAP was used to color the pixels of the unknown signature 
that differed from the original signature in red and the similar 
pixels in green. Both dashboards and the subsequent question-
naires were operable in English as well as in German.

Before the experimental tasks were performed, there was 
a short introduction explaining the experimental task and the 
use of the dashboard in general to the participants. In particu-
lar, we provided a tutorial video illustrating the functions of 
the AI dashboard and its use in performing the experimental 
task. After watching the video, participants had the oppor-
tunity to familiarize themselves with the functions of the AI 
dashboard by completing a sample task. Once participants 
were familiar with the AI dashboard, they could start the 
experiment after confirming that they had understood the task.

The experimental procedure was divided into three parts: 
first, participants were asked to complete a pre-question-
naire, where we provided an introduction and asked demo-
graphic questions. Second, we directed participants to the 
AI dashboard where the experimental task took place. Third, 
we conducted a post-survey, in which we measured the per-
ceived variables related to the experimental task. We did 
not set a time limit to allow participants to engage with the 
AI dashboard as much as they would like and to give the 
opportunity to find a solution without time pressure.

Experimental task

To make this research relevant to theory and practice, we used 
an experimental task involving some kind of sensitive data, 
as organizations commonly deal with sensitive information. In 
addition, the task should reduce language and cultural biases to 
increase the scope of the results. For these reasons, we chose an 
experimental task where participants had to verify signatures 

against a reference signature. This task is highly relevant as it 
is part of many business processes (e.g., account opening, buy-
ing an insurance policy, or contract amendment) and is of great 
interest to organizations to reduce fraud (e.g., Hussein et al., 
2016). Moreover, the use of images can reduce any kind of lan-
guage-related bias, as no understanding of a specific language 
is required to fulfill this task. Moreover, signatures used here 
are very similar within Western countries which also reduces 
language-specific bias effects. Also, in the case of signatures, 
it can be largely assumed that there are fewer differences in 
understanding between native speakers and foreign speakers.

Specifically, a pair of images depicting the same signature 
was shown. A total of 20 pairs of signatures were provided. 
The first signature served as a reference (on the left side of 
Figs. 2 and 3), while the second was a potential candidate 
for a forged signature. An AI component was available to 
assist in this process. As explained above, the participants 
of the XAI group had the option of using a slider that high-
lighted the impact of different pixels on the AI’s decision. 
Furthermore, these highlighted pixels indicated whether they 
supported the decision for a faked signature.

The 20 different tasks contained equal numbers of origi-
nals and forgeries. In addition, the pairs were chosen so that 
the recommendation of the AI corresponds to the truth in 
80% of the cases (c.f. Table 4). This applies to both origi-
nal and forged signatures. This means that for 10 pairs, the 
forgery would be the correct choice. However, the AI clas-
sified only 8 of them correctly, two were wrongly classified 
as originals. This distribution also applied to the group of 
original pairs. In total, following the AI recommendation 
would lead to 16 correct answers.

The AI component in the background was a Siamese neu-
ral network. Siamese neural networks are tailor-made for 
the comparison of potentially identical entities and therefore 
outperform other deep learning-based approaches. For that 
reason, they are well-suited for our research setting. Two 
images are processed simultaneously by a convolutional neu-
ral network (CNN). Then, the distance between the result-
ing images is calculated, and an output of the classification 
problem is provided. The TensorFlow library was used to set 
up the neural network (Abadi et al., 2016). A training dataset 
from Kaggle (Rai, 2022) with 1320 pairs of signatures was 

Fig. 2   AI dashboard (control 
group)
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used to train our model and evaluated on more than 500 dif-
ferent pairs. In addition, the explanation of the underlying AI 
decision process was provided using SHAP as it has higher 
performance compared to other approaches (e.g., Gramegna 
& Giudici, 2021). The dashboard was implemented using 
Streamlit (Streamlit, 2022).

Sample

According to Cohen (1988), a total sample size of 63 sub-
jects is required to achieve sufficient statistical power of 0.8 
for a mean effect size (f = 0.25). We collected data from 106 
participants (39 control group, 67 treatment group). Because 
we are trying to understand the effects of XAI, we excluded 
observations using the XAI slider five times or less for the 
entire experiment. Consequently, we had to exclude 27 obser-
vations from the treatment group, resulting in a total of 79 
observations (a more detailed analysis of the exclusion of 
observations is attached in the appendix). As we were inter-
ested in a high degree of external validity, we recruited par-
ticipants from different backgrounds and specialties using a 
snow-ball sampling strategy (Biernacki & Waldorf, 1981; 
Naderifar et al., 2017). Specifically, we started our strategy 
by recruiting staff from a large insurance organization and 
asking them to forward the study to other colleagues. In line 
with the snowball sampling strategy, we asked the initial par-
ticipants to forward the participation link for the experiment 
only to people who had a similar profile to the participant him 
or herself (Naderifar et al., 2017). As a consequence of this 
strategy, the final sample includes participants from within 
and from outside the organization. Participation was voluntary 
and rewarded with non-monetary recognition in the form of a 
donation to a charitable organization. To avoid bias effects due 
to excessive engagement with current AI developments, we 
excluded individuals from the information technology depart-
ment. We drew a random number to assign participants to one 
of the two experimental conditions. This random variable was 

drawn independently for each participant. The presentation of 
the 20 signature tasks was also randomized to avoid unwanted 
effects (e.g., learning effects) due to the order of the images. 
An overview of our sample is summarized in Table 5. 

Measures

The purpose of this experiment was to increase the perceived 
explainability of AI via an explainable component. To investigate 
the effectiveness of our manipulation, we also collected a self-
assessment of perceived explainability. We looked for an estab-
lished measurement scale that has been used in a related context 
with similar constructs such as trust. Since there was no estab-
lished measurement scale for perceived explainability, we looked 
for an established measurement scale that captures explainabil-
ity to humans (c.f. Table 3). In this context, we chose Wang and 
Benbasat (2016) measurement scale for perceived transparency, 
which has been used to reflect knowledge-based reasoning and 
therefore aligns well with what we defined as perceived explain-
ability. In summary, the close conceptual relationship between 
perceived explainability and perceived transparency allowed us to 
use an established measure for this study. We used this scale using 
a seven-point Likert scale with the endpoints labeled as “strongly 
disagree” and “strongly agree” to measure our manipulation 
(Wang & Benbasat, 2016). All five items are listed in Table 6. 
We adapted all items slightly to the context of this study e.g., the 
AI dashboard made its reasoning process clear to me.

We first examined convergent reliability using Cronbach’s 
α and omitted the reverse item (MC3) to increase reliability 

Fig. 3   XAI dashboard (treat-
ment group)

Table 4   Selected images

N = 20 (tasks and 20 pairs of images 
respectively)

Predicted value

Forged Real

True value Forged 8 2
Real 2 8
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(α = 0.83). We then used a t-test to examine whether the two 
groups differed significantly. However, the 39 participants in the 
control group (M = 4.24, SD = 1.50) did not differ significantly 
from the treatment group (M = 4.58, SD = 1.39) t (71) =  − 1.02, 
p = 0.31. A further analysis of the individual variables (c.f. 
Figure 7) was conducted to investigate possible problems with 
content validity. In fact, it could be observed that the first item 
showed differences between the groups. In contrast, the other 
four items showed no differences. We conducted a content-
validity check (MacKenzie et al., 2011) and conclude that the 
first item (“The AI dashboard made its reasoning process clear 
to me.”) had a strong focus on the local transparency of the AI 
(i.e., it focuses on the reasoning process), while the remain-
ing items reflect more of a global transparency of the AI. In 
our case, these questions focus more on the inner mechanisms 
of the overall dashboard rather than the AI proposal (e.g., “It 
was easy for me to understand the inner workings of this AI 
dashboard.”). Therefore, instead of a multi-dimensional meas-
urement, we continued to use a single-item (MC1) for the con-
sequent analysis. The results of a t-test indicate that there is 
a significant difference between the control group (M = 3.74, 
SD = 2.0) and the treatment group (M = 4.65, SD = 1.64) at the 
5% level (t (71) =  − 2.20, p = 0.03).

Reliability was measured using Cronbach’s alpha (α). Items 
were deleted to further increase reliability. Based on α, all con-
structs are reliable and can therefore be used for hypothesis 
testing. “Percieved explainability” was measured based on 
previous work by Wang and Benbasat (2016). An established 
measurement instrument for perceived usefulness and trust 
intentions was used as suggested by Lankton et al. (2015). We 
also measured perceived ease of use using the measurement 
scale by Wang and Benbasat (2005). To measure performance, 
we used two objective measures: (1) the number of correct 
answers and (2) the time taken to complete the tasks.

Results

Analysis of group‑wise differences

We tested our hypothesis using a multivariate analysis of 
variance (MANOVA). We conducted two MANOVAs sepa-
rately: (1) the first used the experimental group as the inde-
pendent variable; (2) the second used perceived explainability 
as the independent variable. Perceived usefulness, perceived 
ease of use, trust intention, and performance (quality and 
time) were used as dependent variables for both models. The 
Wilks test statistic (Bray et al., 1985) was used to test the first 
MANOVA model (see Table 7), which yielded a significant 
test statistic (p < 0.000) (Bray et al., 1985). Follow-up analy-
sis of variance (ANOVA) revealed no significant differences 
in perceived usefulness (p = 0.894), perceived ease of use 
(p = 1.000), trust intention (p = 1.000), and in terms of per-
formance (quality) (p = 0.892). Performance (time) showed 
a significant difference (p < 0.000). Effect sizes (partial η2) 
(Bray et al., 1985) ranged from a low of 0.00 (perceived ease 
of use) to a high value of 0.19 (performance (time)).

In relation to model (2), the Wilks test statistic using per-
ceived explainability was significant (p < 0.004). As a follow-
up test, we conducted a series of ANOVA. There was also a 
significant difference in perceived usefulness (p < 0.001), per-
ceived ease of use (p < 0.006), and trust intentions (p < 0.004). 
There was no significant relationship between perceived 
explainability and performance (quality) (p = 1.000) and 
performance (time) (p = 1.000). The analysis shows different 
effect sizes (partial η2) (Bray et al., 1985) ranging from a low 
of 0.00 (perfromance (time)) to a high value of 0.19 (perceived 
ease of use). A summary of the follow-up ANOVAs is shown 
in Table 8.

Table 5   Sample description Dimension Classification Percentage    Percentage 
(control group)

     Percentage  
(treatment group)

Age 18–34 83.5% 84.6% 82.5%
35–44 6.3% 5.1% 7.5%
45–54 2.5% 0.0% 5.0%
Older than 55 7.6% 10.3% 5.0%

Role No explicit role related to AI 60.8% 66.7% 55.0%
Users 19.0% 20.5% 17.5%
Researcher 11.4% 5.1% 17.5%
Consultant 6.3% 5.1% 7.5%
Developer 1.3% 0.0% 2.5%
Other 1.3% 2.5% 0.0%

Experience No or little experience 73.4% 76.9% 70.0%
Experienced 15.2% 17.9% 12.5%
Neutral 10.1% 2.6% 17.5%
Other 1.3% 2.6% 0.0%
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Perceived explainability

So far, we have found that perceived explainability has a 
significant influence on important use-related variables 
such as perceived usefulness or perceived ease of use. 
However, we did not find these correlations using the 
experimental treatment. Since the XAI module was not 
the major determinant of perceived explainability, we 
conducted an additional analysis to gain further insights. 
Specifically, we conducted another ANOVA using per-
ceived explainability as the dependent variable and 
included several independent variables. First, we included 
group as a dummy variable for each experimental group 
and age to examine the role of demographic differences. 
Second, we included disposition to trust, to examine pre-
dispositions to trust, and finally, we included enjoyment 
to examine the influence of hedonic motives in this con-
text. The measurements of these items are summarized in 
the Appendix in Table 12.

Surprisingly, the group variable has a significant effect 
at the 10% level (p = 0.010). However, perceived enjoy-
ment is highly significant (p = 0.006) and has a slightly 
larger effect size (η2 = 0.11) compared to the effect size 
of the group variable (η2 = 0.09). Furthermore, there is 
no significant effect on disposition to trust (p = 0.188) 
or age (p = 0.164). The ANOVA results are summarized 
in Table 9.

Discussion

Discussion of the results

The overall goal of this study is to investigate the effec-
tiveness of XAI on user perception to better understand 
how XAI can be leveraged. This study is one of the first to 
examine the effects of post hoc explanations using Shapley 
values (Lundberg & Lee, 2017; Štrumbelj & Kononenko, 
2014) using a randomized controlled experimental design. 
This study provides novel insights into the relationship 
between design manipulation and corresponding perceptual 
variables (i.e., perceived explainability). Most importantly, 
we demonstrate that providing XAI has only a small but 
significant effect on dependent variables. However, indi-
viduals who report a high level of perceived explainability 
also report higher levels in our dependent variables. We 
interpret these results as a strong indication that a design 
manipulation of XAI is important but needs to be enriched 
with other measures that increase perceived explainability. 
To the best of our knowledge, this is one of the first XAI 
studies to identify and assess this aspect in detail. In the 
following, we summarize (c.f. Table 10) and discuss the 
implications for theory and practice.

The first hypothesis (H1) assumed that XAI had a higher 
degree of perceived explainability than an AI without an 
XAI component. We found support for this hypothesis, 

Table 7   Model (1): ANOVA 
results using the grouping 
variable as predictor

LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval, respectively. SS, 
sum of squares; MS, mean squares; padj, we used p value adjustment as suggested by Holm (1979)

Dependent variables SS df MS     F     p partial η2
partial η2 90%  
CI [LL, UL]

padj

Perceived usefulness 1.53 1 1.53 1.10 0.298 0.02 [0.00, 0.09] 0.894
Perceived ease of use 0.10 1 0.10 0.08 0.774 0.00 [0.00, 0.04] 1.000
Trust intention 0.12 1 0.12 0.09 0.766 0.00 [0.00, 0.04] 1.000
Performance (quality) 5.34 1 5.34 1.51 0.223 0.02 [0.00, 0.09] 0.892
Performance (time) 6.16 1 6.16 18.45 0.000 0.19 [0.08, 0.31] 0.000

Table 8   Model (2): ANOVA 
results using perceived 
explainability as predictor

LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval, respectively. SS, 
sum of squares; MS, mean squares; padj, we used p value adjustment as suggested by Holm (1979)

Dependent variables SS df   MS    F    p partial η2
partial η2 90%  
CI [LL, UL]

padj

Perceived usefulness 18.22 1 18.22 15.85 0.000 0.19 [0.07, 0.31] 0.001
Perceived ease of use 11.35 1 11.35 10.51 0.002 0.14 [0.03, 0.26] 0.006
Trust intention 13.73 1 13.73 11.54 0.001 0.13 [0.04, 0.25] 0.004
Performance (quality) 0.27 1 0.27 0.07 0.787 0.00 [0.00, 0.04] 1.000
Performance (time) 0.01 1 0.01 0.03 0.868 0.00 [0.00, 0.03] 1.000



	 Electronic Markets (2023) 33:17

1 3

17  Page 14 of 21

albeit only at 5% alpha level (p < 0.03). The second hypoth-
esis (H2a and H2b) predicted higher levels of perceived use-
fulness and perceived ease of use through higher levels of 
perceived explainability which was supported in this study. 
This is consistent with the findings of previous studies (e.g., 
Meske & Bunde, 2022) that reported similar findings. We 
conclude that XAI indeed leads to higher levels of perceived 
usefulness and perceived ease of use. The third hypothesis 
(H3) predicted higher levels of trust intention through higher 
levels of perceived explainability which was also confirmed 
in our study. This is in line with previous literature includ-
ing the study by David et al. (2021) which reported that 
participants have higher levels of trust when AI systems 
have feature- and performance-based explanations.

The fourth hypothesis (H4) predicted higher levels of 
performance through higher levels of perceived explain-
ability which we were unable to confirm. Based on the fact 
that the literature to date has produced mixed results, we 
concluded that context-specific (confounding) factors have 
been overlooked so far that may explain why some studies 
find significant results and others report non-significant 
relationships. One reason could be the actual or the per-
ceived performance of the AI (Shafti et al., 2022). Another 
factor could be the type of explanation (e.g., David et al., 
2021; Lai et al., 2020; van der Waa et al., 2021) that leads 
participants to follow the system’s advice more often. Even 
though it was not always correct, it led to a higher level 
of performance overall. In this study, we operationalized 
performance in two ways: first, by the number of correct 
answers, and second, by the time taken to answer the tasks. 

While no significant effect was measured for the number 
of correct answers of the treatment group compared to the 
control group, we found a significant effect for the time 
taken to complete the 20 individual tasks. From this, we 
can conclude that XAI gave the participants a kind of cer-
tainty to answer the question for the type of task used in the 
study, which ultimately led to a saving of time. We assume 
that this certainty is due to the perceived explainability 
triggered by XAI.

This study suggests that design components (e.g., XAI) 
without a strong influence on perceptual variables do not 
lead to significant effects on outcome variables. This find-
ing is not novel, as a large body of previous literature 
has shown that technology design has a significant impact 
on users through facilitation or mediation (e.g., Wang & 
Benbasat, 2005). However, this highlights the relevance 
in the context of XAI. We therefore went one step further 
and analyzed how perceived explainability can be influ-
enced by other factors other than design manipulation and 
included hedonic and demographic variables. The results 
show that the manipulation itself has an influence, but per-
ceived enjoyment, which is an important construct from 
research on hedonic IS (Lowry et al., 2013) can be as 
important as the manipulation itself. This result is impor-
tant because it shows that there are several potential mod-
erating constructs that influence the relationships between 
design manipulations and outcome variables. In addition, 
the study assesses the extent to which the use of perceived 
explainability can eliminate undesirable effects such as 
automation bias. Perceived explainability can lead to users 

Table 9   ANOVA result using 
perceived explainability as 
dependent variable

LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval, respectively. SS, 
sum of squares; MS, mean squares

Predictor SS df MS F p partial η2
partial η2 90% 
CI [LL, UL]

(Intercept) 0.64 1 0.64 0.23 0.634
Perceived enjoyment 22.81 1 22.81 8.20 0.006 0.11 [0.02, 0.23]
Disposition to trust 4.91 1 4.91 1.77 0.188 0.02 [0.00, 0.11]
Age 5.49 1 5.49 1.97 0.164 0.03 [0.00, 0.12]
Group (treatment) 19.47 1 19.47 7.00 0.010 0.09 [0.01, 0.21]
Error 191.84 69 2.78

Table 10   Overview of the inferential statistics

Hypothesis Result

H1: XAI has a higher degree of perceived explainability compared to AI without an XAI component Supported (p < 0.03)
H2a: A higher degree of perceived explainability results in a higher level of perceived usefulness Supported (p < 0.000)
H2b: A higher degree of perceived explainability results in a higher level of perceived ease of use Supported (p = 0.002)
H3: A higher degree of perceived explainability results in a higher level of trust intention Supported (p = 0.001)
H4: A higher degree of perceived explainability results in a higher level of human performance Rejected (p = 0.787)
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not blindly trusting AI algorithms, but questioning the 
extent to which the AI’s decision seems understandable 
and correct to users. As a result, perceived explainability 
not only increases trust in AI, but also reduces blind trust, 
which has a positive impact on eliminating the undesirable 
effect of automation bias.

Implications for theory

So far, no specific factor has been identified in the litera-
ture that has a perfect correspondence with XAI. In this 
study, we used perceived explainability as the latent con-
struct that corresponds with our manipulation. However, 
it is well-known that there can be a conceptual distance 
between the design of an artefact and the latent varia-
ble used (Niehaves & Ortbach, 2016). The measurement 
scale of perceived transparency that has been proposed 
for the context of recommendation agents (Wang & Ben-
basat, 2005) does not measure local explainability as 
pursued here. This leads to the assumption that the dis-
tance between an XAI component and the corresponding 
latent variables can be further reduced in the future. For 
example, a finer scale of measurement that distinguishes 
between global and local explainability might be useful. 
The former is arguably more relevant to a technical audi-
ence (e.g., data scientists), while local explainability is 
likely to be more relevant to end-users (e.g., case workers). 
Indeed, we argue that the target audience plays a central 
role in theorizing about the role of XAI. We have used a 
heterogeneous sample representing the end-user perspec-
tive. However, there are many scenarios where XAI is 
used for experts and power users. In these scenarios, the 
results can be very different.

This study also provides initial evidence that the XAI 
component is not massively used within the boundaries of 
our study. Rather, the participants in the XAI group used the 
XAI slider moderately. It can be assumed that the actual use 
of XAI components (i.e., components that enable some kind 
of user interaction) depends on the underlying task. In other 
scenarios (e.g., text editing tasks), the interaction with an 
XAI component may be different. We believe that moderate 
use of the XAI slider does not mean that XAI is irrelevant. In 
fact, we assume that the opposite is true. The fact that a par-
ticipant has the opportunity to obtain additional information 
may be sufficient to positively influence the user’s perception 
in general. This assumption is supported by the fact that per-
ceived explainability has a significant antecedent function 
for important variables such as trust. This could be analo-
gous to a phenomenon known from the open source field, 
where individuals have a higher level of trust even though 
a large number of potential users never actually examine 
the underlying code. This is mainly due to the fact that a 
significant number of users do not have the technical skills 

to review the software code. This aspect also underlines the 
central role of the target group using an XAI module.

This study shows that it is important to acknowledge 
boundary conditions (Gregor & Hevner, 2013) when theo-
rizing about XAI. This includes the differences between 
specific tasks and how the XAI is implemented. Previ-
ous literature has already shown that different explanation 
strategies (i.e., rule-based vs. example-based) have differ-
ent effects on users (van der Waa et al., 2021). Similarly, 
the underlying task may also look very different in terms 
of the target group (e.g., normal user vs. data scientists) 
which should be taken into account. This is consistent 
with previous IS theories that focus on the fit between a 
task and its supporting technology (Goodhue & Thomp-
son, 1995). We argue that a strong fit is also central to 
XAI research to get the most out of XAI in terms of user 
perception.

Implications for practice

In addition to theoretical contributions, this research also 
has important implications for organizations. Most impor-
tantly, we have shown that the use of AI with the addi-
tional explanations (e.g., using SHAP (Bowen & Ungar, 
2020) or LIME (Ribeiro et al., 2016)) can lead to positive 
effects. For XAI to lead to positive effects on objective 
measures (i.e., performance) and on user-related measures, 
it is not sufficient to use XAI, but to improve perceived 
explainability.

With this in mind, managers should support the imple-
mentation of XAI components and accompanying meas-
ures (e.g., trainings) to reap the benefits in terms of user 
perception of the XAI dashboard. Since users perceive 
XAI as more useful, user-friendly, and trustworthy than 
AI algorithms without an explanation, this is an important 
factor in improving the acceptance of these systems. Espe-
cially when AI systems are used in sensitive areas such 
as medical diagnosis decisions (Jussupow et al., 2021) or 
autonomous driving (Muhammad et al., 2021), it is (even) 
more important that users can trust the systems. By pro-
viding explanations, not only users but also programmers 
gain better insight into how the algorithms work and ena-
ble more effective debugging. This offers the opportunity 
not only to program more robust and advanced algorithms 
but also to identify and eliminate potential biases (e.g., 
gender biases in the hiring process) (Hsu, 2020). More 
generally, explainability has also been identified as an 
important success factor for the adoption of artificial intel-
ligence in organizations (Hamm & Klesel, 2021), making 
it an important aspect from a strategic perspective as well.

It is also worth noting that organizations are encour-
aged and legally compelled to fulfil ethical guidelines 
for trustworthy AI from the independent High-Level 
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Expert Group on Artificial Intelligence (AI HLEG) com-
missioned by the European Commission, which stipulate 
that AI algorithms must be transparent and explainable 
(HLEG-AI, 2019). Considering that there are desirable 
outcomes (such as higher degrees in user perception), 
the addition of XAI components becomes a necessity, 
so organizations are well-advised to implement XAI 
components.

Limitations

As with any academic study, the results of this study 
have their limitations. First, because AI applications 
are not well established yet, there is a high number of 
respondents who have little experience with AI. 60.8% 
of participants have no explicit role related to AI in a 
professional setting (c.f. Table 5). Second, the experi-
mental study was conducted in the context of a clas-
sification task of signatures by participants. We chose 
to focus this study on a classification task because it is 
a typical business task and highly relevant. However, 
this may limit the generalizability of the results. In 
others’ tasks, participants may have a higher need to 
consult an XAI module than was observed here. This 
can have a significant impact on perceptual and behav-
ioral outcomes. In addition, the choice of the post hoc 
explanation method SHAP may also be a limitation, as 

it may change the way users perceive an XAI compo-
nent. Future studies can therefore extend this work by 
testing our hypothesis with other tasks and explanation 
methods (e.g., using text heavy tasks and/ or by using 
other explanation techniques). Third, it should be noted 
that the study is limited in terms of the incentive of 
the participants. This limitation is due to the lack of 
consequences from correctly or incorrectly classified 
signatures. Future research can address this issue by 
conducting a field experiment.

Appendix

XAI slider usage

We analyzed how often the participants used the XAI 
slider. Figure 4 provides an overview of the cumulated 
use of the XAI slider in the treatment group. To ensure 
that we only include observations that used the XAI 
slider, we dropped all responses where the slider was used 
in less than 5 times within the experimental task. This 
threshold is close to the lower 40% quantile and leaves a 
considerable amount of observations in the dataset which 
used the slider but only to a minor extend. We did not 
delete observations on the upper limit (sliderusemax = 86) 
because using the slider 4-times on every task on average 
is still in a reasonable range in operative systems.

Fig. 4   Cumulated use of the 
XAI slider (N = 67)

Dashed line indicates slider use = 5
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An overview of the slider use is summarized in 
Table  11. In the original sample, participants in the 
treatment group used the slider 12.72 times on average 

(SD = 15.9). After excluding observations that used the 
slider less than 5 times in total, the average slider use is 
20.48 (SD = 16.53).

We also analyzed how often the slider is used based 
on the task—which was randomized for every partici-
pant—and based on the pair of images shown. Figure 5 

shows how often the slider was used based on the task. 
Figure 6 shows how often the slider was used based on 
the pair of images.

Table 11   Slider use before and 
after sample reduction

1 We excluded all observations that used the XAI slider less than 5 times within the experiment
2 The remaining 40 observations are used for the subsequent analysis
Bold: final data

ID group n Mean sd Median Min Max Skew Kurtosis

1 0 (control) 39 0 0 0 0 0 NA NA
2 1 (treatment) 67 12.72 15.9 8 0 86 2.11 5.63
3 Observations for exclusion1 27 1.22 1.48 1 0 4 0.8 -0.82
4 1 (treatment) without #32 40 20.48 16.53 16 5 86 1.9 4.29

Fig. 5   Slider use based on the 
task

Fig. 6   Slider use based on the 
pair of images
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Manipulation check

The following Fig.  7 shows the mean-wise differences 
between each indicator of perceived explainability.
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