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Abstract

The increased need for constant connectivity and complete automation of existing

systems fuels the popularity of Cyber Physical Systems (CPS) worldwide. Increasingly

more, these systems are subjected to cyber attacks. In recent years, many major

cyber-attack incidents on CPS have been recorded and, in turn, have been raising

concerns in their users' minds. Unlike in traditional IT systems, the complex architec-

ture of CPS consisting of embedded systems integrated with the Internet of Things

(IoT) requires rather extensive planning, implementation, and monitoring of security

requirements. One crucial step to planning, implementing, and monitoring of these

requirements in CPS is the integration of the risk management process in the CPS

development life cycle. Existing studies do not clearly portray the extent of damage

that the unattended security issues in CPS can cause or have caused, in the incidents

recorded. An overview of the possible risk management techniques that could be

integrated into the development and maintenance of CPS contributing to improving

its security level in its actual environment is missing. In this paper, we are set out to

highlight the security requirements and issues specific to CPS that are discussed in

scientific literature and to identify the state-of-the-art risk management processes

adopted to identify, monitor, and control those security issues in CPS. For that, we

conducted a systematic mapping study on the data collected from 312 papers publi-

shed between 2000 and 2020, focused on the security requirements, challenges, and

the risk management processes of CPS. Our work aims to form an overview of the

security requirements and risks in CPS today and of those published contributions

that have been made until now, towards improving the reliability of CPS. The results

of this mapping study reveal (i) integrity authentication and confidentiality as the

most targeted security attributes in CPS, (ii) model-based techniques as the most

used risk identification and assessment and management techniques in CPS,

(iii) cyber-security as the most common security risk in CPS, (iv) the notion of “mitiga-

tion measures” based on the type of system and the underline internationally recog-

nized standard being the most used risk mitigation technique in CPS, (v) smart grids

being the most targeted systems by cyber-attacks and thus being the most explored

domain in CPS literature, and (vi) one of the major limitations, according to the

selected literature, concerns the use of the fault trees for fault representation, where

there is a possibility of runtime system faults not being accounted for. Finally, the
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mapping study draws implications for practitioners and researchers based on the

findings.

INDEX TERMS

Cyber Physical System (CPS), dependability attributes, Internet of Things (IoT), risk identification, risk assessment, risk mitigation, risk

management, security, Supervisory Control and Data Acquisition (SCADA) system, systematic mapping study.

1 | INTRODUCTION

The Internet of Things (IoT) is defined as an interconnected network of physical devices embedded with sensors, actuators, software, and network

connectivity, enabling the objects to remotely control each other while exchanging data with each other.1 The increase in the interconnectedness

through time and space is fueled through the increased use of collaborative devices (e.g., laptops, tablets, smartphones, smart-watches, and

personal computers). Large corporations and government agencies embrace this trend for interconnectedness and are moving towards the

development and adoption of IoT considering it a means of changing the future.

The motivation behind IoT is the automation of work leading to a smart community. IoT forms a unit, linking all the devices together to

generate a new emergent behavior where every single node contributes to achieving the desired functionality.2 Smart Cars are just one example

where each vehicle communicates with another while being on road to maintain traffic and to utilize energy resources efficiently.

Cyber Physical Systems (CPS) are embedded systems integrated with physical processors and computing.3 The operations of such physical and

software systems are constantly monitored, coordinated, controlled, and integrated by a core based on computing and communications, in other words,

IoT.4 Successful applications of such systems include communications systems, home appliances, automotive electronics, games, drones, weapons, and

aircraft control systems, to name a few. On the other hand, most of the applications of CPS can be found in safety-critical systems such as medical

devices, autonomous vehicles, and other devices involving an environment where safety is of paramount importance.5 While having a great impact on

our society, CPS is said to revolutionize our industry as they have been driving the biggest shift in business and technology since World War II.4

The requirements of constant interconnectedness among physical objects and the user in IoT/CPS are complex in nature due to limited computa-

tion, limited bandwidth, power consumption, and storage problems among others. Since safety and security of a system overlap and affect each

other,6 it is mandatory to analyze all possible layers of a system especially of a cyber-physical system to identify and control those risks7 having the

potential to compromise not only the security but also the safety of the system, its environment, and its users.8 This, in turn, will also enhance the

user's trust in IoT/CPS.9–11 The complex nature of CPS makes it difficult to integrate the traditional security protocols and mechanisms in

it. Implementing complex security requirements does not only demand their elicitation and modeling but also requires a risk analysis and mitigation to

determine the importance of these requirements within the system. Ensuring the system's adequate handling of safety, security, and privacy threats is

the only way to gain public trust in CPS. Despite the awareness of the importance of security requirements and risks in the analysis of CPS, little effort

has been spent on consolidating our knowledge on the subject. An overview of the possible risk management techniques that could be integrated into

the development and maintenance of CPS contributing to improving its security level is still lacking.5 Yet understanding of the landscape of the pro-

posed approaches to risk handling in security requirements engineering is beneficial for both practitioners and researchers in the field. Practitioners

would be informed on those approaches for which empirical evidence exists that they work in context, while researchers would be informed on those

security requirements and risk related aspects that have seen much investigation and those that are under-researched.

Most of the literature reviews conducted over the last two decades cover only pro-active risk management techniques12 that are mainly pro-

posed for traditional IT systems and are modified to be integrated in the development of CPS. To provide such an overview, we carried out a sys-

tematic mapping study of literature by using the guidelines of “Systematic Mapping Studies in Software Engineering”.13,14 Our study not only

covers the security requirements of CPS and their associated risks but also includes the techniques and frameworks proposed to identify, assess,

mitigate, and manage these risks along with the evaluation mechanism used to assess its performance.

In what follows, we first present related work and then describe our research process including our research goals, search strategy, the process of

selecting studies, and our results to the designed research questions, followed by the discussion on our findings, the possible threats to the validity

and measures taken to eliminate or minimize the effect of those threats to our research, possible future work, and finally the conclusion of our study.

2 | RELATED WORK

The differences between the traditional IT security systems and CPS are based on the identification, assignment, and calculation of assets,

threats, and vulnerabilities.15 In regards to these topics, scholars form two streams of the related work which is relevant for this paper:
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(i) studies on security requirements for CPS and (ii) studies on security risk assessment methods for CPS. As part of preparing this paper, we

specifically selected for inclusion as related work, those publications that are surveys of the literature on identification, assignment, and

calculation of assets, threats, and vulnerabilities. These sources (21 in total, obtained using the search process mentioned in Section 3) shown

in Table 1, are where we compare previously published work with our work reported in the present paper. In what follows, we summarize

the findings of these sources.

2.1 | Security requirements in CPS

Security requirements are reported to be specific to every sector in the economy implementing CPS with different priorities and vulnerability

levels (e.g., Mashkoor et al.8). These requirements can be classified as sensing requirements, storage requirements, communication requirements,

actuation control requirements, and feedback security requirements.32 According to Shafi,32 prevention, detection, and mitigation are the building

blocks of a security mechanism for CPS and prevention, detection, and recovery; resilience and deterrence are some of the countermeasures to

counteract the risks identified against each of the security requirements in CPS.33

Three key security requirements identified for IoT are confidentiality, trust, and access control.13,14 In another study, availability, confidential-

ity, and integrity are considered to be the three main security objectives in CPS like the smart grid.31 However, the most reported security

requirement in literature is the reliability of the CPS.39 Although, these requirements have their associated open issues that raise serious concerns

on the integration of IoT and the communication technologies in a secure middleware. For systems involving different technologies and varying

communication standards, there is a need to develop a unified vision regarding the assurance of security and privacy requirements, for example,

in systems with heterogeneous environments.20 These requirements are considered an important part of IoT, implementation of which has led to

the development of user's trust in a software system.23 Table 1 below presents literature sources on security requirements of CPS and the risk

processes adopted in the context of these systems to reduce the impact of possible hazards. Therein, we also highlight differences of our work

from the published literature studies; please see the last column of Table 1.

2.2 | Security risks in CPS

Source, target, motive, attack vector, and potential consequences are the five common factors identified against every threat to CPS security, cat-

egorized as physical threats, political threats, criminal threats, and privacy threats.19 For every CPS system such as ICS, smart grids, remote medi-

cal devices, and smart cars, the factors against each of the categorized threats vary; this variation is a result of isolation assumptions, cyber

vulnerabilities, cyber physical vulnerabilities, increase in connectivity, and heterogeneity.34 Cyber attacks on CPS can also be classified into a

targeted security objective.31 Some of the major cyber attacks on CPS reported are compromised-key attacks, man-in-the-middle attacks,

eavesdropping, denial of service (DoS), and spoofing.38 Threats, such as the DoS, and unauthorized access/integrity breach are the roots of the

risks to the government and industry.40 These risks include brand damage, share price reduction, loss of revenue, and in the worst-case scenario a

loss of life. Flaws in the architecture of Supervisory Control and Data Acquisition (SCADA) systems give away the opportunity to hackers in

exploiting the system's services. To mitigate these risks various standards and a set of best practices have been established over the years.26

2.3 | Managing risks in CPS

Considering the wide range of threats imposed at various levels of CPS, implementation of security requirements itself alone is not enough to

ensure security in critical systems and develop user's trust in the system. Management of risks related to these security requirements is also nec-

essary to achieve the objective of gaining a user's trust in the system. Risk management involves the process of identifying risks, analyzing the

impact of the identified risks, mitigating the risks to reduce their impact on the system, and monitoring the system for any risks left un-attended.41

The need for managing security risks of CPS like ICS is well emphasized in the literature (e.g., Cheminod et al.25).

2.3.1 | Risk identification

Regarding the second stream of our related work, that is, the management of security risks in CPS, risk identification is the first phase of the risk

management process identifying any possible risks from both the requirements and the architecture of the software system. Multiple intrusion

detection techniques were reported in literature categorized into four types, that is, anomaly-based, specification-based, signature-based, and

reputation-based instruction detection techniques. According to the study, behavior- and traffic-based collection in various wireless systems is
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important for detecting attacks in such systems.22 Based on such nature of the CPS, the existing attack detection methods can be classified in four

schemes namely signal-based, packet-based, pro-active,42 and hybrid schemes.

2.3.2 | Risk assessment

It is necessary to take fully into consideration the CPS characteristics to find a suitable and specific risk assessment method.30 For that, it is important

to explore the interdependencies between system components to identify all the possible risks. These interdependencies can be categorized as

common/geographical, cascading/functional, and escalating/impact failures and can be identified and assessed using hazard identification methods,

causal analysis methods, consequence analysis methods, topological analysis methods, and dynamic analysis methods but still unreliable.35

The studies conducted on risk assessment approaches divided them into two main categories, namely, qualitative approaches and the quanti-

tative approaches depending upon the conditions applied under.27 The qualitative approaches are deemed best suitable to contexts in which

there is time-related urgency, small budget, non-availability of relative data, or situations in which the agents conducting the process of risk

assessment do not have the skill set required to conduct a quantitative analysis of the identified risks,27 such as risk assessment matrix43 and

impact matrix.44 In contrast to the qualitative approaches, the quantitative analysis techniques such as fault trees,37,45 bow-tie trees,46 and event

trees,35 allow comparative analysis of risks involved and protection measures47 providing a more precise evaluation of the risks of an applica-

tion.48 However, according to the results of a review study, that is, Cherdantseva et al.,16 risk assessment techniques for the security require-

ments in CPS are difficult to be categorized. The review16 thus classifies the techniques based on the level of detail covered by the technique, the

type of risk values assigned to a particular requirement, and the type of method adopted, that is, a formal method or a model-based technique.

One of the most commonly used risk assessment technique, that is, attack trees are considered to be self-documenting but are difficult when

enumerating all the actions of an attacker and his/her concurrent actions. Fault trees, on the other hand, are good at explicitly visualizing the rela-

tionship between the events and the causes leading to the system failure but become complex when expressing all possible sequences of a large

system, plus fault trees fail to visualize the interdependencies between them.37 Game-theoretic approaches are also commonly used approaches

to identify and analyze the risks related to the security requirements of a system, although these approaches help to identify and analyze the

severity of the risk but are known to be unreliable due to the factor of biasness resulting from analyzer's lack of domain knowledge and motiva-

tion. Even with such drawbacks, the approach is known to be a versatile tool in analyzing complex systems.24

Some authors (e.g., Nazir et al.38) argue that simulations and models representing the attack designs could possibly help in the better

assessment of risks related to the security of CPS, providing theoretical guidelines detecting attacks and resilience controls. However, a study36

conducted on such methods highlighted the limitations of using existing risk assessment techniques and mitigation strategies as there exists a

distinct difference between IT security and CPS security, and these risk assessment methods are not specifically designed for CPS security. From

the perspective of CPS, the lack of security testing technology, lack of risk assessment systems, and the lack of behavior audit along with the use

of malicious code to gain unauthorized access are the main causes of CPS (e.g., the ICS,28 unmanned drones,49 medical monitoring systems,50

autonomous automotive systems,51 and distributed robotics52) being vulnerable to cyber attacks which in turn are a major strategic issue for the

national economy and the livelihood of the people.28

2.3.3 | Risk mitigation and management

Risk mitigation techniques can be classified based on the layer applied on, that is, application layer mitigation, network layer mitigation, and physi-

cal layer mitigation.31 Nature of CPS leads to varying priority of security attribute in CPS and thus requires specific mitigation measures.6 The mit-

igation measures proposed over the years range from physically placing security personnel guarding the system,53 to controlling access to the

system or data and54 finally to integrating encryption schemes55 ensuring confidentiality, authenticity, and integrity56 of the data being transmit-

ted between different components of the system. Most of the mitigation measures proposed over the years are driven either from exiting litera-

ture or internationally recognized standards introduced against the development of safety and security-critical infrastructures.57

A survey conducted on risk assessment and management methodologies specific to ICS revealed that the security metrics specific to these

systems are the main obstacle in implementing the surveyed risk assessment and management methodologies. The study revealed the failures

that occur in each of the risk management activities without implementing the countermeasures. Although the study provides a comprehensive

survey of risk processes in ICS, it still lacks research of the domain in smart systems, for example, smart grid systems, smart homes, autonomous

vehicles, and weapons.17 Similarly, a study was conducted on performance assessment of three state-of-the-art risk management approaches,

namely, MEDUSA, MITIGATE, and CYSM approaches for a CPS, that is, maritime supply chain and port services. The results revealed the limita-

tions of the aforementioned approaches.58

Summarizing Table 1, we conclude that existing related reviews lack information on the risk management process for some of the security

requirements such as liability, data-freshness, fault-tolerance, self-healing, linkability, and authorization. Also, risk management and mitigation are
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altogether ignored since the majority of the reviews are focused on risk assessment and identification. This lack of consolidation of the published

findings on CPS Security and Risk Processes motivated us to conduct the present systematic mapping study. Our aim for this study is not only to

highlight the security requirements essential for the development of a CPS system but also to report on the related possible security risks,

proactive, and reactive risk management processes adopted for managing those risks and the evaluation methods adopted to validate the perfor-

mance of those techniques, approaches, and framework techniques along with some demographics related to the origin of the study and the pop-

ularity of CPS around the world.

3 | GOALS AND OBJECTIVES

The goals of this mapping study and their related research questions have been carefully identified using the Goal-Question-Matric Paradigm.59

Table 2 presents both the goals and the research questions to be answered. Therein, G1–G5 are the goals and the research questions (RQs)

associated with these goals and are labeled accordingly, for example, G1.RQ1 means the first RQ associated with goal G1.

3.1 | Search string

The search string used for this research consists of three parts marked as C1–C3:

• C1 is a string made up of keywords related to the cyber physical system such as “cyber physical system (CPS),” “smart systems,” and “industrial
control systems.”

• C2 is a string made up of keywords related to risk processes such as “risk identification,” “risk assessment,” “risk mitigation,” and “risk
management.”

• C3 is a string made up of keywords related to the security requirements such as “security requirements” and “security.”

Below, we present our search criteria in the form of a Boolean expression:

C1 AND C2 AND C3 search criteria in the form of aBoolean expressionð Þ: ð1Þ

More in detail, we show below the formulated combinations of the search strings used in electronic databases to conduct the required research:

• (“Cyber Physical System”) AND (“Risk Identification”) AND (“Security Requirements”)
• (“Cyber Physical System”) AND (“Risk Assessment”) AND (“Security Requirements”)
• (“Cyber Physical System”) AND (“Risk Mitigation”) AND (“Security Requirements”)
• (“Cyber Physical System”) AND (“Risk Management”) AND (“Security Requirements”)
• (“Smart System”) AND (“Risk Identification”) AND (“Security Requirements”)
• (“Smart System”) AND (“Risk Assessment”) AND (“Security Requirements”)
• (“Smart System”) AND (“Risk Mitigation”) AND (“Security Requirements”)
• (“Smart System”) AND (“Risk Management”) AND (“Security Requirements”)
• (“Industrial Control System”) AND (“Risk Identification”) AND (“Security Requirements”)
• (“Industrial Control System”) AND (“Risk Assessment”) AND (“Security Requirements”)
• (“Industrial Control System”) AND (“Risk Mitigation”) AND (“Security Requirements”)
• (“Industrial Control System”) AND (“Risk Management”) AND (“Security Requirements”)

The search string was manually deployed on the electronic databases that are presented in Table 3, based on the search options provided by

each of these databases.

3.2 | Search strategy

Our search strategy involved defining the repositories of literature in terms of the electronic databases searched, the items extracted, and the tar-

get language of the literature, as shown in Table 3.

6 of 47 ZAHID ET AL.
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TABLE 2 Research goals and research questions

G1 To classify the nature of published scientific articles in the area of risk identification, assessment, mitigation, and management of the

security requirements in IoT/CPS, whether new techniques are being developed, whether they are supported by tools.

Research

Questions

G1.RQ1. What types of articles are published in this area?

G1.RQ2. What approaches/methods/models/techniques are

proposed for risk identification of the security

requirements in IoT/CPS?

G1.RQ3. What approaches/methods/models/techniques are

proposed for risk assessment of the security

requirements in IoT/CPS?

G1.RQ4. What approaches/methods/models/techniques are

proposed for risk mitigation of the security

requirements in IoT/CPS?

G1.RQ5. What of the proposed approaches/methods/models/

techniques are used to conduct risk management of the

security requirements in IoT/CPS?

Our focus in this area is on the following risk processes:

1. Risk Identification

2. Risk Assessment

3. Risk Mitigation

4. Risk Management

G2 To understand the various aspects of security requirements in IoT/CPS (e.g. types of security requirements, differences between the

security requirements of IoT/CPS and in IT Networking) that are being investigated by researchers

G2.RQ1. What are the reported security requirements of

IoT/CPS in the studied articles?

G3 To understand the various aspects of risk assessment of security requirements in IoT/CPS (e.g., risks identified, mitigated and

managed against each of the security requirements in IoT/CPS) that are being investigated by researchers

G3.RQ1. What risks have been identified associated with the

highlighted security requirements in IoT/CPS?

Highlights the type of risks identified e.g., violation in user

authentication

G3.RQ2. What is the risk impact investigated with the

associated security requirement in IoT/CPS

Identifies the part of the system showing the impact of attack

occurred

G4 To study the nature of empirical evaluation, if any, that is being conducted, the tools being used for evaluation and the application

domain, and the contextual settings where the evaluation happened application domain(s)

G4.RQ1. What mechanisms of evaluation have been adopted to

test the proposed approach?

Identifies whether the evaluation was conducted manually or

automatically

G4.RQ2. What metrics have been used for evaluating the

proposed approaches?

Identifies the methods, approaches, and tools used to test the

performance of the proposed risk identification, assessment,

mitigation, and management techniques

G4.RQ3. Which application domain(s) have been used for

evaluating the developed approaches?

Identifies the case study(s) and dataset (if any) used for

evaluation purpose

G5 To identify the most active researchers in this area and their affiliations, and to identify the most influential articles

G5.RQ1. What is the annual article count?

G5.RQ2. What is the article count by venue type?

G5.RQ3. What is the citation count by venue type?

G5.RQ4. What are the most influential articles in terms of

citation count?

G5.RQ5. What are the venues with the highest article count?

G5.RQ6. What are the venues with the highest citation count?

G5.RQ7. Who are the authors with the highest number of

articles?

G5.RQ8. What are the author affiliations, i.e., do they belong to

academia or industry?

G5.RQ9. Which countries have produced most of the articles?

Identifies the “intensity” of published output in terms of volume

of papers published per year and venue type; most used

venues; most frequently published authors and publication

citation output with highest counts.

G6 To determine the recent trends in this area and to identify future research directions

G6.RQ1. What limitations have been reported?

G6.RQ2. What lessons learned have been reported?

G6.RQ3. What are the trends in the area?

G6.RQ4. What future research directions are being suggested?

Identifies the strengths, weaknesses, and challenges faced

during the implementation of existing methods used for risk

identification, assessment, mitigation, and management of

security requirements in IoT/CPS.

ZAHID ET AL. 7 of 47

 20477481, 2021, 9, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/sm

r.2346 by U
niversity O

f T
w

ente Finance D
epartm

ent, W
iley O

nline L
ibrary on [30/01/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Other than restricting our study to the above defined electronic databases, we scrutinized the full text of each article based on the following

inclusion and exclusion criteria (see Table 4) before including it into our mapping study:

3.3 | Study search and selection

Our initial search (first iteration) resulted in a total of 1,268 papers. This first iteration was the extraction of potentially relevant papers using the

above-mentioned search strings one at a time. During the second iteration, the overall paper count came to a total of 1,285 via the reference sea-

rch (snowballing61). In a third iteration, we read the abstract and the introduction sections of the papers that we identified. During this iteration,

nearly 66% of the 1,285 papers failed to meet our inclusion criteria defined above; hence, we excluded them. This left us with 440 papers whose

text we read completely. However, after the whole text was read, some of the papers failed to meet the above-stated criteria and were excluded.

This made the final count of 312 papers to be included in our mapping study.

4 | FINDINGS OF OUR REVIEW

This section provides answers to our research questions.

TABLE 3 Search sources

Source of research papers

Electronic databases Initial paper count

Springer 522
ACM digital library 51
IEEE Xplore 491
Science direct 204

Search items Journals, conference papers, book chapters, and workshop papers

Search applied on Full text—to avoid missing any possible publication in the area

Language English

Publication period 2000–2020 March

Initial paper count 1,268

2nd iteration paper count 1,285

3rd iteration paper count 440

Final paper count 312 (see Appendix B)

TABLE 4 Inclusion and exclusion criteria

Inclusion criteria Exclusion criteria

I1. Papers are written in English language. E1. Papers that discuss risk identification, assessment, mitigation, and

management of security requirements of CPS, as background only or as a

side topic.

E2. Papers that only present a vision or a viewpoint, or report keynotes, or

discussions, opinions, editorials comments, prefaces, tutorials and

anecdote papers, and presentations in the form of slides without any

associated research articles.

I2. Contents of the paper are focused on risk identification, risk

mitigation, and risk management of the security requirements

in CPS.

E3. Papers that are not peer-reviewed and appeared as technical reports,

white papers, and editorial papers.

E4. Papers related to security or security of CPS but not related to the risk

identification, assessment, mitigation, and management of security

requirements of CPS, for example, papers presenting security breaches in

CPS.60
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4.1 | (G1.RQ1) what types of articles are published in this area?

As Figure 1 indicates, we found that 52% of the articles covered in this review were published in conferences followed by journal publications

(44%) and workshop papers (4%). Most of these articles focus on risk assessment of the security attributes in IoT/CPS followed by identification,

mitigation, and management. We observed that nearly half of all selected papers are dedicated to risk assessment, and only 9% are on risk man-

agement. Venues of all the articles included in our study can be seen in tables: Tables A1–A3 in Appendix A.

4.2 | (G1.RQ2) what approaches/methods/models/techniques have been proposed to conduct risk
identification of the security requirements in IoT/CPS

The review shows that 105 papers out of the 312 in our set focus on risk identification in CPS. Figure 2 shows the detailed results including

names of the proposed framework, technique, or approach against its frequency in those 105 papers used to identify the security risks within the

CPS. The risk identification mechanisms proposed over the years can be classified based upon the nature of the process executed, that is, the use

of UML models62 and Markov Chain Monte Carlo algorithm.63 According to Figure 2, the most commonly used techniques are Model-based tech-

niques used in 32 articles, followed by intrusion detection in 19 papers and matrix-based techniques in nine articles. The techniques are traceable

to various theoretical foundations such as the use of models64 (such as trees,35 dependency graphs,65 and flow charts35), game theory,66 and on

standards.67 Furthermore, fuzzy logic-based approaches20 have also been proposed over the years to identify the security risks more accurately

within IoT/CPS.

Some of the papers proposed frameworks such as the Generic Security Engineering Framework for the overall security engineering process

(SEP),68 structured object-oriented security requirements analysis,69,70 that consisted of certain steps to be executed for risk identification.

4.3 | (G1.RQ3) what approaches/methods/models/techniques have been proposed to conduct a risk
assessment of the security requirements in IoT/CPS?

In our final pool of 312 papers, we found 233 papers that discussed the techniques proposed for risk assessment as shown in Figure 3. Among

the proposed techniques, model-based risk assessment was the most frequent in our selected literature (92 times). For example, fault trees, hier-

archical holographic models (HHM),71 fuzzy modeling,72 attack trees,73 and formal models74 were used.

Furthermore, matrix-based risk assessment techniques75 were indicated in 31 papers and standard-based techniques such as risk assessment

technique based on ISO/IEC 27005:2011 standard30 occurred in 20 papers. Finally, frameworks proposing hybrid assessment techniques were

presented in 17publications. These frameworks are as follows:

1. Unified framework based on probability measure (literature, statistics, brainstorming activities, and specific tools such as failure model, effects,

and criticality analysis [FMECA], hazard and operability study [HAZOP], and quantitative analysis),76 the generic security engineering frame-

work for overall security engineering process (SEP),68 and knowledge-in-the-loop approach.77

F IGURE 1 Types of articles published in the area

ZAHID ET AL. 9 of 47
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2. Frameworks based on model-based techniques to assess the impact a particular risk can have on the system such as Markov-based

approach,15 dynamic cyber-security risk assessment approach based on Bayesian network,78 and methods such as three-layer cyber-physical

risk assessment methodology based on Deterministic Stochastic Petri Net (DSPN).79

3. Frameworks following the guidelines provide by existing standards51,80,81 introduced for the development of safety and security-critical

systems such as the railway fire alarm system or implantable smart medical devices and avionics, for example, Security Information Correlation

Methods integrated with Cyber Threat Intelligence Analysis Engine (CAESAIR),82 and System Theoretic Process Analysis (STPA)-SafeSec

method.

Other than these techniques, probability-based,83 game theoretic-based,84,85 and standard-based techniques have been proposed over the

years to accurately identify the severity of the identified risks. Game-theoretic techniques include components for risk identification and mitiga-

tion activities.86 The tools developed for risk assessment of security requirements in CPS such as the Physical and Cyber Risk Analysis Tool

(PACRAT),87 were based on standards. Some well-developed approaches have also been used for assessing the severity of the security risks in

F IGURE 2 Risk identification techniques

F IGURE 3 Risk assessment techniques
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CPS such as the Security Quality Requirements Engineering (SQUARE), Operationally Critical Threat, Asset, and Vulnerability Evaluation

(OCTAVE),15 and Expression of Needs and Identification of Security Objectives (EBIOS).88

In terms of security and safety risk assessment of CPS, we observe that many of the standard-based techniques used the International

Organization for Standardization (ISO) standard as a basis for calculating risk values. However, we also observe that some techniques employed a

standard, that is, European Norms (EN) and International Electrotechnical Commission (IEC) that was specifically developed for the peculiarities of

application domains, that is, railway (EN50128–IEC 61508),5 avionics (DO-178B/C),89 and medical equipment development (ISO 14971).90

4.4 | What approaches/methods/models/techniques have been proposed to conduct risk mitigation of the
security requirements in IoT/CPS?

Our findings revealed that almost 21% of our selected papers were based on risk mitigation. Figure 4 shows the techniques extracted from the

papers. The most frequently proposed approach is based on what is called a “mitigation measures”: this is a set of guidelines specific to mitigating

a particular risk, for example, use of secure communication channel,91 integrity checks on data transactions,91 limited access control,31 filtering

and monitoring countermeasures,92 reconfiguration, use of coordinated and uncoordinated protocols,31 and physical and environmental

security.25 We also note that these mitigation measures are derived from existing standards, observations of real-world incidents, and the

literature.

Furthermore, the second most frequently discussed approach in our set of selected papers is grounded in the use of models (10), for example,

cyber-physical cost modeling using game-theoretic approach,93 SmartOrBAC model,94 adaptive decision-making models, and the evaluation and

validation models.95 Finally, the frameworks proposed for risk mitigation are a combination of model-based risk mitigation techniques with a set

of controls or guidelines provided by the standards specific to mitigating particular security risks, for instance, the use of cryptosystem to ensure

secure data transactions between the various nodes of the system,96 the installation of firewalls,97 and use of intrusion detection and prevention

systems.98

4.5 | (G1.RQ5) what approaches/methods/models/techniques have been proposed to conduct risk
management of the security requirements in IoT/CPS?

We found 41 papers that focused on risk management techniques as shown in Figure 5. As can be seen therein, most of the work done in the risk

management domain rests on model-based techniques (31%) and standard-based techniques (4%). Examples of model-based techniques are those

F IGURE 4 Risk mitigation techniques
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using HHM, graphs, and trees. Examples of standard-based techniques rest on, for example, Capability Maturity Model Integration (CMMI) and

Control Objectives for Information and Related Technologies (COBIT 5). Furthermore, trust management is also considered as a risk management

technique as trust is one of the security attributes in IoT/CPS.23 We found that around 22% of the papers representing the risk management

framework proposals consisted of a combination of various techniques in particular to each phase of the risk management process, that is, risk

identification, assessment, mitigation, and monitoring, for example, framework based on SEP99 and Criticality-Aware Access Control (CAAC) theo-

retical framework.100

4.6 | (G2.RQ1) what are the reported security requirements of IoT/CPS in the studied articles?

Our reviewed literature sources covered eight security requirements (see Figure 6, on the left) also known as security attributes that are of utmost

importance in implementing a secure CPS. These security requirements attribute consist of the following:

• Authentication (the ability of verifying the identity of a user or a process68,101,102).

• Authorization (the ability of verifying privileges of a particular user or a process81).

• Confidentiality (a property of data usually resulting from legislative measures preventing it from unauthorized disclosure68,102).

• Non-repudiation (repudiation protects against false denial of having participated in a communication or transaction81).

• Data freshness (refers to the property of a system keeping the data up-to-date30).

• Anonymity (refers to the property of a user having the permission to disclose its own identity within the network33).

• Integrity (ensures that the data is not maliciously or accidentally altered during storage or transition16).

Along with these, the researchers and practitioners have also emphasized on integrating the following dependability attributes (see Figure 6)

in CPS:

• Linkability (is concerned with the extent to which a given data set allows one to establish the identity between the two pseudonyms103).

• Liability (refers to having an accountable responsibility defined within the system in-case of any loss, misuse, theft or during any unusual

event30).

• Availability (refers to the availability of the system during the defined time16).

• Reliability (is concerned with the reliability of the operations to be performed by the system or a sub-system16).

• Self-healing (if one device fails to operate then the rest of the system should provide maximum level of security in CPS30).

• Resilience (refers to the property of the system showing resilience to any attacks in case of a component failure30).

• Trust (ensures the privacy of personal information16).

F IGURE 5 Risk management techniques
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Since trust, system reliability, and resilience against security threats in CPS are mainly based on data confidentiality, integrity, authenticity,

and system's authorized access,104 some papers have considered them along with availability, fault-tolerance, and self-healing to be a crucial fac-

tor being integrated in CPS.5 In our selected set of papers, the most frequently covered security requirements are integrity (in 184 papers), confi-

dentiality (170 papers), and authentication (165), while the most studied dependability attributes consisted of availability (177 papers), reliability

(157 papers), and trust (108 papers). However, linkability (16 papers), anonymity (20 papers), fault tolerance (26 papers), and liability (16 papers)

were the least frequently discussed (see Figure 6, on the right).

4.7 | (G3.RQ1) what risks have been identified associated with the highlighted security requirements in
IoT/CPS?

As the term of CPS covers all types of mission-critical, safety-critical, and security-critical systems, the risks identified do not cover only the software part

but are also relate to the physical impact of the system. Figure 7 presents the 22 risks identified in the final set with respect to the security requirement

attributes of CPS(s). The most frequently reported risk is cyber security (195 times), followed by privacy and confidentiality violation (56 times), abnormal

behavior (47 times), and cascading failure (46 times). However, socioeconomic affairs and backup failure are the least discussed risks in the list.

4.8 | (G3.RQ2) what is the risk impact investigated with the associated security requirement in IoT/CPS?

The statistical results obtained on the reported risks in CPS from our studies show that the most reported impact of the identified risks consisted

of (1) communication disruptions 57,105, (2) system or sub-system being compromised,106,107 and (3) leading to system's abnormal behavior108 and

thus failure as a result of a malicious attack.109–111 Another frequently reported impact is related to the physical aspect of the CPS and that is the

equipment failure leading to financial losses, for example, Lopez et al.73

4.9 | (G4.RQ1) what mechanisms of evaluation were adopted to test the proposed approach?

Out of the 312 papers studied, 178 (57.1%) papers validated their proposed approach. Figure 8 and Table A4 present the 11 validation techniques

adopted by the authors of these 178 papers to empirically evaluate the proposed risk identification, assessment, mitigation, and management tech-

niques. The figure indicates simulations, case studies, implementations, and statistical calculations among other validation techniques, which are the

most employed mechanism by researchers to evaluate their proposed methods. The case studies included either real world industrial cases (as, e.g., in

F IGURE 6 Security requirements and dependabilities in CPS
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Tsigkanos et al.64) or were proof-of-concept case studies (e.g., Aissani & Guetarni105). Simulations and experiments were based either on designed

testbeds (e.g., Patel et al.112), opensource cases (e.g. Grechanik et al.113), or real-world industrial cases (e.g.,Wang et al.114). Some papers investigated the

performance of their proposed techniques using the frequency of a load shedding or by using statistical tests such as the Wilcoxon signed-rank test.115

Other researchers employed special-purpose tools to evaluate their proposed techniques: Cyber Security Argument Graph Evaluation (CyberSAGE)

tool,87 Smart Grid Information Security (SGIS) Toolbox,116 and network application tool (NetAPT).117 Some authors used manual risk assessment118,119

and compared their results generated through computer-aided tools. For manual risk assessment, the techniques used are risk matrix, where for each

identified risk value of H (High), M (Medium), and L (Low) is assigned by the professionals during meetings or group sessions.120

4.10 | (G4.RQ2) what metrics have been used for evaluating the proposed approach?

This subsection reports on the specific metrics that the 178 papers included in this mapping study had used in their empirical evaluations.

Figure 9 and Table A5 present the validation metrics used to assess the performance of the proposed techniques. As we could see, some papers

F IGURE 7 Risks in CPS

F IGURE 8 Validation techniques
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reported the results in the form of ratios such as Potential Target Ratio,121 message validation ratio percentage,122 load loss ratio also known as

load loss factor (LFR), and benefit-cost ratio (BCR).84 The load calculations used for evaluating the performance of their proposed techniques con-

sisted of readings on load shedding,123 rate of cascading failure, LFR, load drop percentage, load curtailment (CL),124 load forecasting,125 and

active power generation.109 Markov steady-state probability,126 probability of success, incidents, attack, loss,127 line tripping, and failure79 were

also used to assess the performance of the proposed techniques in some of the papers studied. In general, statistical analysis conducted based on

these ratios, risk value calculation, and benchmarking were among the most used matrices for validating a risk identification, assessment, mitiga-

tion, or management technique.

4.11 | (G4.RQ3) what application domains(s) have been used for evaluating the developed approach?

Figure 10 presents the application domains used for evaluating the proposed work in the papers included in the final set. Therein, there

are 25 different domains used in 178 papers. It indicates that smart grid stations, IEEE 14/39/118-bus systems,128 network applications,58

and avionics-based application107 were the most used application domains during the evaluation of the proposed techniques. In the case of

smart grid stations, the main focus was to test the effect of the proposed technique in risk identification, assessment, mitigation of the

known risks on communication, and load distribution systems (e.g.,Habash et al.70). The utility applications used as subject applications con-

sisted of electricity billing software (e.g., Kaster & Sen67). The SCADA systems used consisted of smart grid stations, avionics, and other

safety-critical systems (e.g., Banerje et al.100).

We also aggregated these domains into the three major categories shown in Orojloo and Azgomi129:

1. Mission-Critical Software Systems,130 for example, Avionics and drones, more specifically.

2. Safety-Critical Software Systems,25,71 for example, implantable smart blood sugar control systems, pacemakers, patient monitor control sys-

tems, chemical control systems, and railway control systems.

3. Security Critical Software Systems,25 for example, email accounts, financial applications, office environment, and utility applications.

Using this categorization, we found that 34% of the 312 papers went to the mission-critical system category, 35% of the papers to the

safety-critical system category, and 31% of the papers to the security-critical software system category.

F IGURE 9 Validation matrices used during evaluation
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4.12 | (G5.RQ1) what is the annual article count?

Figure 10 reports the annual article count from 2000 to March 2020. We observe significant growth of published papers in the years 2013–2016.

More than half of the papers selected in our review are published in this period. A slight decrease in the number of article publication can be seen

in the years 2017–2019 but remains nearly constant.

4.13 | (G5.RQ2) what is the article count by venue type?

The information regarding the article count concerning the venue type is presented in Tables A1–A3. We note that there is no one specific venue

dedicated to CPS and their security requirements. In fact, the 312 papers have been published in more than 215 different venues. Among those,

IEEE Access, Transactions on Smart Grid Journal, Transactions on Power Delivery Journal, Power and Energy Society General Meeting (PES), and

International Conference on Availability, Reliability, and Security (ARES), venues with an article count of 7, 6, 6, and 4, respectively, are the most

targeted by the authors in this research area.

4.14 | (G5.RQ3) what is the citation count by venue type?

The venues along with their citation counts are shown in Tables A1–A3. Therein, we observe that 10.5% of the total number of venue types

targeted had a citation count greater than 100. On the other hand, 8.3% of the total number of venue types targeted has a citation count of

0 due to the recent publication in these venues.

4.15 | (G5.RQ4) what are the most influential articles in terms of citation count?

Table 5 lists the details of the most influential journal articles, conference papers, and workshop paper in terms of their citation count. Due to

space issues, we present only the two topmost cited papers form each category.

From the data extracted, most influential journal articles were published in 2010 and 2015. The most influential conference papers are

dated from 2013 and 2017, while the most influential workshop papers are from 2004 and 2009, whereas the articles published in the last

5 years are found to have a citation count between 100 and 350 for journal articles, 1 and 80 for conference papers, and between 1 and 10 for

workshop papers.

F IGURE 10 Annual article count
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4.16 | (G5.RQ5) what are the venues with the highest article count?

The highest numbers of journal articles were published in “Computer & Security” (9 papers), “IEEE Access” (7 papers), “IEEE Transactions on

Smart Grids” and “Future Generation Computer Systems” (6 papers each), and “Journal of Reliability Engineering and System Safety” (5 papers).

Regarding conference publications, “IEEE Power and Energy Society General Meeting (PES)” (5 papers), the “International Conference on

Availability, Reliability, and Security (ARES)” and “IEEE International Conference on Technologies for Homeland Security” contributed 4 papers

each, while the” IEEE International Smart Cities Conference”, “IEEE International Conference on System of Systems Engineering”, “International
Conference on Intelligent Information Hiding and Multimedia Signal Processing”, and “IEEE International Conference on Systems, Man, and

Cybernetics”, published 3 papers each. The pattern can be observed in the answer to the research question G5.RQ2 (Section 4.13).

4.17 | (G5.RQ6) what are the venues with the highest citation count?

The information on the citation for each venue targeted can be found in detail in G5.RQ3 and in Appendix A. There exists a varying number of

citations against each of the selected papers in our review. Some of the most cited venues in terms of journals are “Computer Networks” (2214),
“Computer Law & Security Review” (1,339), “Proceedings of the IEEE” (1,191), “Computers & Security” (1,050), “Journal of Network and

Computer Applications” (777), “ACM Computing Surveys” (668), and “IEEE Transactions on Power Delivery” (616). Some of the most influential

conferences based on their overall citation count consisted of “International Conference on Cloud Computing” (264), “International Conference
on Cyber Conflict” (189), “International IEEE Enterprise Distributed Object Computing Conference” (144), and “IEEE European Symposium on

Security and Privacy” (118).

TABLE 5 List of influential articles w.r.t. citation count

Ref Article type Venue Citation count Publication year

131 Journal Computer Law & Security Review 1,339 2010

20 Journal Computer Networks 1,327 2015

49 Conference Paper International Conference on Cyber Conflict 165 2013

132 Conference Paper IEEE European Symposium on Security and Privacy 118 2017

33 Workshop Paper Future Directions in Cyber-Physical Systems Security 450 2009

133 Workshop Paper International Infrastructure Survivability Workshop 257 2004

F IGURE 11 Application domains used for the evaluation
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4.18 | (G5.RQ7) who are the authors with the highest number of articles?

The results show that out of all 1,260 authors that published the 312 papers, only 2 authors (i.e., Nian Liu109,124,128,134 and Manimaran

Govindarasu79,93,135,136) published 4 articles, 7 authors (i.e., Tansu Alpcan,24,85,137 Aditya Ashok,79,93,136 Quanyan Zhu,24,66,138 Yingmeng

Xiang,109,124,128 Mohammad Shahidehpour,126,139,140 John Hird,91,141,142 and Lingfeng Wang109,124,128) published 3 articles, and 70 authors

published 2 articles. However, the rest of the authors are there with single entries. This suggests a broad variety of research organizations and

researchers are interested in securing CPS and yet there exists no specific well-established schools of thought on the topic.

4.19 | (G5.RQ8) what are the authors' affiliations, that is, do they belong to academia or industry?

The affiliation of each individual author of an article included in this study was confirmed based on the information provided with the published

article. The results revealed that most of the articles were authored by authors affiliated to academic institutions (72.04%), 22.1% of the authors

were from industry, and less than 1% (in fact 0.64%) of the authors showed dual affiliation. We note that 4.8% of authors did not reveal their

affiliation with any type of organization. These percentages suggest that most of the research on security requirements for CPSs happens in uni-

versities. The studies articulating collaborative research (5%) conducted by both the academia and the industry showed dual affiliation, where

some authors belonged to academia and their co-authors to industry.

4.20 | (G5.RQ9) which countries have produced most of the articles?

A detailed description of the country-specific article distribution is shown in Figure 12. The country having the highest publication rate in the

domain was found to be the United States (33.3%). The countries from which the least research were established were in Azerbaijan, Turkey,

Denmark, Malaysia, Luxembourg, Cyprus, Morocco, Colombia, Slovenia, Czech Republic, and Oman (0.32% each). Next, much research comes

from the European (52.2%) and the Asian countries (30.88%). The geographic zone with minimum articles is Africa (0.02%). The articles count

among European countries shows that United Kingdom published 33, Italy published 23, Germany published 17, Norway published 11, and

Sweden published 11 articles in the area of security of CPS. Last, the articles' count from Asia countries tells us that countries such as China (45),

India (11), Pakistan (6), South Korea (6), and Iran (6) took the lead in producing most of the articles published in the area of risk identification,

assessment, mitigation, and management for CPS.

F IGURE 12 Country wise annual article count
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4.21 | (G6.RQ1) what limitations have been reported in the set of selected papers?

We categorized the limitations reported in the studied literature as follows:

1. Most of the studies used fault trees for fault representation in the system under discussion. However, fault trees cannot be used to identify

both the static and dynamic sub-trees representing various faults within the system.37 The use of fault trees might give rise to overlook

runtime faults in the system.

2. The papers in our set of 312 shows that most of the work done in terms of the techniques proposed for risk identification, assessment, mitiga-

tion, and management is specific to smart grids. The focus of the aforementioned techniques was on safety, security, and risk management

standards specific to smart grids as in previous works.62,104,105 In one way, this is not a limitation for professionals working on smart grids;

however, it opens up avenues for researchers to explore other domains also. We think so because the proposed techniques might not be gen-

eralizable for other domains; thus, necessary tweaking in addition to groundwork is needed.

3. It is observed that nearly half of the proposed work lacked empirical validation47,69,106,143 and was based on a large number of assumptions

making it less generalizable to real world scenarios. For instance, in Dondossola et al.,144 the proposed weight-based risk assessment frame-

work was validated through an experiment done under a controlled environment where only certain attacks were implemented onto the

system. This might raise some unseen concerns and questions on applying the proposed work to the real world scenarios

4. Probability-based techniques such as the PRA can be applied at its best when the potential security incidents are already in the history data-

bases.16 Otherwise, such techniques can lead to incomplete and inefficient risk identification in CPS. This dependency on the history database

is a limitation towards new risks and security threats.

5. The proposed techniques focus on known risks, that is, risks reported in the literature. It is noticed that identification of new domain-specific

risks is not that pursued in the literature that often leads to inefficient risk assessment, mitigation, and management of security in critical

systems.

The limitations stated above open up avenues for the researchers and practitioners to fill in the gaps and improve the risk management pro-

cess of CPS.

4.22 | (G6.RQ2) what lessons learned have been reported?

The following are the reported lessons learned in our 312 studied literature sources. For clarity, we would like to note that some of these lessons

were discussed explicitly as a lesson learned after evaluation or experimentation, while others were derived from the preliminaries conducted

within the published studies and the authors of the respective papers used them as a basis to propose their work in various risk management

processes.

1. There exists a need to focus on developing techniques for risk identification and mitigation.145

2. Cyber attacks usually occur through password reset and firewall model dealing with intrusion clearance.79

3. Unlike IT systems, CPS(s) have more attack and fault points that make the systems vulnerable to malicious attacks.30 This calls for a rigorous

security risk management process for CPS. The merger of cloud technology for big data storage and efficient service provision over the inter-

net has made software systems security-critical requiring more rigorous risk management processes.29 Another reason to introduce a more rig-

orous risk management technique for CPS is having to deal with realtime requirements such as real time availability.33

4. One way to reduce the probability of system failure is to use a combination of various risk identification, assessment, mitigation, and manage-

ment techniques during the different phases of the software development life cycle.146 This helps to overcome the shortcomings of a certain

method. For instance, the use of fault trees alone might not be that useful for dynamic risk identification. Furthermore, the physical behavior

of the system should also be considered for a holistic risk assessment of a CPS system.140 In case of failures, the protection of business assets

and cost minimization are the main goals of a risk management process.58 In terms of specific domains, that is, smart grids, it is learned that

the development of a secure smart grid requires the implementation of risk management processes in both the communication networks and

in the power infrastructures.31

4.23 | (G6.RQ3) what are the trends in the area?

Figure 13 and Table A6 maps the security and dependability attributes against the four risk processes (risk identification, assessment, mitigation,

and management). The figure shows that each of the risk management phases had a varying focus on the security requirements; that is, most of

ZAHID ET AL. 19 of 47
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the risk identification techniques proposed were for authentication, integrity, availability, and reliability, whereas, in risks assessment, most of the

proposed techniques were focused on assessing the severity of risks related to authentication, integrity, non-repudiation, liability, availability, and

trust. The techniques proposed for risk mitigation were focused on reducing the risks for authentication, confidentiality, integrity, availability, reli-

ability, and trust, while the techniques proposed for risk management focused on authentication, integrity, liability, non-repudiation, and availabil-

ity. The conclusion that can be drawn from Figure 13 is that the most research attention was paid to authentication, integrity, availability, and

trust which can also be seen in the answer to research question G2.RQ1.

4.24 | (G6.RQ4) what future research directions are being suggested?

The findings of this mapping indicate the following research directions suggested for future research:

1. Security risk identification, assessment, mitigation, or a holistic security risk management technique should be developed. Some of the security

concerns that lack attention are self-healing, anonymity, linkability, and data-freshness (also shown in Figure 13).

2. No replication study has been conducted on the techniques proposed and validated in regarding all the phases of risk management. Therefore,

replication studies could and should be conducted on the most investigated security requirements types (e.g., integrity) so that the proposed

techniques are validated in all the phases of risk management.

3. CPSs other than smart grids should be studied with respect to rising security vulnerabilities to provide domain-specific threats and security

solutions. For this, studies conducted on smart grid systems may be replicated on other systems to find the differences.

5 | DISCUSSION

Our mapping study highlighted a very important aspect of the publications growth in recent years. Although a slight decrease is seen in the num-

ber of publications in the area during the years 2016–2019, the number of publications so far remains relatively stable of around 30+ papers

annually. Our review shows that the annual article count in this domain increased exponentially over the years and thus hints towards the rapid

growth in the research efforts in the area. As far as the influence of an article is concerned, some articles have relatively lower citation count

either due to being published recently or due to the selected venue for publishing the article being recently introduced.

In our set of selected papers, we found that the majority were published in conferences and these conferences were related to Electrical Engi-

neering. This could possibly suggests a linkage between the electrical engineering filed and the files of cybersecurity systems. Although none of

the publications included in our mapping study was explicitly dedicated to this linkage between the two areas, we think that the linkage is logical

for the following reasons: (1) industry survey analysts (i.e., CrowsStrike) indicate that 73% of engineering firms reported a security attack related

to firms' supply chains, in 2018,147 and (2) practitioners' voices have been raised that securing electronic devices from malicious attacks is in fact

F IGURE 13 Security and dependability attributes covered during various phases of risk management in CPS
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becoming the responsibility of electrical engineers as they are designing all those pieces of electrical equipment utilized in industrial, business, and

household applications.148 Another important finding in our review is the distribution of the author's affiliations. We found that the USA, UK,

Italy, and China were those countries publishing the highest number of articles in this domain, with the USA at the top of the list with 104 articles.

This finding means that our knowledge of the risk in CPS is skewed, as the empirical evidence produced by the authors relates to contexts, organi-

zational settings, and cultures specific to these regions. It might well be that empirical research on security risks in CPS might bring different

results if the contexts of study are those in India or North Europe. We, therefore, call for more research in the area to achieve generalizable results

across contexts. We also notice that several articles in our set were in fact authored by researchers of several countries working together. The

majority of these papers are written in partnerships between authors of the US and China. Furthermore, an increase in the number of publications

targeting the risks in CPS is observed in developing countries of Asia (i.e., India, Pakistan, and Iran), Eastern Europe (Romania, Poland, and

Ukraine), and Africa (i.e., Tunisia). Based on our findings, it can be inferred that many countries in Eastern Europe (Romania, Poland, and Ukraine)

and Asia (e.g., India and Iran) are still adopting industrial IoT and maturing their understanding of CPS. However, it is alarming to see not fewer

publications some of the well developed countries such as Russia, Australia, Canada, and countries of South America (i.e., Brazil). For Russia and

South American countries, we assume that local conferences are publishing scientific output in local languages and thus we could not extract

those papers. But for Canada, the language is again not an issue. Since the area is emerging, so most of the authors published in conferences. This

shows the promising side of research that novel ideas are proposed by the majority of authors in conferences. On the other hand, it also summons

for more empirical evaluation of proposed ideas in multiple domains. It surprised us that journal papers had a higher citation count as compared

with international conferences and workshops.

Next, our study revealed that it is hard to pinpoint to a research school or schools generating visibly sizeable publication output on security

requirements for CPSs. We found a huge amount of researchers being authors of only one paper; out of 1,260 authors, only 70 authors had more

than a single article published in the area. We think that our observation might be traceable to the fact that the authors of papers are active in the

technical sub-areas of computer science, and not in the field of Requirement Engineering (RE). In turn, their research focus might go much beyond

the immediate subject of security requirements and center on any of the other important aspects of CPS development and operation. As a matter

of fact, we found only one paper149 published at RE events (SREIS and RE). We think that the finding that many researchers outside the area of

RE are writing articles on security requirements methods is a positive development, as it indicates that other communities explicitly acknowledge

the role of requirements and their implementation in the development of secure CPSs.

In general, most of the techniques proposed or studied in the literature are proactive risk management techniques rather than reactive risk

management techniques. In some cases, the techniques, approaches and frameworks proposed for risk management used both proactive and

reactive risk management technique to better monitoring and controlling the risks in CPS. Most of the risk identification, assessment, mitigation,

and management techniques proposed focused on the risks associated with the security requirements for smart grid stations. This shows that

smart grids remained the most discussed application domain and it also calls for attention that other application domains lack research. The reason

for this heightened interest in smart grids might be the availability of datasets and previous work on the topic. The case studies selected for

evaluation purposes were dependent on the domain focused on the IEEE busses used for evaluation purposes consisted of IEEE 14-, 9-, 68-, 39-,

118-, and 3-bus systems.

Regarding the security attributes identified during this mapping study, we observe a similarity between security requirements deemed impor-

tant for both the CPS and the better-researched (or “traditional”) IT (e.g., in healthcare information systems,121 in cloud computing

applications,122 or in process-aware information systems123). However, we observe a difference is in the application priority of those attributes.

For instance, traditional IT systems initially require ensuring confidentiality, integrity, and then the availability of the system, whereas the priorities

of these attributes in CPS do vary (e.g., data freshness and availability are the primary concern). However, CPS(s) require implementation of avail-

ability, integrity, and then finally confidentiality.78 Most of the literature covered in our study assigned the highest priority to the implementation

of authentication, confidentiality, non-reliability, integrity, availability, and trust-related requirements in the development of a secure and reliable

CPS. However, in the years 2017–2020, a gradual increase can be seen in the papers focusing on system resilience, data freshness, and non-repu-

diation. This opens up avenues for the researchers to explore the rest of the security requirements for variable domains. Below, we discuss some

of these avenues.

First, most CPSs include sensitive data and applications that process these data (e.g., pacemakers). Therefore, the techniques proposed risk

identification, assessment, mitigation, and management for traditional IT applications (e.g., mobile application) might not be directly applicable to

CPS(s) (e.g., pacemakers or drones). Therefore, the assumption that one solution would fit all areas is unrealistic. We need to consider specific risk

identification techniques to see which new risks are there for a particular CPS. Similarly, we require a dedicated risk assessment, mitigation, and

management solutions for particular CPS applications. It is worth mentioning here that the most investigated type of CPSs in literature so far is

smart grid systems, and unfortunately, the risk processes developed for that type of system are not largely generalizable.

Second, this mapping study's results show that risk assessment is the most researched topic for CPS so far. However, the risk assessment pro-

cess alone is not enough to shield CPSs from security vulnerabilities. It is also observed that most of the risk assessment techniques covered in

this review study involve the factor of biasness because the calculated risk value against the identified risk factor is assigned by an individual. It

could be calculated based on expert opinion collected from domain experts or by consulting risk taxonomy and literature. This opens up a debate
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for practitioners and researchers on the authenticity of the existing assessment methods and on how to design the new methods to overcome

this loophole.

Third, we compared the most researched types of security requirements of CPS and those of other systems. For example, in the area of cloud

computing,122 it is reported that access control, integrity, and auditability are the most-studies quality attributes. Our results agree with this

review's findings regarding the popularity of integrity as a research topic among scholars. However, in contrast to these authors,122 we found that

reliability and availability were among the top 3 most investigated security requirements among CPS researchers. We think that this observation

could be traceable to the priorities that these types of security requirements take as already indicated earlier in our discussion. To know this for

sure, more empirical research on security requirements prioritization is needed in real-world contexts.

Our mapping study suggests that model-based techniques have been the most used techniques for the defined risk processes in CPSs. We

think this is not surprising given the fact that the CPSs are a domain for which numerous formal methods and models have been developed and

employed in the past decades. CPSs are mission-critical systems and benefit from the application of models and model-proving technologies.

Furthermore, we note that the severity value of risk is dependent on the quality of the implementation of the security requirements. Plus, we

acknowledge the fact that most of these risks are dependent on the nature of the system. Lack of attention to any of the system's security

requirements leaves an open access point for the attacks; for example, cyber security risks are open doors for hackers to exploit vulnerabilities of

the system. A recorded example of the impact of these risks is that unauthorized access and control of the power grid station's functionality led

to a cascading failure which eventually led to a blackout in most of the areas covered by the power plant.34 Any malicious code or a false data

injection into the system may lead to the execution of incorrect operation or abnormal behavior of the system. In the worst case scenario, the lack

of assessment and mitigation of such a risk can lead to catastrophe or casualties.

Regarding the level of evaluation of the proposed methods and techniques, we observed that around 41% of papers did not even discuss

validity issues. The rest lack well-defined evaluation mechanisms for the proposed work. This indicates incompleteness in our knowledge of the

applicability of the published proposals to practical contexts. We found that among those papers that evaluated their proposed approaches, most

used simulation for evaluation purposes. The reason for this, we think, is the nature of CPS that involves hardware and software both and that

simulation replicates the real scenario while being in a controlled environment. We also found that testbeds used on the other hand allowed rigor-

ous testing of the proposed technique and were used where no particular case in an application domain was available.

6 | THREATS TO VALIDITY

The validity assessment conducted throughout this mapping study can be divided into the following categories based on the various phases of

mapping study14; see Table 6. Essentially, it indicates the strategies that we employed in order to counter the validity threats specific for each

phase.

7 | RECOMMENDATIONS FOR A RESEARCH AGENDA

This mapping study consolidated the current state of knowledge on security risks for CPS as per scientific publications in the period of 2000–

2020. Our findings allow us to derive some themes that we think are worthwhile to consider for inclusion in an agenda for future research. These

are as follows.

1. Theory-building. We reviewed 312 papers, and we found an increase in the research community's scientific output in the resent years. This lets

us think that the field might well be now ready to move towards more systematic theory building.150 As research methodologists argue,151,152

theory-building would pave the way to improve the consistency in the use of the security and dependability attributes when proposing

approaches to managing security risk in CPSs and when comparing new proposals to already published approaches.

2. Empirical research towards improving generalizability. Our findings indicated that less than 60% of our included papers provided an evaluation

and validation process of newly proposed approaches (Section 4.9). This suggests that we know relatively little about the contexts to which

the proposed security risk methods are suitable. More research is therefore needed to understand those contexts to which certain methods

are idea or at least more useful than others. As already mentioned in the Section 5, we think that not all proposed methods would work equally

well in all contexts and that based on context certain method might be more usable than others. Section 4.9 also indicates that case study

research has been employed by security risk researchers. While this means the application of a proposed method is more realistic, it also

means that replications are needed to understand the contextual settings that help or hurt a method's use. Only then, we could have generaliz-

able knowledge on which method to use in which context.

3. Exploring theories from other fields for use in security risk approaches in CPSs. Our findings in Figures 2, 3 and 5 indicate cases in which risk miti-

gation approaches for CPS were developed while leveraging theories and theoretical concepts from other fields (e.g., game theory and
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operation research). Applying theories from other disciplines in the field of RE has been a well-recognized research trend (see, e.g., the D4RE

workshop as part of the annual RE conference, http://d4re.iese.fraunhofer.de/). We therefore think that security risk researchers should

expand upon the existing method proposals conceived as a result of collaborations across disciplines. More exploration into using theories

from other disciplines would enrich the spectrum of proposed security risk methods and creating a body of knowledge of the synergies

between other fields and security requirements engineering for CPSs.

4. Research on data-freshness, self-healing, resilience, likability, and anonymity. Our finding on the security and dependability attributes covered in

the process of managing risk in CPS (Figure 13) indicate that some attributes are well researched while others are under-researched—in partic-

ular data-freshness, self-healing, resilience, likability, and anonymity. These attributes form classes of non-functional requirements for which

more research is needed in the context of CPS.

TABLE 6 Validity threats countered

Type of validity

Phases of

study Sub-categories Strategies

Construction,

Internal

Planning

Phase

Setting of systematic

mapping

A protocol was established and followed while conducting this study. The protocol

consisted of defining the venues, digital libraries, search strings, time-span, standard

language, search application criteria, search items, inclusion and exclusion criteria,

eliminating the possible threats to repeatability and replicability of the study.

Construction,

Internal

Search items All results and decisions are checked and rechecked for inconsistencies. Additional

terms i.e. synonyms to the original key words were used to identify related studies

from the digital libraries targeted.

Construction,

Internal

Standard languages

and terminologies

External evaluation is used to eliminate the threat related to the lack of standard

languages and terminologies in this study

Construction,

Internal

Search method A combination of both automatic and manual search methods is used to identify

possible set of related studies. Parsing through the full text of the articles left us with

only the most relevant set of related studies to be used in this mapping study

Construction Venues and

databases

Queries were executed on multiple databases providing access to the targeted search

items to collect the required set of studies to be included in this mapping study

Construction Exclusion and

inclusion criteria

A search strategy was established defining the search items to be used in this study.

Upon collecting the initial set of related studies, full-text of each article was parsed

to obtain only the most relevant articles

Construction Research questions Discussion meeting was conducted with the team members and experts of this

research domain

Interval Article count Multiple electronic databases were accessed to obtain the relevant articles in the

domain studied. Snowballing was conducted to avoid missing any relevant articles

Construction,

External

Restricted time span A protocol was formed and followed to identify and extract data from the relevant

papers

Internal,

Conclusion

Conducting

Phase

Study selection The inclusion and exclusion criteria used for study selection allow us to extract only the

most relevant papers eliminating any redundancy or inclusion of incomplete data or

data that has not been reviewed

Construction,

Internal,

Conclusion

Identification of

related studies

A protocol was formed and followed to identify and extract data from the relevant

papers

Interval,

Conclusion

Duplication of

related studies

Any duplicated study identified was reported only once in this mapping study

Interval,

Conclusion

Classification of

related studies

Opinions from experts in this domain were incorporated to classify the studied articles

with respect to the risk management process discussed

Interval Inclusion of

publications

A standard review protocol and multi-step selection process was applied to extract

articles relevant to this mapping study

External Accessibility of

papers/databases

The authors were contacted to obtain the paper required for this study

Internal,

Conclusion

Data extraction A protocol formed during the planning phase has been used to extract the data from

the studies selected for inclusion in this mapping study

Interval Data synthesis External evaluations have been used to avoid unsatisfactory data synthesis

External Reporting

Phase

Generalizability of

related study

Guidelines59 were used to conduct this mapping studies to avoid the threats related to

the repeatability and replication of this mapping study
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5. Comparative research of newly proposed methods and model-based methods. Our mapping study found that model-based methods are the most

investigated approaches in the context of CPS. This suggests that if a newly proposed method is designed, it might be a good idea to compare

the new proposal's performance with the performance of a model-driven technique that is well-known in the community of security risk

researchers. Such benchmarking studies could possibly help understand the strong and weak points of new proposals in regard to methods

that have already been proven to work well in realistic contexts. We think the empirical work on this forms an important line of research for

the future as it would add up new knowledge to the existing body of empirical knowledge on model-based security risk methods.

8 | CONCLUSION

This systematic mapping study provides a structured understanding of the state of the art techniques, methods, and frameworks proposed in the

area of risk identification, assessment, mitigation, and management of the security requirements in IoT/CPSs. During this mapping study, we iden-

tified, classified, and analyzed literature published until March 2020. The most important findings of this review are summarized below (following

the goals G1–G6 as shown in Table 1):

1. In the selected 312 papers, we found that the sub-area of risk assessment was the one for which the most techniques were proposed (G1).

This sub-area is followed by risk identification and risk mitigation. The least number of techniques were proposed for risk management. We

also found that model-based techniques dominated the list of solutions for risk assessment (Figure 3), risk identification (Figure 2), and risk mit-

igation (Figure 4). The prominent role of models might be a sign to suggest that if security requirements engineering is to make an impact on

CPS, it should be grounded on the model-based paradigm.

2. In the selected 312 papers, a total of 8 security requirements and 7 dependability related requirements were treated (G2). However, the most

frequently researched security requirements are integrity, authentication, confidentiality, and the most frequently researched dependability

attributes are availability, reliability, and trust. We conclude that more research is needed regarding anonymity, non-repudiation, and data

freshness, in terms of security requirements and linkability, liability, and fault tolerance, in terms of dependability attributes liked to these secu-

rity attributes.

3. Regarding the risks addressed in our 312 studies, we found the most common risk was cyber security (G3). This is unsurprising given the

mission-critical nature of CPS.

4. In terms of empirical evaluation, we found that simulation techniques (Figure 8) are the most preferred evaluation method. These techniques

most often employ probabilistic reasoning as their foundation (Figure 9). Regarding application domains (G4), the most studied domain is smart

grids. The second most studied type of CPSs is in the domain of chemical control. We found in total 25 application areas; however, many of

those have been addressed in a few papers only. Due to recent efforts in industrial automation, a gradual increase in the number of publica-

tions is found to have presented their studies in robotics.

5. Regarding the demographics of our 312 included studies (G5), we found that it is hard to pinpoint few well-known venues publishing most of

the scientific output. Instead, we found a huge number of authors, research schools, and publication destinations that served as the outlet of

the studies. In terms of citations, however, the Journal of Computer Networks seems to be the venue with the highest cited venue.

6. Regarding the limitations of the proposed techniques and the collective lessons learned from the community of authors of the studied

312 papers (G6), our most important conclusions are these two: first, our current knowledge of risk and security requirements mostly comes

from the application domain of smart grids, which poses generalizability questions regarding the applicability of this knowledge in other area. It

might well be the case that the proposed techniques for smart grid systems might need some modifications or extensions to make them work

for other types of CPSs; second, our systematic mapping study supports the understanding that risk is security requirements for CPSs should

best be approached by applying not one technique, but multiple techniques, so that the risks are reasoned about by taking various perspec-

tives and also making different assumptions. Only then, it would be possible to develop a complete understanding of the requirements and the

involved risks while developing a particular CPS.

Our work has some implications for research and practice. From research perspective, our mapping study indicates that scholars in risk and

security requirements of CPS brought interesting theoretical results, but the research output seems far from responding to specific practical chal-

lenges of the application domains in which specific CPS are part of. The lack of empirical evaluation efforts concerning nearly 43% of the pro-

posals signals that our knowledge of the suitability of the respective proposals to context is skewed. To achieve more realism in the proposed

frameworks and approaches, more case study research in real-world organizations and industrial contexts would be instrumental. Furthermore,

scholars should expand their research to cover those under-researched aspects indicated in the previous paragraphs.

From practical standpoint, our review allows practitioners in CPS delivery projects to clearly see those types of risk identification, assessment,

mitigation, and management techniques that could possibly be considered as candidates for adoption, dependent on the type of CPS to be devel-

oped. For instance, the safety-critical systems such as the avionics system, autonomous vehicles, or pace makers according to the standards can
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use either fault trees or event trees for risk assessment due to their proven accuracy for such systems. However, other types of systems can use

any of those techniques based on the resources available; for example, small-scale projects can use model-based techniques since they are easier

to use, are quicker, and in some cases are also accurate. Second, regarding the mitigation measures, although in most cases the practitioners do

implement encryption schemes, they should also consider incorporating coding standards making their developed software systems more secure.

As far as the large organizations and other critical infrastructure are concerned, the best way to ensure confidentiality and authenticity of their

data while maintaining client's trust in them is to implement a set of controls outside the software system's environment as well, that is, limited

access to confidential data, implementation of protocol for data-transmission among employees, and other physical security measures.

9 | OUR FUTURE WORK

According to our study, one of the main reasons for a possible cyber-attack risk in CPS is the presence of software bugs or loop holes in the soft-

ware system allowing unauthorized access to the system for exploitation. This can be a result of either the mismanagement at software architec-

tural level in CPS or the existence of bad code smells in the implemented code of CPS. The mismanagement of software architectural

components of CPS is mainly due to integration of third party software component's code to the original CPS code or due to software project

forking, without having to record these changes at the architectural level of the original CPS. These kinds of changes to the implemented CPS can

also result in bad code smells deteriorating its performance and even making the system vulnerable. Based on this, our next goal will be to explore

the impact software forking, presence of code smells, and software architecture erosion can have on the reliability, security, and safety of CPS.
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APPENDIX A: TABULAR RESULTS

This section of the document represents the tabular results obtained from the systematic mapping conducted.

TABLE A1 Journals included

Journal title
Article
count

Citation
count Journal title

Article
count

Citation
count

1. IEEE Transactions on Smart Grid 6 359 2. In Renewable Energy Integration 1 2

3. IEEE Transactions on Power Delivery 4 616 4. Computer 1 14

5. International Journal of Critical

Infrastructure Protection

2 95 6. Cyber Physical Systems Approach to Smart

Electric Power Grid

2 15

7. IEEE Transactions on Dependable and

Secure Computing

2 108 8. Secure Cloud Computing 1 3

9. IEEE Systems Journal 2 79 10. Electric Power System Research 1 57

11. IEEE Transactions on Systems, Man

and Cybernetics

2 74 12. IET Cyber-Physical Systems: Theory &

Applications

3 32

13. IEEE Internet of Things Journal 2 396 14. IEEE Access 7 23

15. Journal of Hardware and Systems

Security

1 10 16. IEEE Cloud Computing 1 116

17. Journal of Network and Computer

Applications

1 777 18. Service Oriented in Holonic and Multi-agent

Manufacturing

1 2

19. ISA Transactions 1 286 20. Recent Advances in Computational Intelligence

in Defense and Security

1 2

21. Journal of Advanced Research 1 86 22. ACM Computing Surveys (CSUR) 1 668

23. International Journal of Production

Economics

1 34 24. IEEE Network 1 91

25. IEEE Communications Magazine 1 36 26. Applied Computing and Informatics 1 26

27. Journal of Communication and

Information Networks

1 4 28. Computer Law & Security Review 1 1,339

29. IEEE Transactions on Industrial

Informatics

2 311 30. Health 4.0: How Virtualization and Big Data are

Revolutionizing Healthcare

1 18

31. Risk Analysis An International Journal 1 254 32. Secure Smart Embedded Devices, Platforms and

Applications

1 9

33. Journal of Systems & Software 1 182 34. Energy Conversion and Management 1 9

35. Journal of Homeland Security and

Emergency Management

1 56 36. Procedia Manufacturing 1 38

37. IEEE Transactions on Information

Forensics and Security

1 48 38. IFAC Proceedings Volumes 1 17

39. Journal of Automatica Sinica 1 15 40. ACM Transactions on Cyber-Physical Systems 2 5

41. Journal of China Universities of Posts

and Telecommunications

1 29 42. Neural Computing and Applications 1 11

43. Journal of Information Security and

Applications

1 94 44. IEEE Transactions on Device and Material

Reliability

1 5

45. Environment Systems and Decisions 1 81 46. International Journal of Electrical Power and

Energy Systems

1 117

47. European Journal of Control 1 267 48. CIRP Annals - Manufacturing Technology 2 48

49. IEEE Power Engineering Society

Winter Meeting

1 9 50. Journal of Software Evolution and Processes 2 0

51. IEEE Transactions on Power Systems 1 72 52. Arabian Journal for Science and Engineering 0 10

53. CSI Transactions on ICT 1 13 54. Automatic Control and Computer Science 1 27

55. Proceedings of the IEEE 4 1,191 56. International Journal of Distributed Sensor

Networks

1 15

57. Computers & Security 9 1,050 58. Journal of Information Processing Systems 2 12
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TABLE A1 (Continued)

Journal title

Article

count

Citation

count Journal title

Article

count

Citation

count

59. Renewable and Sustainable Energy

Reviews

2 222 60. Technologies 1 18

61. Journal of Supercomputing 1 5 62. Journal of Applied Sciences 2 33

63. IEEE Embedded Systems Letters 2 41 64. Sensors 1 16

65. Annual Reviews in Control 1 32 66. IEEE Transactions on Industrial Electronics 1 36

67. Reliability Engineering and System

Safety

5 597 68. Cyber Security for Cyber Physical Systems 1 1

69. Computer Networks 4 2,214 70. Sustainability 1 3

71. Annals of Nuclear Energy 1 0 72. Journal of Sensor and Actuator Networks 1 5

73. Microprocessors and Microsystems 1 0 74. Safety Science 1 91

75. Computer Standards & Interfaces 2 253 76. Business and Information Systems Engineering 1 0

77. Future Generation Computer Systems 6 371 78. Robotics and Computer Integrated

Manufacturing

1 34

79. Computer Communications 1 163 80. Computers in Industry 2 124

81. Control Theory and Technology 1 46

TABLE A2 Conferences included

Conference title
Article
count

Citation
count Conference title

Article
count

Citation
count

1. International Conference on Availability,

Reliability and Security

4 21 2. IEEE International conference on Power

System Technology

1 5

3. IEEE International Smart Cities Conference 3 28 4. International Conference on Software,

Knowledge, Information Management and

Applications

1 4

5. IEEE PES Conference on Innovative Smart Grid

Technologies

5 70 6. IEEE International Conference on Industrial

Engineering and Engineering Management

1 11

7. IEEE International Conference on System of

Systems Engineering

3 29 8. International Conference on Reliability

Engineering

1 17

9. International Conference on Intelligent

Information Hiding and Multimedia Signal

Processing

3 109 10. International Conference on Body Area

Networks

1 116

11. IEEE International Conference on Internet of

Things

2 33 12. International Conference on Platform

Technology and Service

1 44

13. International Conference on Cyber Conflict 2 189 14. IEEE International Conference on Secure

Software Integration and Reliability

Improvement Companion

1 25

15. IEEE International Conference on Technologies

for Homeland Security

4 113 16. International Conference on

Communication and Networks

1 13

17. IEEE International Conference on Electric Utility

Deregulation, Restructuring and Power

Technologies

1 5 18. IEEE International Carnahan Conference on

Security Technology

1 58

19. International Conference on Architecture of

Computing Systems

1 11 20. IEEE/ACS International Conference of

Computer Systems and Applications

1 18

21. IEEE International Conference on Systems, Man,

and Cybernetics

3 78 22. International Energy and Sustainability

Conference

1 0

23. International Conference on Information Fusion 1 7 24. ACM SIGITE Conference on Information

Technology Education

1 6

(Continues)
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TABLE A2 (Continued)

Conference title

Article

count

Citation

count Conference title

Article

count

Citation

count

25. IEEE International Conference on Intelligent

Computing and Information System

1 5 26. International Conference on Electricity

Distribution

1 7

27. International Conference on Probabilistic

Methods Applied to Power Systems

1 0 28. Integrated Communications, Navigation,

and Surveillance Conference

1 3

29. IEEE PES PowerTech Conference 1 10 30. IEEE International Conference on Cloud

Computing

1 264

31. IEEE Electrical Power and Energy Conference 1 29 32. International conference on Wireless

Communications & Mobile Computing

1 10

33. IEEE International Conference on

Communications, Control, and Computing

Technologies for Smart Grids

1 2 34. Allerton Conference on Communication,

Control, and Computing

1 19

35.International Conference on Innovative Mobile

and Internet Services in Ubiquitous Computing

1 5 36. International Conference on Network-

Based Information Systems

1 4

37. International Conference on Control Systems

and Computer Science

1 4 38. IEEE International Symposium on Industrial

Electronics

2 11

39. International Conference on the Developments

on eSystems Engineering

1 10 40. Smart City Symposium Pargue 1 4

41. IEEE International Conference on Cybernetics 1 8 42.International Symposium on High Assurance

Systems Engineering

1 0

43. International Conference on Information,

Intelligence, Systems and Applications

1 4 44. International Symposium on Real-Time and

Embedded Systems and Technologies

1 6

45. International Conference on Natural

Computation, Fuzzy Systems and Knowledge

Discovery

1 1 46. IEEE Symposium on Computational

Intelligence in Cyber Security

1 4

47. International Conference on Modeling and

Simulation

1 8 48. IEEE Systems and Information Engineering

Design

1 33

49. Asset Management Conference 1 4 50. Symposium on Requirements Engineering

for Information Security

1 18

51. IEEE International Conference on Cyber

Physical and Social Computing

2 33 52. European Conference on Research in

Computer Security

1 57

53. IEEE International Conference on Green

Computing and Communications

2 33 54. International Symposium on Resilient

Control Systems

1 67

55. International Conference on Information

Systems Security and Privacy

1 4 56. IEEE European Symposium on Security and

Privacy

1 118

57. IEEE/ACIS International Conference on

Software Engineering, Artificial Intelligence,

Networking and Parallel/Distributed Computing

1 19 58. IEEE Pacific Rim International Symposium

on Dependable Computing

2 27

59. IEEE International Conference on

Computational Systems and Information

Technology for Sustainable Solution

1 4 60. IEEE Symposium on Product Compliance

Engineering

1 4

61. International Conference for Internet

Technology and Secured Transactions

1 7 62. IEEE International Symposium on

Computational Intelligence and Informatics

1 29

63. International Conference on Computational

Science and its Applications

1 60 64. International Symposium on Smart Electric

Distribution Systems and Technologies

1 11

65. IEEE Rural Electric Power Conference 2 7 66. Annual North American Power Symposium 1 25

67. International Conference on Research

Challenges in Information Science

1 2 68. IEEE Power and Energy Society General

Meeting Conference

5 79

69. International Conference on Electronical

Engineering and Informatics

1 7 70. Embedded, Cyber-Physical, and IoT

Systems

1 0

71. National Power Systems Conference 1 30 72. Performance Management of Integrated

Systems and its Applications in Software

Engineering

1 0
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TABLE A2 (Continued)

Conference title

Article

count

Citation

count Conference title

Article

count

Citation

count

73. IEEE Region 10 Conference 1 7 74. International Conference on Computer

Safety, Reliability, and Security

1 1

75. IEEE/AFCEA Military Communications

Conference

1 6 76. IEEE Taxes Power and Energy Conference 1 9

77. IEEE Information Technology, Electronics and

Mobile Communication Conference

1 3 78. International Conference on Artificial

Intelligence

1 2

79. International Conference on Engineering of

Complex Computer Systems

1 14 80. International Conference on Frontiers of

Information Technology

1 0

81. Federated Conference on Computer Science

and Information Systems

1 8 82. IEEE International Conference on Software

Quality, Reliability, and Security

1 0

83. IEEE Conference on Technologies for

Sustainability

1 5 84. IEEE Conference on Decision and Control 2 29

85. IEEE PES Innovative Smart Grid Technologies

Conference Europe

1 1 86. ACM International Conference on Security

of Information and Networks

1 3

87. IEEE/IFIP International Conference on

Dependable Systems and Networks

1 8 88. International Conference on Malicious and

Unwanted Software

1 1

89. IEEE International Conference on Environment

and Electrical Engineering

1 1 90. IEEE International Conference on Data

Science in Cyberspace

1 4

91. IEEE International Conference on Connected

Vehicles and Expo

1 0 92. ACM Asia Conference on Computer and

Communications Security

1 20

93. International Conference on Engineering of

Complex Computer Systems

2 21 94. IEEE National Aerospace Electronics

Conference

1 0

95. IEEE International Conference on Advances in

Computing, Communications and Informatics

1 11 96. IEEE International Conference on Industrial

Informatics

1 1

97. International Conference on Information

Technology Systems and Innovation

1 4 98. IEEE International Systems Conference 2 25

99. IEEE International Information Technology and

Artificial Intelligence Conference

1 10 100. International Conference on Smart Grid

and Clean Energy Technologies

1 3

101.IEEE International Multi-Disciplinary

Conference on Cognitive Methods in Situation

Awareness and Decision Support

1 3 102. Forum on Specification and Design

Languages Conference

1 0

103. IEEE Long Island Systems, Applications and

Technology Conference

1 40 104. International Conference on Hybrid

Information Technology

1 1

105. International Conference on Innovative

Computing Technology

1 15 106. IEEE Industry Applications Society Annual

Meeting

1 9

107. Conference on Systems Engineering Research 1 31 108. IEEE Grenoble Conference PowerTech 1 8

109. International Conference on Radar, Antenna,

Microwave, Electronics and

Telecommunications

1 12 110. Applied Cyber-Physical Systems 1 3

111. International IEEE Enterprise Distributed

Object Computing Conference

1 144 112. International Conference on Next

Generation Mobile Applications, Services

and Technologies,

1 17

113. International Conference on Risks and Security

of Internet and Systems

1 64 114. System Safety and Cyber-Security

Conference

1 15

115. Conference on Information Sciences and

Systems

1 13 116. Technical Innovation for Smart Systems 1 0

117. International Conference Eco-friendly

Computing and Communication Systems

1 11 118. IEEE International Conference on

Dependable, Autonomic and Secure

Computing

1 1

119. International Conference on Security of Smart

Cities, Industrial Control System and

Communications

1 25 120. IEEE International Conference on

Pervasive Intelligence and Computing

1 1

(Continues)
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TABLE A2 (Continued)

Conference title

Article

count

Citation

count Conference title

Article

count

Citation

count

121. International Conference on Critical

Infrastructures

1 11 122. IEEE International Conference on Big Data

Intelligence and Computing and Cyber

Science and Technology Congress

1 1

123. Resilience Week (RWS) IEEE 1 4 124. IEEE International Conference on Smart

Data

1 32

125. International Conference on Frontier of

Computer Science and Technology

1 18 126. International Conference on Database and

Expert Systems Applications

1 0

TABLE A3 Workshops included

Workshop title

Article

count

Citation

count Workshop title

Article

count

Citation

count

1. Future directions in cyber-physical

systems security

1 450 2. International Infrastructure Survivability Workshop 1 257

3. ACM Workshop on Cyber-Physical

Systems Security and Privacy

1 13 4. Workshop on Critical Infrastructures: Contingency

Management, Intelligent, Agent-based, Cloud Computing

and Cyber Security

1 0

5. CIRED Workshop 1 7 6. IEEE/ACM International Workshop on Software

Engineering for Smart Cyber-Physical Systems

1 5

7. Joint Workshop on Cyber- Physical

Security and Resilience in Smart Grids

1 5 8. ACM/ASIA CCS Workshop on Cyber-Physical System

Security

1 10

9. Workshop on Computing,

Networking and Communications

1 21 10. Euromicro Conference on Software Engineering and

Applications

1 0

11. IEEE Annual International

Computers, Software and

Applications Conference Workshop

1 18 12. IEEE Security & Privacy Workshops 1 9

13. IEEE International Conference on

Communications Workshops

1 2

TABLE A4 Validation techniques
reported

Validation technique Use count

Implementation 19

Simulation 49

Case study 33

Questionnaire 2

Proof of concept example 3

Use case 3

Experiment 11

Qualitative content analysis 6

Tool testing 7

Testbeds 11

Statistics 34
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APPENDIX B: A LIST OF REVIEWED STUDIES

This section of the document represents the references of the literature studied.

1. S. Lee, R. Gandhi, and G. Ahn, “Security requirements driven risk assessment for critical infrastructure information systems,” … Inf. Secur. (…,

05, pp. 2–9, 2005.

2. C. Alberts and A. Dorofee, “Introduction to the OCTAVE Approach,” …, PA, Carnegie Mellon …, no. August, pp. 1–37, 2003.

3. V. Chiprianov, L. Gallon, K. Salameh, M. Munier, and J. El Hachem, “Towards Security Software Engineering the Smart Grid as a System of

Systems,” in 10th System of Systems Engineering Conference (Se, 2015, pp. 77–82.
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