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1. Introduction

In recent years, great interest has been devoted to searching and analysing efficient numerical methods for dynamical
systems, which are able to preserve qualitative features of the exact solution (see [ 1-3] and references therein). In particular,
growing attention is being paid to splitting procedures aimed at numerically solving ordinary differential equations (ODEs)
as well as evolutionary partial differential equations (PDEs) whose vector field is separable in a number of exactly solvable
parts. Thus, the solution flow is approximated by a composition of flows related to each part which are exactly solved.
Splitting methods have been developed in order to approximate the solution of autonomous separable problems

X =fkx), x(t) =x € RY, (1)

where the forcing term f : R? — R is split into solvable parts. For simplicity in the presentation, we consider the system
is separable into only two parts, f(x) = f“41(x) + f®Bl(x). In this respect, great effort has been made in searching for the
independent order conditions and the algebraic structure of the problem [4,5] as well as in building new numerical methods,
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featured by different accuracy orders and accounting for different structures of the vector field [6-15] (see, for instance, the
reviews [16,1,2,17]). Let us assume that both the systems

X =M, xX=ffr ()
can be either solved in closed form or accurately integrated. We denote by ¢, the exact global flow of (1), i.e. x(t) = ¢;(xo),
or equivalently, ¢; = exp((t — to) (Da + Dg)), where D, and Dj are the Lie derivatives related to the vector fields f"4!(x) and
fB(x), respectively, i.e. Dy = fll(x) - V and Dy = fB(x) - V.1f /!, 0¥ represent the exact flows associated to (2), then it
is well known that different splitting methods in the form

_ Al [B] [A] [B] [A] [B] [A] [B]
Yn = Papirh © Poni1h © Paph © Poh © Pag_1h © 77 0 Poyh © Pash © Poyn (3

are constructed by choosing coefficients a;, b; € R to ensure that the numerical integrator 1, is an approximation up to
order @ (h”) with respect to the time step h, i.e. ¥, = ¢, + O(hP*1). Closely connected to the splitting technique are the
composition methods. It can be proved (see [12,1]) that any splitting scheme can be interpreted as a composition procedure.
In this respect, there exists a strong relationship between the order conditions for both approaches, whenever splitting is
considered as a special case of composition. Splitting and composition methods have been adapted to integrate different
classes of problem such as general separable autonomous systems, first-order systems arising from second-order problems,
X" = g(x), the so-called near-integrable systems, etc. Indeed, the performance of the different composition methods strongly
depends on the particular problem to be solved and, as a consequence, a previous analysis is needed in order to choose an
appropriate procedure for approximating the solution [16]. This is the case of the non-autonomous separable problem

X =00+ P 0. (4)

It is well known that the formal solution is given neither by

¢ = exp((t — to) (Da(t) + Dy(0)))

nor by

t
@r = exp (/ (Da(T) + DB(r))dt> .
to

Then, to use the splitting method (3) requires some appropriate considerations. There are two simple procedures to

circumvent this drawback. One of them corresponds to replacing the maps gogfg, (plE?,l by the maps associated to the exact

flow of the equations

X = fAx,t), telto+ch, to+ (c+a)hl, (5)
X = fBl(x,t), telto+dih,to+ (di + byhl, (6)

where ¢; = Z]';é g, di = Z:é bj, ap = 0, by = 0, and the initial conditions are given by the solution obtained from
the previous stage. This procedure can be considered as a time-average on each stage of the composition. Obviously, the
exact solution of the non-autonomous Eqgs. (5) and (6) are not always trivial due to the explicit time dependence. The formal
solution for these two equations can be obtained, for instance, using the Magnus series expansion for nonlinear differential
equations [18].

There is a simpler alternative, which we refer to as the “frozen” technique, where the maps <pg‘ﬂ, <p,£?,1 correspond to the
(a;h)-flow and (b;h)-flow associated to the autonomous vector fields

X = fAx, to+dih), t € [to+cih, to + (¢ + aph] 7)
X = fBl(x, to + cih), t € [ty + dih, to + (d; + b)h] (8)

(notice that the coefficients c;, d; appear interchanged in the vector fields with respect to (5) and (6)).
Given a method characterized by the coefficients {a;, b;}, the averaging and frozen techniques can differ considerably both
in the accuracy reached by the methods, as well as their computational cost. We illustrate this fact in a simple example.

Example 1. Let us consider the perturbed system

k
X =W +e Zf““](x), 9)
i=1

with |¢] < 1. The composition

B,1 Bk A B,k B,1
‘//hzfﬂf[,/z]0"'°(P/[1/2]°§0}[1]°‘/71[1/2]°"'°§0l[1/2] (10)
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corresponds to a symmetric second-order method which exploits the fact of being a perturbed system, and the local error
is of order @ (¢h?). For the non-autonomous problem

k
X =M 0+e)y fPx 0, (11)
i=1

there are many different ways to freeze and average the vector fields, and then to use the second-order symmetric
composition (10). We advance to the reader that all these combinations except one show a local error @ (h*). To keep the
local error 9 (eh?) obtained for the autonomous case, we will show that one has to take the average of the vector field
f(x, t) and to keep all remaining ones frozen. O

There are also some problems where the time dependence can appear in different parts of the vector fields and/or on
different time scales, e.g.

X =Y et ... eb) + %, et, ..., emt), (12)

and each time dependence can be treated separately using either the averaging or the frozen technique. Let us illustrate this
case also in a simple example.

Example 2. Let us now consider the system

X = cos(t/e)f M (x, t) + fBl(x, 1), (13)

with |¢| < 1, corresponding to a highly oscillatory system. Standard splitting methods which freeze both parts present a
local error depending on the time derivative of the highly oscillatory function, cos(t/e). To reduce this error contribution,
we can integrate exactly the autonomous equation X' = cos(t/)f(x, t), but this can be quite involved in practice. We
will show that similar performance can be obtained with a proper combination of the average considered in (5)-(6) and the
frozen technique (7)-(8), i.e.

x = cos(t/e)f A (x, to + d;h), t € [to + ch, to + (¢i + a;)h] (14)
X = fB(x, to + cih), t € [to+ dih, to + (di + b)h], (15)

where the first equation requires the integral (or average) of the oscillatory function, and the remaining time-dependent
functions on the vector fields are kept frozen. O

This provides a great flexibility to adapt the splitting methods to separable non-autonomous problems in an efficient
way.

The frozen and averaging techniques transform the original non-autonomous problem into an autonomous problem,
but in an extended phase space. Then, to apply splitting methods which have been tailored for problems with particular
structures in a naive way can lead to numerical solutions with unexpected degradation in their performance and even
in accuracy order (with respect to the same methods applied to the corresponding autonomous problem) as is proved
in [19]. This is explored in the present work in order to understand the origin of this problem and then to look for the
more appropriate combination of averaging and/or frozen techniques to reach the highest performance.

In this paper we analyse different ways to introduce these procedures which allow one, in many cases, to use in a
straightforward way splitting schemes for non-autonomous separable systems while preserving the good behaviour the
schemes show for similar autonomous problems.

The analysis for separable Hamiltonian systems is similar, due to the relationship between Lie brackets of vector fields
and the Poisson brackets of functions associated to vector fields [20]. The time can be considered as a new set of coordinates,
and we have to introduce the associated momenta properly. We found the Hamiltonian formalism easier to understand, and
for this reason, when required, we will illustrate the results using this formalism, but we must keep in mind that the results
presented in this work are valid for general separable differential equations.

2. Different splitting techniques

Given the general equation

X =fxt), x(t) =x €RY, (16)

a usual procedure which enormously simplifies the numerical analysis on the order conditions is to transform (16) into an
autonomous form by appending t to the dependent variables

X =fxt)
) (17)

The averaging and frozen techniques previously mentioned correspond to generalizations to this procedure by taking the
time as two different coordinates, as follows. The averaging technique corresponds to the following split of the vector field
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in the enlarged system:

d (X A&, tp) FENX, ta)
p (tA> = 0 + 1 ) (18)
tp 1 0

This system is now autonomous in the enlarged system, and separable into solvable parts (if we assume that both the
equations ¥’ = fU(x, t) and x' = fIBl(x, t) are solvable).
The frozen technique corresponds, however, to the split

a (% FAx, tg) P, ta)
at ta) = 1 + 0 , (19)
tp 0 1

which is also autonomous and separable in solvable parts (if we assume that both the equations ¥ = fM(x, t) and
x' = fBl(x, t) are solvable when the time is frozen).

These splittings easily generalize to the case where the vector fields present several time-dependent sources
or time scales, flA(x, ert,..., et), fIB(x, eit, ..., ent), simply by introducing new coordinates for the times,
€rt, ..., &t, eqt, ..., ent, which are then treated as in any of the previous ways.

For simplicity, and without loss of generality, we consider the vector fields containing only two different time-dependent
contributions and k = m = 2 (i.e. fl(x, e1t, ext), fBI(x, e1t, &,t)). For clarity in the presentation and to avoid confusion,
we assume that one of the time dependences in each vector field can be factorized as follows:

A% 0 =A0) g™ 6), Bl t) =B(t) g™, ) (20)

with A(t) € R>™ | B(t) € R™™ and gl : R x R — R™, glfl : R x R — R". Moreover, we suppose that the matrix
functions A(t) and B(t) are exactly integrable or, at least, the integrals can be approximated with low computational cost.
We present the cases where the time-dependent functions in gil(x, t), g (x, t) are always frozen, and only the most easy
to deal with, A(t), B(t), can be either frozen or exactly solved in the associated non-autonomous equations.

As a first step, we account for the most frequent approach which arises from formulation (19) by considering the forcing
term split into the sum of

A(tp)g™ (x, tg) B(ta)g"® (x, ta)
FA(y) = 1 . F®@y) = 0 (21)
0 1

in order to study the equivalent autonomous problem y’ = FV (y) + F®V (y) with y = (x, ta, tg)7, where y’ = F4? (y) and
y’" = F®D(y) can be solved exactly by means of their related flows (pt[A‘], go[[Bl]. The solution approximation, given by the

composition method

Y N DY B AL R s DY )
is obtained by advancing in time with step sizes a;h, b;h (i = 1, 2, ..., m + 1) and maintaining the time variable frozen in
both the forcing terms.

As an alternative to this numerical scheme, we provide different approaches in the framework of splitting procedures. In
particular, we notice that in the case when either A(t) or B(t) can be exactly integrated, other schemes can be formulated,
as follows.

First, under the assumption that B(t) is exactly integrable, we consider the forcing split

A(tp)g"™ (%, tp) B(tp)g"" (x, ta)
F%) (y) = 1 . F®@y) = 0 : (22)
0 1

which corresponds to a combination of both (18) and (19), and provides the equivalent system y’ = F#2) (y) + F®2)(y). In
this way, the alternative numerical scheme may be developed as

2) _  [A2] [B2] [A2] [B2] [A2] [B2] [A2] [B2]
h = Papih © Popirh © Paph © Poyh © Pay_1n © 7 © Poon © Payh © Poyh >

where flows <pt[A2] and (pt[Bﬂ are composed at suitable step lengths. It is worthwhile noticing that, at each step, term B(t)
evolves during the first integration related to (p,gfﬁ], ie. (p,gfﬁ] corresponds to the (b;h)-flow of y = F®)(y) or, equivalently,

to the exact solution of
X =B(0)g" (x. ty)

for a time step b;h and where t4 is frozen. As mentioned, the formal solution for this problem can be obtained by using
the Magnus series expansion for nonlinear differential equations [18], and in the following sections we present some cases
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where this problem is exactly solvable or easy to approximate numerically. For the computation of the flow <pl[1?hz], the time

variable tz is kept frozen in the forcing term F“2) (y). This argument can be inverted in the approximation process: indeed,
supposing the exact integral is available for A(t), we set

Alta)g™(x, ta) B(ta)g™® (x, ta)
F®)(y) = 1 . F®@y = 0 (23)
0 1

and we discretize the differential equation y = F“3) (y) 4+ F®3) (y). In this different approach, the numerical algorithm
consists of keeping the time variable completely frozen in the integration at the first step and accounting for time evolution
in the successive integration. The resulting scheme is obtained by the composition
(3) _ [As] [B3] [A3] [B3] [A3] [B3] [A3] [B3]
U = Pay 101 ih © Pamh © Poh © Pay 18 © " © Poyi © Payh © Poyh» (24)

where exact flows "3, ¢!*3! are involved.

In addition, we assume that both A(t) and B(t) are exactly integrable, and consider the system y’ = F4)(y) 4+ F4 (y),
where

A(ta)g"™ (x. tg) B(ts)g"” (x, ta)
FA) (y) = 1 . FPy) = 0 : (25)
0 1
This formulation leads to the alternative numerical scheme
4) _  [A4] [B4] [A4] [B4] [A4] [B4] [A4] [B4]
Vo = goami]h o ‘Pb,:ﬂh ° (pam4h o (pbm4h o ‘/’am4,1h 00 (pb;fll ° ‘/’alﬁ o ‘/’bfrﬁ .

In this procedure, the vector field related to F 84 (y) is first integrated by accounting for an explicit time dependence in term
B(t), then the second integration related to F44) (y) is performed by letting A(t) evolve in time; therefore, a full integration
is performed with respect to the time variable.

Notice that all the schemes we have just considered reduce to the classical one v, when the matrices A and B are
constants. On the other hand, the performance of a splitting method depends on the choice of the set of coefficients, a;, b;,
and the most appropriate one depends on the Lie algebra generated by the Lie operators, £; = {Dp;, Dg;},i = 1,...,4.
Unfortunately, in most cases, the Lie algebra generated by .£; does not have the simplified structure which characterizes
the autonomous problem, with the Lie algebra generated by {D,4, Dg}. For example, there are separable problems where the
vector fields satisfy the simplifying relation, [Dg, [Dg, [Dg, Da]]] = 0. This is the case of second-order problems, x” = g(x),
when written as a first-order ODE system, and such a system can be efficiently solved numerically by Nystrém methods.
Many other separable problems share the same algebraic structure (e.g. in classical and quantum mechanics) and, for
brevity, in this work we will refer to them as Nystrém problems. On the other hand, for near-integrable systems we have
IIDg|l < ||Dall. We analyse these algebraic structures and look for those cases where the algebraic structure is recovered by
the non-autonomous problem.

2.1. Near-separable systems

As an example of integration, we consider the following time-dependent system:

q¢ =M®gp.t), p=MOsgQq?),
q € R, p € RY5, which is separable with respect to q and p variables but joint by the time variable. Notice that, in contrast
with the general case (20), both equations are solvable, i.e.

t
[oomoneo L Joo=ws | M0, e
p =0 to ?
p(t) = po
and similarly for the other equation. In our presentation we have considered the case where the time in g;(p, t), g1(q, t) is
kept frozen.
The solution approximation provided by the classical composition method w,ﬁl) allows one to recover the whole

separability of the system since it maintains the time variable frozen in both the forcing terms. The resulting algorithm
is given by

Py = py, Qo = qn, T(l;l = tn, Tg:t”’

Doi=1m+1
Pi=Piy+hbMy(T! ) g1(Q1, T}y, TP =TF, +hb;,
Q=Q 1 +haM(TH &P, 1),  T'=T. +ha,

enddo

Pn+1 = Pmy1, Gn+1 = Qm+1, thy1 = Trfr\1+1 = Tfl“ =ty +h.
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Under the assumption that M,(t) is exactly integrable, the alternative numerical scheme, denoted by %52) , is obtained by
replacing P; in (26) with

?
Pi=Pit / " My(5)ds g1, T, (27)
I

On the other hand, supposing that the exact integral is available for My (t), the algorithm 1//,53 ) is obtained by replacing Q;
in (26) with
7
Q=Qt | MEds L@ T). (28)
i—1
Finally, if we assume that both M; (t) and M, (t) are exactly integrable, it is possible to build the alternative numerical scheme,
denoted by 1//,54), by replacing both P; and Q; in (26) with relationships defined in (27) and (28), respectively.

2.2. Nystrom-like problems

In the class of the near-separable problems, let us focus on what we are going to refer as a Nystrém-like problem:

g =M®p, p =glg?t). (29)

We remark that a Nystrom problem is recovered when M(t) = I and g; does not explicitly depend on time; therefore,
fAx) = Aghl(x) = (p, 0) and fB1(x) = Bg®l(x) = (0, £1(q)), where we can take for example A, B as identity matrices.
In this case, the specific structure of fl4 simplifies the analysis of accuracy for the composition method (3); indeed, as
mentioned before, [Dg, [Dg, [Dg, Da]]] = 0. Therefore, for orders p > 4, a significant reduction holds both in the error terms
and in the number of order conditions satisfied by the coefficients a;, b;. In this respect, Runge-Kutta Nystrom methods
represent highly efficient numerical integrators provided in the literature in order to discretize the problem. The following
question remains: is it possible to split system (29) appropriately such that the nested commutators still vanish?

Under the assumption that time is accounted for, the classical splitting wlgl) can be exploited in the solution
approximation: it recovers the separability of variables (g, t4) and (p, tg) in the system

q,:M(tB)pf t/; = 17

p/:gl(qv tA)s té: 1.
Unfortunately, by performing the Lie derivatives Da, and Dp, related to the enlarged vector fields F4" and F® as in
(21), it is possible to prove that [Dg,, [Dg,, [Dg,, Da,1]] does not nullify any longer. For this reason, it is expected that this
approach cannot gain in applying numerical integrators suitably built for Nystrom problems. Moreover, we notice that w,fz)

is equivalent to 1//,51), whereas 1//,54) corresponds to wf’) ; thus, the unique alternative splitting is given by %53)

related to the integration of system

qd =M{tap, =1,

P =21(q, ta).
Itis possible to verify that [Dg,, [Dg,, [Dp,, Da, |]] vanishes: this feature suggests that the above system structure is Nystrom-
like and it makes the described approach able to recover all the advantages of using Runge-Kutta Nystrom methods. We

are going to point out this issue in the framework of time-dependent Hamiltonian systems, where the use of the Poisson
brackets allows us to get the previous results in an easier way.

, Which is

3. Separable time-dependent Hamiltonian systems

The previous analysis applies to separable Hamiltonian systems with Hamiltonian function H(q, p, t) = Hi(q, p, t) +
.-+ Hi(q, p, t), where q, p € R? represent the coordinates and associated conjugate momenta, respectively. For simplicity
in the presentation we consider the case of a Hamiltonian separable into kinetic (quadratic in momenta) and potential
components, i.e.

1
H(p,q,t) = EPTM(f)P +V(g, 0).

MT = M, and the evolution depends on both maps M : R — R%?and V : RY x R — R. This class of problem, with
a time-dependent kinetic part, can be found, for example, in quantum mechanics [21-23] or in celestial mechanics [24].
According to the canonical equations

oH oH

/t:—, /f:—f,
q'(t) o p(t) 0q
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the problem represents a specific case of Nystrom-like problem (29). We extgnd the phase space by introducing the variables
Aa, Mg, conjugate with respect to t,, tp, in the enlarged Hamilton function H = H@V(p, A4, tg) + H®V(q, ta, Ag) which is
split by defining

) 1 s ®)
HYV(p, Ap, tg) = 7P M(tg)p + Aa, H™V(q, ta, Ag) =V (q, ta) — A (30)

(here (q, ta, Ag) can be seen as coordinates and (p, A4, tg) their associated momenta). In this way we obtain the canonical
equations

9H®D dH®A
q= . = =1,
3[) 8)»,4
dH®D 9H®BD
P/ = - s B = — =1,
8q JAp
which are equivalent to the first splitting procedure (21); we remark that the relationships A, = 31;([/;1) and A}, = — 3’;21)

are struck out since they have no relevance to our purposes. We evaluate the Poisson brackets, and thus we obtain
1
(HOY, A} = Vi (@, t)M(ts)p + Vi, (@, ) — Sp"M ()P,
1
(HOV (HEY, HAVY) = Vi (g, )M (E)Va(9, ta) — 2V (@, )M (t)p + p" M (t)p,

1
(HOV, (D, (HEY, HAVY) = =3V (@, )M (t5) V(4. ta) + 3V] (@ )M (t)p — Sp™M" (tw)p,

where (V4(q, ta), Vi, (q, ta)) represents the gradient of the function V. Observe that the error depends on the derivatives
of M(t). As mentioned, due to the relationship holding between Poisson and Lie brackets, this result can be extended
to the corresponding commutator of the Lie derivatives on the vector fields F4? and F®V in order to verify that
[Dg,, [Dg,, [Dg,, Da, 111 does not vanish. Again, we point out that no advantage is expected when Runge-Kutta Nystrom
integrators are applied to approximate the above problem, unless M is constant (M' = M” = M"” = 0), as previously
mentioned.

On the other hand, as an alternative, we are going to focus on the other approach related to formulation (23); then, the
treatment of the time variable as a new coordinate leads to the enlarged Hamilton function H = H®3) (p, ts, 24)+H®(q, ts),
which we split into the following parts:

1
H) (D, ta, Aa) = EpTM(tnp + i H®(q t) = V(g ta),

whose canonical equations are

, OH" o oH"» :
1= 7 T o
S 9H®3)
p = g
where 1, = — % 91 o digre i i i ical i i i i
n = A A garded since it does not take part in our numerical integration. In this case, in the

evaluation of the Poisson brackets we have
{H® H*} = V] (. t) M(ta)p + Vi, (q. t).
{(H® (H® H} = V] (q, t)M(ta)Vy(q, ta) = V(q, ta). (31)

Then, since both H®2 and {H®3), {H®3), H*3)}} are functions depending only on the coordinates, (g, t,), they commute,
ie.

{H(B3), {H(B3), {H(B3), H(A3)}}} =0.

In addition, the term (31) can be added to the flow associated to H®3) allowing one to build splitting methods with a reduced

number of flows. In (24), one can replace the flows wgﬁf] by the more general maps leC,f]C 3 which correspond to the h-flow
i il G
for the autonomous Hamiltonian
HG) — b,—H(B3) + cihZ{H(B3), {H(A3), H(Bs)}}‘ (32)

If the computational cost to compute V\?(q, t4) is not significant (once VV(q, t4) has been already computed) the schemes
obtained are usually more efficient (see [9,10,14]).
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-5
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c T
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1]
S 3 —©— SRKNY! )
11
. —3— SRKNY?
SRKN?'J e=1/20,
b.3 6=1/4
10} _+_ SRKN11
3 3.2 3.4 3.6 3.8

LOG (N. EVAL)

Fig. 1. Efficiency comparison between algorithms SRKNf;1 and SRKNfi3 at different choices for parameters ¢, §.

By exploiting the relation between Poisson and Lie brackets, it follows that the third Lie commutator [Dg,, [Dg;,
[Dg,, Da, 111, related to vector fields F43) and F®) given in (23), nullifies. Therefore, as we already remarked, in this frame-
work it should be convenient to use numerical methods suitably built for solving Nystrém problems. In order to test the effec-
tiveness of the procedures we have provided, we illustrate some numerical examples where the issues discussed so far can be
confirmed.

Example 3. Consider the well-known Duffing oscillator (see [25])
g =ep, p=—eg —q—5cos(wt)).

This scalar problem is related to the time-dependent Hamilton function

1 1 1 w
_eet 2 et = 4_ g% = 6 cos(wt) |,
f=ge e <4q 27 T deosed

which can be split according to the different rules we have just discussed.

In our tests, we start from the Runge-Kutta Nystrém SRKN{’1 scheme provided in [8]: it is a symmetric 11-stage
Runge-Kutta method with general fourth order, which gains an accuracy of the sixth order when it is applied to solve

Nystrom problems. We use its coefficients g;, b; in w,ﬁ” and wf) in order to build the corresponding numerical schemes

SRKNY;' and SRKN};, respectively.

The integration is performed in the interval [0, 10sr], with initial step h = % by defining initial conditions q(0) = 1.75
and p(0) = 0. Moreover, as is usual, the efficiency for every method considered is expressed in terms of the maximal error
versus the total number of function evaluations.

In Fig. 1, we compare the performance and the efficiency of both the schemes SRKNfi1 and SRKNi’i3 we are interested in.
In particular, two different choices for parameters € and § are considered. First, the time dependence is disregarded and we
suppose that € = § = 0; therefore, the Nystrom structure is recovered on the problem at hand and both the numerical
schemes reduce to the classical Runge-Kutta Nystrém SRKN?,. In Fig. 1 we observe that algorithms SRKN%J i and SRKNiJ 33
behave in the same way as a method with the sixth order of accuracy.

As a second choice, we set € = 1/20 and 6 = 1/4 in order to account for time dependence. In [19] the authors already
proved that the classical splitting SRKNi’il loses the extra gain in order, achieved on Nystrém structures, and it is featured
by fourth-order behaviour. These results are in agreement with the tests shown in Fig. 1. In contrast, we stress that in the
same figure it is evident how scheme SRKNf"l3 outperforms splitting SRKNf"ll since it is able to preserve the sixth order of
accuracy; indeed, this algorithm relies on the use of ad hoc Runge-Kutta coefficients for solving a problem with a suitable
structure.

The performance of the new scheme SRKfo is similar to the one obtained in [19] (for this problem and when the CPU
time for computing the time dependent functions are not significant). Its main advantage is that it is possible to use the
coefficients a;, b; from any splitting methods for Nystrom problems in a straightforward way and without the need to look
for additional order conditions for each splitting method we intend to use.

We have seen that order reduction can happen for Nystréom problems because we are applying Nystréom methods to
problems which have lost this particular structure. We have shown a procedure to recover this structure and then to avoid
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this loss of accuracy. This fact can also happen for other families of methods where an order reduction or, at least, a significant
loss of accuracy may occur. This is the case of perturbed or near-integrable systems, which are now considered.

4. Perturbed systems

Let us consider a perturbed non-autonomous system

X =0 +efP(x 1), (33)
The standard splitting (19) applied to the enlarged system corresponds to

d (X ) U, ty) ef Pl (x, ta)
= 1

t 0 s 34
a \ + (34)

tp 0 1

which, as previously, is separable, but the parameter ¢ can not be factorized in the second term. This is also the case for
the split (18). Splitting methods tailored for near-integrable problems have shown to be highly efficient for autonomous
perturbed problems. However, these methods lose their excellent performances when applied to a general separable system.
The near-integrable structure is recovered if we consider the time as a new coordinate as follows (which corresponds to the
case (23)):

d (x\ _ (f%, ta) FEI(x, ta)
a(rA)—( 1A>+8< o) (35)

This split requires one on the one hand to solve the non-autonomous problem x' = f¥l(x, t) exactly (or numerically with
sufficient accuracy) and, on the other, to solve the autonomous problem x' = f!8l(x, t,) (where t4 has been frozen). This
procedure can be of interest for problems where, for instance, f (x, t) is close to being linear, where f4!(x, t) corresponds to
the linear part (accurate and relatively fast methods exist for this problem) and &f®!(x, t,) is a small nonlinear part.

In Hamiltonian formalism, this problem would correspond to the case H(q, p, t) = Hy(q, p,t) + €Hy(q, p, t). Let us
consider, for example, the case Hy = T(p, t) + Vo(q, t) withT = %pTM(t)p (we assume that Hy is integrable or easy to
integrate numerically) and H; = V4(q, t).

The standard procedure given by (34) corresponds to considering the enlarged Hamiltonian system

i = (T, t) + Vo(@, 0) + As) + (V1@ t9) + 2p) = HO 4+ HEV. (36)

The scheme given by (35) corresponds to considering the Hamiltonian
A= (TG ta) + V(@ ta) + ) + eVa(g, ) = H® + H®). (37)

Then, one has to evolve separately the flow associated to the autonomous Hamiltonian H®3) where the time is frozen, and
to solve accurately the evolution for H*), which is equivalent to considering the evolution for the non-autonomous system

Ho(q, D, t) = T(p’ t) + VO(q7 t)

Then, we can choose coefficients a;, b; for splitting methods addressed for near-integrable problems (see [11]). Notice
also that

{H® {H® HMY = &2(V1)] (q, ta)M(ta) (V1)4(q. ta) = 2Va(q, ta), (38)

i.e. Va(q, ta) is a function depending only on coordinates, similarly to V(q, ts), and this term can be added to the flow
associated to H®3) in order to construct H(®® as described in Section 3.

In addition, it is worth mentioning that, since the time has been considered as a new coordinate in an enlarged system, the
system can be treated as autonomous, and the processing technique can also be used, allowing one to obtain an additional
improvement in the numerical integration (see [15,6,7]). A processed method is given by the composition

~1
Y = (wﬁ”) opi o, (39)

-1
where <p£’q is the kernel and (pﬁp ], ((p,EP ]) are the pre- and post-processor or corrector, respectively. For N steps, we have

-1 N
yp = (‘/’JEP]) o (90;[1m> o, (40)

so the computational cost is dominated by the cost of the kernel. Then, we can build an accurate method, v, at the hopefully

low cost of the kernel, go,[llq.
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Fig. 2. Efficiency comparison between algorithms SRKN;; and SNIs.

We illustrate with a simple example the application of these schemes and their relative performance.

Example 4. Let us consider the Hamiltonian

1 1 J
H(@.p.0) = Sp* + 2f (OF +& ) cos(@— D), (41)
j=1

where g, p € R, which describes the motion of a charged particle in a magnetic field perturbed by s electrostatic plane
waves, each with the same wavenumber and amplitude, but with different temporal frequencies w;. We set f (t) = 14 g(t),
where the case g = 0 corresponds to the problem analysed in [26]. In our experiments, we consider the more general case
g(t) # 0, and we also illustrate the performance of the proposed schemes.

We analyse the splittings (36) and (37). In the last case, the evolution of the Hamiltonian H"3) requires one to solve the
linear system for q, p

d (q) _ q : _( 0 1
& () =mo () win o= (f ) -

with sufficient accuracy. This can be easily accomplished using a high-order numerical method for this part (or dividing the
step for its integration).

For the numerical integration of this problem, we consider (in addition to SRKN;;) the symmetric five-stage fourth-order
(8, 4) BAB method (SNIs) given in [11] and designed for near-integrable systems. This is a method which also cancels the
error terms of order @ (¢h™) upton = 8.

We take f(t) =1+ % cos(%t), e = ﬁ, and the remaining parameters and initial conditions as given in [26]:

qo = 0, Do = 11.2075, wj =j(,()0, wo = 7, s=3.

We integrate the system along the interval t € [0, 20r] and measure the exact solution numerically (using an accurate
numerical method and taking a sufficiently small time step) at the following instants: t, = nZ, n=1,2,...,70.In order
to analyse the performance of the numerical methods, we choose a time step given by h,, = % with m € N, and we can
compare the approximation obtained with the "exact” solution at the previous mesh. Then, the average value

1N 1/2
Em = (N n;‘(qan) — qn)? + (p(ty) — pn>2) ,

with N = 70, is taken as the resulting error. Fig. 2 shows the efficiency plots for the sixth-order Nystrém method SRKN1;
and the fourth-order near-integrable method SNIs, plotting the error versus the number of flows ¢!®!. In this numerical
experiment, the flows associated with the linear part are computed up to round-off accuracy, so the error corresponds to
the composition scheme.

We observe that, for this near-integrable problem, methods tailored for this structure are superior. In addition, it is
evident from the figure that considering the time as a parameter in the standard form does not reduce the order of the
method SNI_S 1 (it is still of fourth order) but its accuracy decays considerably.
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Table 1
Coefficients of the processor for the kernel (43) for a near-integrable system.
y1 = 0.1659120515409654 z; = 0.9125829692505096
y2 = 0.1237659000825160 7, = 0.3605243318856133
y3 = —0.0250397323738759 z3 = —0.7354063037876117
y4 = —0.2269372219010943 z4=—1/2
-4

-5}

-6

7 b3
= @ = M SRKN:
—— SRKN:”WS

-8 b,3
= M =M,SNI,

LOG(AVERAGED ERROR)

e SNI2’3

b,3
- @ = M,PM-NI
— PM—NI?’s

-9

-10
25

LOG(N. EVAL.)

Fig. 3. Efficiency comparison between algorithms SRKN;1, SNIs and PM-NI; when the time-dependent linear part is integrated using the fourth-order
integrators (44) (labelled with My) or accurately up to round-off error (this extra cost is not reflected in the plots).

To illustrate how the processing technique can be used to solve this problem, we consider a one-stage fourth-order
processed method for Nystréom and near-integrable problems which uses one modified potential (the processor is taken, in
this case, as appropriate for near-integrable problems) and is given by the composition (39), where

[K] [A3] [G3] [A3]
Ph = Phj2 © Pppjaa © P2 (43)
[P] [A3] [B3] [A3] [B3] [A3] [B3] [A3] [B3]

Pn = Pz4h © Pysh © Pzh © Pysh © Poh © Pyoh © Pyh © Pyino

1
[P] (B3] [A3] [B3] [A3] [B3] [A3] [B3] [A3]
<¢h ) =9 —y1h (pleh o QD,yZh oy zoh © (p*ygh oy z3h oy —yah (p*Zz;h'

We take the coefficients from [6] corresponding to a fourth-order method; these also cancel the error terms at orders ¢h®
and ¢h® (for the convenience of the reader, the coefficients are collected in Table 1). The method will be denoted by (PM-NI,).
More elaborated sets of coefficients (which cancel more nested commutators of order ¢h") can be found in [15].

Next, we analyse how the error changes when the flow associated with H“3) is approximated instead of being computed
with accuracy up to round-off error. To approximate this linear problem, we have considered the fourth-order commutator-
free Magnus integrator given by the following product of exponentials:

(As] _ h h
@, =exp E(QMI + BM) | exp 5(/31\/11 +aM,) |, (44)

with M; = M(t, + ¢;h), ¢ = % - ﬁ, G = % + “2[ and ¢ = % — 3 , B = 1 — « (for more details as well as how to
consider different quadrature rules, see [27,18] and references therein). We have chosen this scheme because it has shown
a high performance for time-dependent linear problems and at the same time it can be used for solving nonlinear problems.
The results are shown in Fig. 3. We also show the results obtained by the fourth-order processed method (43), where the
number of evaluations corresponds to the flow ¢3! in the kernel. From the figure, the superiority of the methods which
incorporate the most information on the scheme is clear. PM-NI, is addressed for Nystrom problems and for near-integrable
systems; it uses modified potentials (cost-free for this problem) and it exploits the processing technique. It is also important
to mention that the loss of accuracy, when the flow (p[ 3lis approximated using a fourth-order method, can be significant.
Then, it is important to analyse if it is possible to approximate this part using low-cost schemes and without losing much
accuracy.
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5. The integral approximation

The approach described so far can be extended to the general case when the explicit linear time dependence in (20)
cannot be treated by the exact integration of A(t) or B(t). In a more general framework, the exact integral solution can be
replaced with a first-order approximation without any loss of accuracy. In this respect, each @,:') = go,[lA"] ogo}[fd and its adjoint
@h(')* = (p},B"J ° (p}lA"J can be considered as the basis for the composition method

v =00 00, 000 Lo 00y 00l 00, (45)
with suitable coefficients «;, B;. The resulting algorithms are in a close connection with %51) and, in the case when a;, 1 = 0,
the equivalence is obtained by the following choice for the method parameters: 81 = by, o = bpy1 and o5 = a; — B,
Bix1 = biy1 —a;jfori = 1,..., m — 1.1t is known that the accuracy can be retained whenever both exact and numerical
flows are combined so that they appear in a composition of methods with their corresponding adjoint ones (see [1] for
more details). We exploit this property with the aim of formulating composition schemes for the case at hand. Notice that,
since the classical splitting approach does not require explicit time integration, scheme 1//,51) is not modified, while the
other approaches are formulated by mixing numerical and exact flows. Indeed, we denote by @,EA"J and 05}18"] any first-order
integrator to y’ = F“(y) (i = 3,4)andy = F®)(y) (i = 2, 4), respectively, and we limit ourselves to the indices
corresponding to distinct cases where the time integrals are needed. The basis of each modified composition method can be
recast as follows:

() [A2] [B2] ) [Bo ]+ [A2]
O =@, o Py, O, =@, o,

3) _ 5lA3] [B3] (3)* __[Bs] [A3]*
O =@, og, ", O, =@y od, T,
8}5‘» — @]EAU ° @]E&IJ’ @h(4)* — ¢,£B4J* ° ¢}EA4J*a

then, by means of a composition as in (45), the corresponding modified methods @h(” are defined as

g2 _ plBal* [A2] [A2] [B2] [B2 ]+ [A2] [B2]
V" = Poh © Pah © 777 © Pagh © Ppyns 0Py © Pagn © Ppis

7 (3 _ [Bs] [A3]* [A3] [B3] [A3]* [A3] [B3]
v, = Pbyyqh © Py O Ppn 0 0@y 0Py 0 Ppy, 00y,

7@ g [Balx [Aq]* [A4] [B4] [Aq]* [A4] [B4]
v, = q)amh o @amh o @/smh 0---0 @alh o Q§a1h o q)ﬂﬂl s oq)/fﬁh'

In the case of near-separable problems, l;,.fz) is built by replacing P; in (26) with
P; = Piy + h (i Mo (TE ) + BMa(TY)) £1(Qi-1, T ), (46)
where we set &g = 0. In a similar way, lf/h@) is obtained by replacing Q; in (26) with
Q = Q1 +h (BMI(TL) + M (T))) g(PL T7). (47)

Finally, ff/h(‘” arises from (26) with P; and Q; replaced by (46) and (47), respectively. The following example illustrates the
effectiveness of this procedure.

Example 5. We consider the Duffing oscillator as a test problem. We focus our attention on splitting procedure 1&,53), which

has revealed itself to be very efficient in the treatment of this kind of problem, and on the scheme SRKfo .In this framework,
we replace the exact flows by the approximated ones exploiting formula (47), and we denote the resulting algorithm by
ModﬁRKNi7 f’. In Fig. 4, it is evident that the advantages due to the Nystrom-like structure are lost and the method recovers
the fourth order for problems with generic structure. We use the second-order approximation defined by

h i h i
Q=Q_1+h (ﬂ,-Ml (T,f‘l + ?) + a;M; (T{* — 7“)) &P, T); (48)

then the resulting method is denoted by MoszRKNfi3 ; in Fig. 4 we numerically show how it is able to preserve the sixth
order of accuracy.

As a further test, we account for the sixth-order ten-stage method named Sy in [8]; then we exploit its coefficients in
,53) and we obtain the algorithm denoted by 5130. Then the same coefficients are employed in l?/h(g) with the approximation
of the first order and the resulting algorithm is denoted by Modlsfo. As is shown in Fig. 4, the sixth order of accuracy of the
original scheme is preserved when the exact integrals are replaced with their first-order approximations.

We conclude that replacing the exact integration with a first-order quadrature rule retains the general accuracy of the
original method but it loses the further gain in order of the Nystrém schemes. More accurate quadrature rules have to be

adopted in order to recover their extra accuracy.
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Fig.4. Efficiency comparison among algorithms S3), Mod;S3;, SRKNi’f, MocllSRKNi"l3 and MoszRKNf'l3 ate =1/20,6 =1/4.

6. Conclusions

We have considered splitting methods for the numerical integration of non-autonomous separable differential equations.
Splitting methods are frequently used as geometric numerical integrators, and they have been designed for autonomous
separable systems. A substantial number of methods tailored for different structures of the equations have recently
appeared, showing excellent performances in many cases. When these methods are used on non-autonomous problems,
usually their performance diminishes considerably, and they can even lose the order of accuracy observed for the
corresponding autonomous problems, as shown by several numerical examples.

We have presented a simple alternative which, for many relevant cases, allows one to retain the high performance of
the splitting methods using the same schemes as for the autonomous problems. We have analysed in detail near-separable
systems, Nystrom-like problems and near-integrable systems, as well as their corresponding Hamiltonian problems. If the
time functions which appear on the vector fields are taken as coordinates in an appropriate way, it is possible to use splitting
methods in those problems without losing their good performances. This technique is applied to different problems and its
performance is illustrated with several numerical examples.

For those problems where the techniques proposed in this work do not allow one to recover the full structure of the
associated autonomous problem, we recommend considering the more elaborate numerical methods based on Magnus
series proposed for general non-autonomous dynamical systems (see [27]), as well as for Hamiltonian and separable
dynamical equations (see [19,18] and references therein). They require one to choose one particular set of coefficients for a
splitting method and to look for additional complementary coefficients obtained from new order conditions.

High-order splitting methods have been used in recent years for the numerical integration of an important number of
evolutionary PDEs such as Maxwell equations [28,29] or linear and nonlinear Schrédinger equations [9,14,30]. In [30] the
sixth-order Nystréom splitting scheme SRKN% was used, showing a high performance on the Gross-Pitaevskii equation, and

for the linear equation, in [9,14] we can find methods up to order eight which use the maps golE'Ch] h In a similar way as in the
examples presented in this work, the performance of these methods deteriorates if they are applied to the non-autonomous
case when some of the parameters are explicitly time dependent. Exactly the same procedures as presented in this work
allow one to recover the high performance the splitting methods show for the autonomous case, for which the methods
were originally designed.

Finally, before concluding this work, it is worth mentioning that the new autonomous systems (in the enlarged phase
space) could in some cases have new algebraic structures not considered in this work, which could be interesting to
analyse [4], as well as the structure preservation of the new approach.
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